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Abstract

The slowdown in CPU progress prompted system designers to incorporate diverse

programmable accelerators (e.g., graphics processing unit (GPU), smart network in-

terface card (SmartNIC) to address the insufficient computational capacity needed

for various components within computer systems. While these programmable accel-

erators enhance computational capabilities, they possess distinct architectures and

capacities compared to standard CPUs. Thus, it is essential to judiciously distribute

the computing tasks among servers and their accelerators to avoid performance degra-

dation. Software-defined networking is a paradigm that enables network programma-

bility for agile and efficient network management and operations. Programmable

hardware (e.g., switch) recently became a promising alternative for task distribution

decisions. A programmable switch can process packets in real-time at line rates (Tbps)

significantly faster than legacy server-based load balancers (LBs). Furthermore, such

in-network load balancers can reduce the delay in decision-making by cutting off the

latency for sending packets from the switch to load-balancing servers. There are

several load balancers deployed in programmable switches, but none incorporate the

capabilities of accelerators in their designs.

In this thesis, we propose the first in-network accelerator-aware load balancers for

performance improvement of machine learning applications in data centers. The first

load balancer is called P4Mite, which deploys agents in application processing servers

and accelerators to measure their capacity and shares these statuses with the switch.

It uses this information and load balancing policies (e.g., weighted round robin) to

dispatch loads among servers and their accelerators. However, P4Mite supports a

limited number of policies. Thus, we introduce P4Hauler , which provides a load-

balancing framework to support a wide range of policies. Within this framework,

we propose configurable building blocks that operators can dynamically select to

implement various policies on-the-fly without rebooting the switch and interrupting

its services. In addition to knowing the policies and statuses of accelerators, an LB

must be aware of traffic condition, which makes the LB operation tedious. Thus, we

ix



propose P4Wise, a learning-based LB, to select the most suitable distribution policy

automatically.

We implement a prototype of the proposed load balancer and deploy it on a testbed

consisting of a programmable switch (Intel Tofino), SmartNICs (Mellanox BlueField),

and legacy servers to demonstrate deployment feasibility and efficiency over existing

solutions. Then, we develop a realistic simulator to show the performance at scale.

Specifically, P4Hauler can handle 27% more load compared to traditional LBs using

only a single accelerator. In the case of hundreds of servers with multiple accelerators,

the performance improvement is proportional to the number of available accelerators.

Finally, P4Wise consistently selects appropriate weights with an accuracy of at least

90%. Furthermore, it responds to changes in the environment by adapting the load

balancing approach accordingly.
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Chapter 1

Introduction

1.1 Overview

The deceleration in CPU advancements seen at the beginning of the 21st century

[1] pushed system designers to introduce various types of programmable accelerators

to cope with the lack of computation required for different components of computer

systems. SmartNICs, for example, are accelerators developed to operate on Gbps

communication links and alleviate the load from the CPUs. GPUs, programmable

SSD, and FPGA are other examples of programmable accelerators introduced to add

more resources alongside CPUs for graphical computations, storage, and miscella-

neous, respectively.

Although programmable accelerators add some computation power to the system,

they have different architectures than regular CPUs. For instance, designers use

wimpy ARM-based CPUs for embedded devices like SmartNICs. The reason is that

ARM architecture is more energy-efficient than x86 [2]. As a result, the performance

falls by running applications intended for regular servers on accelerators with diverse

architectures. Thus, it becomes crucial to distribute the workload effectively between

servers and their accelerators.

Load balancers (LBs) are utilized to enhance application performance by dis-

tributing packets across multiple devices [3]. Generally, load balancers employ poli-

cies such as Weighted Round Robin (WRR), Join-the-Shortest-Queue (JSQ), Join-

the-Idle-Queue (JIQ), Local-Estimation-Driven (LED) [4], to determine the packet’s

destination. Additionally, a policy must guarantee per-connection consistency, mean-

ing that the load balancer forwards all packets from a connection to the same end

server. Traditionally, these load balancers have been deployed on middleboxes.

Nevertheless, there has been a recent shift towards utilizing programmable data

plane (PDP) hardware as a promising alternative for load-balancing tasks and schedul-

ing decisions [5]. Instead of relying on a centralized solution running on a dedicated

1
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server, deploying a load balancer within the network can yield quicker responses and

reduce flow completion time. Several existing studies deployed in the data plane

have specifically focused on developing load balancers that ensure per-connection

consistency while effectively dispatching packets to servers [6]. Recent solutions have

concentrated on increasing the capacity of switches to handle concurrent connections

[7] or optimizing resource usage, such as memory consumption [8]. However, the

current load balancers, including Tiara [9], Cheetah [10], SilkRoad [6], and Beamer

[11], lack visibility of accelerators. In other words, these load balancers consider an

accelerator to be equivalent to a server, which can lead to imbalances between servers

and their corresponding accelerators.

Furthermore, aside from the issue of limited visibility, current in-network load

balancers only enforce rigid, hard-coded policies within the switch source code, lacking

the ability to be dynamically modified. However, the effectiveness of different policies

varies depending on the characteristics of the applications [12]. For instance, an

application that heavily relies on computational resources may benefit from policies

prioritizing devices with powerful CPUs. Unfortunately, existing in-network load

balancers require network operators to manually configure the switch to apply a new

load-balancing policy and activate it for supporting a different application [13]. This

requires rebooting the switch and can lead to unexpected service interruptions.

This study introduces P4Mite, P4Hauler , and P4Wise, three load balancers

specifically designed to function on programmable switches, such as the Intel Tofino.

To be more specific, the functioning of all three load balancers relies on agents op-

erating on servers and accelerators. These agents gather statistics and transmit the

monitored resource statuses of these devices directly to the data plane in the switch.

The switch maintains a record of the current status of each resource and utilizes these

values to make decisions regarding the destination for incoming requests.

In the case of P4Mite, our focus is on SmartNICs, which are specialized network

interface cards (NICs) equipped with processors capable of processing packets either

on the network path or off the path. Many prominent vendors, including NVIDIA

and Broadcom, have developed a range of SmartNICs to augment the computational

capabilities of data center machines’ CPUs. Our objective is to assess the potential of

SmartNICs for processing CPU-intensive applications and explore how a load balancer
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that is aware of these accelerators can optimize overall performance by efficiently

utilizing each available resource. In P4Mite, the agents reported whether a target

computing resource was available. However, for more intricate policies that involve

collecting multiple resources or performing computations within the switch, it is not

practical to store all potential outcomes due to memory limitations.

Once we show that distributing the load at the granularity of accelerators can

improve the performance, we extend and generalize the initial design and introduce

P4Hauler , which is both accelerator-aware and policy-agnostic, enabling dynamic pol-

icy updates without requiring a switch reboot, in the opposite of existing solutions.

Put differently, P4Mite, stands as an example of P4Hauler . P4Hauler ’s flexibility

allows it to adapt its operations according to varying network and application con-

ditions. It is worth mentioning that P4Mite and P4Hauler contribute to reducing

the CPU resource burden on servers in two ways: firstly, by offloading a portion of

the application load onto accelerators, and secondly, by ensuring that servers and

accelerators are not involved in load balancing operations. As a result, computing

resources can be freed up to handle application requests more efficiently.

Based on our observations in P4Hauler , we have found that there is not a single

policy that consistently delivers required performance in all network conditions (e.g.,

varying traffic rates, number of servers or accelerators). Specifically, in P4Hauler , net-

work administrators activate policies for a given application that remains unchanged

during its entire service time irrespective of network dynamics, which can adversely

impact the end-to-end latency and throughput. Furthermore, in the event of sub-

stantial deployment changes, such as modifications to the existing resources or the

addition of new resources, operators must update the policy configurations accord-

ingly. In order to tackle this challenge, we have adopted reinforcement learning (RL)

and introduced P4Wise. It is a hybrid system where the RL agents get trained in the

control plane interacting with the environment. In contrast, the data plane switch

gets configured with the chosen policy and its weights to distribute loads accordingly.

Thus, P4Wise makes decisions on behalf of the operator by continuously monitor-

ing resource usage and employs an RL algorithm to determine the most effective

load-balancing strategy based on the observed information.

We implemented prototypes of P4Mite, P4Hauler , and P4Wise on an Intel Tofino
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[14] programmable switch. Our prototypes are publicly available at our Git repository

[15, 16]. The prototypes are deployable on data centers’ networks to distribute the

load among servers and their accelerators. Specifically, we evaluated the proposed

systems over popular machine learning applications (e.g., image processing or natural

language processing); however, our proposed load balancers can support any required

applications. The results reveal that P4Hauler can support significantly more load,

proportional to the number and capacity of the accelerators, compared to its coun-

terpart. For instance, P4Hauler can increase the maximum request rate by 27% and

reduce the flow completion time by 13% with only one wimpy additional accelerator

(SmartNIC). Furthermore, simulations with hundreds of servers, each with a couple

of SmartNICs, show that we can handle around 50% more loads. Furthermore, our

evaluation reveals that when appropriately configured, P4Wise consistently selects

the optimal load-balancing policy in different networking conditions. This implies

that not only does it exhibit similar performance enhancements to P4Hauler during

peak load conditions, but it also eliminates the need for network administrators to

continuously update policies when the system is not under high load.

1.2 Research Contributions

In this article, we contribute in the following ways:

• We introduce P4Mite, P4Hauler , and P4Wise, three systems designed for load

balancing in an environment comprising servers and hardware accelerators. At

the core of them lies a generalized switch that enables load balancing at an

accelerator-level granularity.

• We assess the potential of accelerators like SmartNICs in P4Mite for CPU-

intensive applications’ performance boosting using an in-network load balancer.

• In the generalized system, P4Hauler , we introduce an on-the-fly configurable

design, meaning the network operator can enable the appropriate load-balancing

mechanism according to running applications.

• We create prototypes of P4Mite and P4Hauler using a testbed that includes a

Tofino switch, traditional servers, and accelerators. Additionally, we assess the
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performance of all systems and compare them with similar load balancers. To

promote reproducibility and further exploration, the source codes are available

in [15, 16].

• P4Mite’s quantitative results prove that the accelerators, like SmartNICs, have

considerable computing power, and the load balancer should utilize the capacity

wisely. Moreover, The evaluation results validate the superior performance of

P4Hauler ’s policies in terms of flow completion time and throughput, while also

ensuring per-connection consistency.

• Finally, P4Wise shows that learning-based policy selection effectively reacts to

dynamic network behaviours while balancing loads among various computing

resources.

1.3 Thesis Organization

The remaining chapters of the thesis are structured as follows: In Chapter 2, we

provide the background information and present relevant findings that conform to

the basis for our work. Subsequently, in Chapter 3, we examine related studies

and their connection to our research. Once we have acquired sufficient knowledge,

we proceed to elucidate the design, implementation, and experimental outcomes of

P4Mite in Chapter 4. Similarly, in Chapter 5, we elaborate on our extended load

balancer, P4Hauler , following the same structure. We present P4Wise in Chapter 6.

Finally, we engage in conclusions and future work of our research in Chapter 7.



Chapter 2

Background and Motivation

This section presents the necessary background to understand our contribution along

with the motivation for designing P4Mite, P4Hauler , and P4Wise.

2.1 Software-Defined Networking

Software-defined networking (SDN) is a new networking paradigm that introduces

flexibility, scalability, and adaptability to network infrastructure by separating the

control plane and data plane in network devices [17]. The control plane (or con-

troller) serves as the intelligence behind SDN, while the data plane executes simple

operations dictated by the controller. Specifically, the control plane assumes the role

of network observer, possessing comprehensive system-wide information. This van-

tage point empowers it to make informed decisions regarding traffic management in

the network. Conversely, the data plane, also referred to as the forwarding plane, per-

tains to the network devices under the controller’s jurisdiction, which are responsible

for the transmission of network traffic.

The key principle underlying the data plane is to ensure simplicity and speed.

Typically, the data plane resides within hardware components responsible for for-

warding packets, such as switches and routers, optimizing their performance [17, 18].

OpenFlow is the de facto protocol that enables communications between data and

control planes. OpenFlow has undergone thorough examination in academic research

and garnered substantial adoption within the industry [19]. OpenFlow 1.5 is the lat-

est version at the time of writing this thesis and includes support for dozens of actions

on network traffic, such as Output, Drop, and SetField. However, these actions are

not mandatory for packet processing [20]. Additionally, the specific set of actions

can vary between different OpenFlow versions, and there is potential for introducing

new actions in future releases. SDN has been successfully adopted both in wired

[21, 22, 23, 24, 25, 26, 27] and wireless [28, 29, 30, 31, 32, 33, 34] networking to offer

6
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better performance, agility, and scalability.

2.2 Programmable Switches in the Data Plane

Traditional switches typically execute a predefined set of operations. With the in-

troduction of programmable switches, however, network owners can configure the

switches to perform various functions by utilizing domain-specific languages and run-

ning programs in the data plane model [35]. There are different programming models

for packet processing, such as data flow abstractions and the protocol independent

switch architecture (PISA) [36]. Compilers are responsible for generating compatible

programs for each mode. In this research, we employ the PISA architecture, as de-

picted in Figure 2.1. In this model, the switch parses incoming packets and applies a

series of operations based on match+action tables. These tables can be programmed

by the network owner to implement different functionalities.
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Figure 2.1: PISA Architecture.

Programming Protocol-independent Packet Processors or P4 is a domain-specific

language designed for data plane programming. P4 is also distributed as an open-

source and non-profit code supported by P4 Language Consortium. P4-14 and P4-16

are two versions introduced in 2014 and 2016, respectively. Given Figure 2.2 [37], the

P4 compiler generates the required Runtime file for the target control and data plane,

defining the pipeline. While the packets go through the pipeline, the program extracts

the headers of layers, applies match+action, and finally encapsulates the packets

for retransmitting. In this pipeline, the programmer can change the information of

packets to implement different protocols and applications.
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Figure 2.2: P4 Program Architecture.

In P4Mite, P4Hauler , and P4Wise, we employ a programmable switch executing

an accelerator-aware load balancer inside the network getting updates from different

devices in the network. While the load balancer keeps the status of existing flows,

it dispatches the new requests to the best destination (e.g., fastest CPU). A pro-

grammable switch is a worthy option for deploying the load balancer because of three

reasons:

1. The ALU in the switch is capable of performing the load balancing duty effi-

ciently at the line rate of link (processing packets at Tbps).

2. The resource on the end servers will be free to process client’s requests instead

of involving in load balancing.

3. Our switch-based load balancers avoid sending too many requests to the end

servers by load balancing at a fine granularity.

2.3 Programmable accelerators

Programmable accelerators are reconfigurable devices employed in computer systems

to enhance the speed of specific tasks. Typically, these accelerators are connected to

the server’s CPU via Peripheral Component Interconnect Express (PCIE) slots [38].

Examples of such accelerators include SmartNICs, SSDs, and GPUs. Noteworthy
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instances include Google’s AutoML, which utilizes Tensor Processing Units (TPUs)

[39], and Microsoft Azure’s machine learning services, which employ FPGAs [40].

Many accelerators possess their dedicated operating systems, such as Linux, as seen

in Mellanox BlueField SmartNIC and Broadcom Stingray [41, 42]. This character-

istic grants them programmability and accessibility through the standard TCP/IP

stack via IP over PCIE tunnelling [43]. Alternatively, some accelerators, lacking an

operating system, rely on their firmware to communicate over TCP/IP. The most

commonly used method to communicate with these non-TCP/IP-supported acceler-

ators, including GPUs and programmable SSDs, is Remote Direct Memory Access

(RDMA) [44].

Accelerators are frequently employed to offload applications or specific compo-

nents of applications, thereby enhancing their overall performance in comparison to

running them solely on a standard CPU [43, 45, 46, 47]. System designers offload dif-

ferent applications to programmable accelerators, including machine learning training

[39] and inference [48], databases [49], and web servers [50]. While accelerators offer

performance advantages for these applications, running them without proper consid-

eration for load offloading can result in performance degradation. To address this, it

is essential to design capability-aware load balancing for accelerators when utilizing

such computing resources, thus mitigating potential issues arising from inappropriate

load distribution.

2.3.1 SmartNICs

In this study, while our designs, which we will discuss later, are versatile and can

be applied to various accelerators, we have chosen to utilize a Mellanox SmartNIC

as an accelerator to assess our prototype. This section provides a brief introduction

to SmartNICs. Subsequently, in section 2.4, we will present some quantitative data

to demonstrate the impact of this type of accelerator on our research. Noteworthy

that by using an accelerator with limited resources, we stress our load balancers for

making decisions more frequently and observing more accurate outcomes.

Taking a look at Figure 2.3, we can observe two distinct architectures employed

in SmartNICs. The first architecture, depicted in 2.3a, positions the SmartNIC’s

processing unit directly on the networking path. In contrast, the second architecture,



10

HOST

CPU

SmartNIC

Processing Unit

PCIe bus

NIC

Accelerator

(a) On-path Architecture

HOST

CPU

SmartNIC

Processing Unit

PCIe bus

NIC

Accelerator

PCIe switch

(b) Off-path Architecture

Figure 2.3: Two architectures for SmartNICs.

illustrated in Figure 2.3b, places the processing unit off the path and establishes

communication with the NIC and host via the PCIE. Various options are available

for the SmartNIC’s processing unit, including off-the-shelf CPUs, FPGAs, and ASICs.

When it comes to general-purpose CPUs, the majority of them are ARM-based or

MIPS-based, which are comparatively less powerful than the x86 CPUs found in

hosts.

2.4 Roofline Benchmark

To reveal the computational capabilities of our SmartNIC, we utilized a tool called

roofline [51]). This tool evaluates the performance of the embedded CPU in com-

parison to the CPUs of the host by running a kernel module on each device. By

employing roofline tool, we can assess the CPU performance at various levels within

the memory hierarchy.

The results presented in Table 2.1 indicate the maximum number of floating-

point operations per second executed by each CPU, measured in Giga Floating-point

OPeration per second (GFLOP/s). It is observed that the host performs five times

as many floating-point operations compared to the SmartNIC’s CPU. In other words,

the SmartNIC has the potential to contribute an additional 20% of computational

power to the system. Based on these findings, we propose that P4Mite, P4Hauler ,

and P4Wise can effectively utilize a SmartNIC in situations where the associated host

is overwhelmeed. In short, we can enhance the performance by offloading a portion

of the workload to the SmartNIC.
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Table 2.1: Roofline’s Results.

Device CPU Specifications GFLOP/s

Host (x86)
Intel(R) Xeon(R) Silver 4210R

with 10 cores @ 2.4GHz
91.0

SmartNIC (ARM)
Armv8 A72 CPU

with 16 cores @ 2.0GHz
17.6

2.5 Load Balancing

In today’s digital landscape, applications stand as the central driving force behind the

success of businesses and services, underlining the pivotal role of their performance.

As applications increase in complexity and usage, ensuring consistent and reliable

performance becomes a significant challenge. This is where load balancing steps

in as a vital strategy. Load balancing is a method utilized to distribute network

or application traffic across numerous servers, resources, or pathways [52, 53]. Its

core purpose is to wisely utilize the resources, enhance fault tolerance, and, most

significantly, elevate the overall performance and responsiveness of applications.

To achieve these objectives, both academia and industry have explored various

types of load balancers. Load balancers can function at different layers of the network

stack, such as L4 and L7 [54, 55], and they can be implemented as either software or

hardware solutions [56].

With the recent advancement of programmable switches, a growing trend is emerg-

ing, aiming to delegate load balancing tasks to the data plane. In the context of P4

and load balancing, an in-network load balancer functions directly within the network

infrastructure, efficiently distributing incoming traffic across multiple servers or path-

ways. It possesses the capability to make load balancing decisions based on various

factors, including source IP address, destination IP address, or application type. An

in-network load balancer implemented on P4 switch offers distinct advantages, such

as optimizing resource utilization and processing packets in real-time at the line rate.

2.6 Reinforcement Learning

Unlike supervised or unsupervised learning, which rely on the collection of labeled or

unlabeled data, respectively, Reinforcement Learning (RL) is a subfield of artificial
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intelligence that an agent interacts with the environment. Its primary goal is to

achieve the maximum cumulative reward in an ever-changing environment[57].

RL excels in adapting to environmental dynamics, maintaining optimal strategies

through a series of interactions and trial-and-error processes. RL algorithms can

be usually categorized into two main approaches, model-based and model-free [58].

Model-based RL is an approach where the agent learns a model or representation of

the environment’s dynamics. This model is used to simulate and predict how the

environment will respond to different actions taken by the agent. In other words,

the agent builds an internal model of the world to estimate the consequences of its

actions. Probabilistic [59] and neural network-based [60] are two examples of model-

based RL. In contrast, model-free reinforcement learning comes into play when the

environment cannot be entirely modeled or predicted, as is the case with intricate and

unpredictable scenarios like load balancing. A few notable examples for model-free

RL are Q-Learning [61], Deep Q-Network DQN [62], and SARSA [63].

In the realm of Reinforcement Learning (RL), an agent engages with its environ-

ment, perceiving the current state and choosing actions based on a policy. Subsequent

to each action, the agent receives a reward, aiming to maximize its cumulative rewards

over time. In our specific context of load balancing tasks, the environment consti-

tutes the entire network system comprising interconnected elements. The learning

agent interacts with this system, dynamically evolving to optimize load balancing

among computing resources. The agent’s objective is to continually refine its de-

cisions, strategically adapting to the changing demands of the system, all with the

ultimate goal of achieving optimal load distribution.



Chapter 3

Related work

We divide this chapter into two sections. In the Section 3.1, we elaborate in-network

load balancers with and without using AI/ML, whereas Section 3.2 discusses task

offloading into programmable hardware.

3.1 In-network Load Balancing

Load balancing on programmable network devices is a crucial mechanism that en-

hances network performance and optimizes resource utilization. These devices, such

as programmable switches (e.g., Tofino switch) and SmartNICs (e.g., Bluefield and

Stingray) equipped with programming capabilities and allow for efficient distribution

of incoming traffic across multiple network paths or splitting the load among multiple

servers. By distributing load and traffic, load balancing prevents network congestion

and bottlenecks, ensuring that the system operates optimally. Programmable net-

work devices enable the flexibility to customize load-balancing algorithms according

to specific network requirements and adapt to changing conditions in real time. This

empowers network administrators to achieve efficient utilization of network resources,

maximize throughput, and provide a seamless experience for end-users.

For connection consistency on layer-4 load balancers, a hash derived from a 5-

tuple is stored in the load balancer as shown in Figure 3.1. The 5-tuple consists of

the source IP, source port, destination IP, destination port, and protocol type [64].

The hash also identifies an address revealing if a connection is using it for storing a

destination IP.

3.1.1 In-network Load Balancing without Machine Learning

In the last decade, various load balancers within the network have emerged as alter-

natives to traditional load balancers. Table 3.1 lists some well-known in-network load

balancers. In the table, RA and AA stand for Resource Awareness and Acceleraor

13
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Figure 3.1: Using Hash for Indexing.

Awareness, respectively. To address memory limitations posed by the 5-tuple, SilkRoad

[6] adopts a programmable switch and calculates a hash function to support plenty

of connections. Loom [65] employs a similar methodology, focusing on scaling per-

connection consistency with the aid of a programmable switch. It utilizes multiple

bloom filters to compress the connection states. Alternatively, Cheetah [10], a dif-

ferent in-network load balancer, stores information in the packet headers instead of

switches. It is important to note that these load balancers do not take accelerators

into account, resulting in load distribution at a per-server level.

Hsu et al. [66] propose an adaptive weighted traffic splitting mechanism that

dynamically adjusts the distribution of incoming traffic across multiple paths based

on network conditions. A programmed data plane monitors network metrics such as

link utilization and latency, and it calculates appropriate weights for each path to

optimize traffic distribution. The authors also introduce an adaptive algorithm that

continuously adapts the weights based on real-time measurements, ensuring efficient

utilization of available network resources.

In addressing the challenge of supporting a significantly large number of con-

nections, Tiara [9] adopted an innovative approach. To offload the load balancing

process, Tiara introduced a 3-tier method. In the first tier, an active switch known as

T-Switch utilizes Equal-Cost Multipath (ECMP) to distribute the load across Tiara

SmartNICs (T-NIC) located in the second tier. Tiara leverages the programmability

of SmartNICs for target server selection. In cases where a SmartNIC is not responsi-

ble for a particular connection, the packet is forwarded to the Tiara Server. The Tiara
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Server, equipped with the ability to select the appropriate target server, then employs

the SmartNIC and switch to forward the packet accordingly. Although these load bal-

ancers can assign tasks at a finer granularity, such as per CPU core, they still rely on

the accelerators themselves, such as SmartNICs, to perform load-balancing decisions.

This dependence on accelerators for load-balancing decisions can result in the ineffi-

cient utilization of valuable computing resources. Therefore, an alternative approach

is necessary to optimize resource utilization and enhance overall performance.

Several resource-aware load balancers have been developed to optimize perfor-

mance and resource utilization. One example is CrossRSS [67], which incorporates

CPU-awareness into its stateful load balancing mechanism. In CrossRSS, the Smart-

NIC is responsible for computing the hash and selecting the appropriate core. Another

resource-aware load balancer is Charon [7], which adopts a passive approach by re-

ceiving updates from agents running on the server. Charon utilizes an FPGA-based

SmartNIC to select the most suitable server for load balancing. Like the last two

mentioned load balancers, SHELL [68] is another resource-aware load balancer that

employs the accelerators (i.e., SmartNICs) for load balancing instead of running the

application (or a part of them) on accelerators for performance enhancement

R2P2 [69] proposes a load balancer, which is deployable in our design, applying

join-bounded-shortest-queue (JBSQ) policy for Remote Procedure Calls (RPC) by

employing a Tofino switch. RachSched [5] also introduces a load balancer applying

two-layer schedulers on a programmable switch. After selecting the server in the

rack, the second layer picks the appropriate intra-server worker. Although we employ

a similar hierarchical design for load balancing, the second layer of our load balancer

offers reconfigurable policies for accelerator-aware decisions.

In the study conducted by Cui et al. [54], they evaluate the performance of an

ARM-based SoC SmartNIC in running a lightweight load balancer. The authors

provide insights into which load balancing tasks should be executed on the server and

which ones should be offloaded to SmartNICs. Notably, their findings demonstrate

the benefits of performing asymmetric and symmetric cryptography on the server and

SmartNIC, respectively, highlighting the optimal distribution of cryptographic tasks

between the server and the SmartNIC.
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Table 3.1: In network load balancers without AI/ML

Load Balancer RA AA Deployment

SilkRoad [6] ✗ ✗ In a Programmable Switch
Loom [65] ✗ ✗ In a Programmable Switch

Cheetah [10] ✗ ✗ In a Programmable Switch
WCMP-based [66] ✗ ✗ In a Programmable Switch

Tiara [9] ✗ ✗ Switch+SmartNIC+Server
CrossRSS [67] ✓ ✗ In a SmartNIC
Charon [7] ✓ ✗ In a SmartNIC
SHELL [68] ✓ ✗ In a SmartNIC
R2P2 [69] ✓ ✗ In a Programmable Switch

RachSched [5] ✓ ✗ In a Programmable Switch

3.1.2 In-network Load Balancing with Machine Learning

Here, we study state-of-the-art regarding utilizing AI/ML for load balancing. Of-

floading applications on network devices, including AI/ML, is a challenging problem,

and we illustrate this difficulty and conducted research in this area in Section 3.2.

Table 3.2 lists a few load balancers that employed AI/ML for load balancing.

Learned Load Balancing (LLB) [70] is a technique that leverages neural networks to

optimize load distribution in a network. Rather than relying on traditional static

load balancing methods, LLB dynamically adapts and improves over time based on

real-time network conditions. By analyzing factors such as network traffic, server

capacity, and latency, the machine-learning model learns patterns and makes intel-

ligent decisions regarding load distribution. This approach enables load balancers

to optimize resource utilization, minimize congestion, and enhance overall network

performance. Learned load balancing offers a flexible and scalable solution that can

adapt to changing network dynamics, making it a valuable tool in modern network

management. Chang et al. adopt a SmartNIC to generate the weights as not only can

they execute inference, but due to hardware performance predictability, it is feasible

to estimate an upper bound for the latency for the load balancing process.

LBAS [71] presents a fast switch-based load balancer that considers the states of

application servers. Unlike previous load balancers that solely focus on distributing

incoming traffic, this load balancer considers the conditions of the servers to make



17

intelligent load-balancing decisions. By utilizing the controller in the network archi-

tecture, the load balancer can efficiently monitor the states of the application servers

quickly. This information is then used in a regression model to dynamically dis-

tribute the incoming traffic based on the current states of the servers, such as their

CPU utilization and response times. The load balancer aims to optimize the overall

performance of the system by effectively utilizing the available server resources and

preventing overload on any particular server.

Load balancing is further compounded by the dynamic nature of network traffic

and the growing diversity of workloads traversing the network. QCMP [72] is a

load balancing solution based on Reinforcement Learning. QCMP is integrated into

the data plane, allowing for rapid policy adjustments in response to fluctuations in

traffic. The implementation of QCMP utilizes P4 on a Tofino switch and employs

BMv2 within a simulation environment.

CrossBal [73] introduces a hybrid load balancing approach that leverages Deep

Reinforcement Learning (DRL) to prioritize optimizing high-impact elephant flows.

The DRL agent is designed to make effective use of network links while keeping

the action space minimal, enabling the agent to rapidly acquire load balancing skills.

Additionally, CrossBal maintains the ability to swiftly adapt to network modifications

by actively monitoring and switching routes in the data plane.

Lim et al. [74] addressed the challenge of efficiently distributing traffic in data

center networks with multi-rooted topologies to optimize bisection bandwidth. They

introduced a load-balancing approach called Reinforcement Weight-Cost Multipath

(RWCMP) that employs reinforcement learning to determine the ideal traffic split

ratios for egress ports and route multiple flows simultaneously.

Reinforcement learning (RL) models present a robust alternative to manually de-

signed heuristics within networked systems. However, they can exhibit unpredictable

behavior, raising safety concerns. In [75], Mao et al. tackled this issue by proposing

an approach that facilitates the safe deployment of RL models, enabling them to

adapt to dynamic conditions. In a practical application, they assessed this approach

within a real-world load balancing scenario. As a result, the load balancer was able

to efficiently respond to abrupt workload changes while maintaining response time

objectives.
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Given that allocating resources across routes for cloud requests is a complex NP-

hard problem [52], machine learning methods offer an efficient approach to address

this issue. However, using supervised or unsupervised learning introduces a challenge

since they rely on pre-defined datasets that may not encompass all scenarios and

can be challenging to acquire. Therefore, reinforcement learning emerges as a more

suitable solution because it learns within the environment through trial-and-error

processes. However, none of the previous studies that utilize machine learning have

taken accelerator awareness into account for load balancing. As accelerator-aware

load balancing proved to be efficient, we consider developing an RL-based load bal-

ancer that is accelerate-aware while distributing load among computing resources,

i.e., making it programmable and intelligent.

Table 3.2: In-network load balancers utilizing AI/ML

Load Balancer RA AA Deployment

LLB [70] ✓ ✗ In a SmartNIC
LBAS [71] ✓ ✗ In a Programmable Switch
QCMP [72] ✓ ✗ In a Programmable Switch
CrossBal [73] ✓ ✗ In a Programmable Switch
RWCMP [74] ✓ ✗ Simulation

3.2 Task offloading to Programmbale Devices

Rather than load-balancing, researchers have explored the potential of offloading

various applications onto programmable devices. In the subsequent subsections, we

have organized the projects into two categories. In the first one, we elaborate on task

offloading to accelerators; then, we present task offloading to programmable switches.

3.2.1 Task Offloading to Accelerators

Numerous projects have studied the capabilities of SmartNICs to drive various ap-

plications. These endeavours encompass a wide range of domains. For instance,

authors in Xenic [76], and LineFS [77], have leveraged SmartNICs to enhance the

performance of distributed applications. Real-time analytics projects like iPipe [45]

have also benefited from SmartNICs. Furthermore, system designers have empow-

ered micro-services architectures by SmartNICs, exemplified by the work done in E3
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[46]. SmartNICs have proven instrumental in accelerating machine learning and deep

learning applications as well, demonstrated by projects such as N3IC [78], Brain-

wave [40], and SpikeOffload [79]. Similarly, GPUs have been widely employed to

bolster the performance of learning-based applications [80]. In addition, TPUs and

programmable SSDs have found utility in the field of AutoML [39] and [81].

Although it may not be feasible in every instance, all the research projects men-

tioned have made modifications to a particular application to enhance its performance

on their SmartNICs. In some cases, there is a compromise between various param-

eters, such as in the case of N3IC [78], where reasonable latency is achieved at the

expense of accuracy.

Zhao et al. explored the potential of emerging SmartNICs for running security

applications, particularly those relying on cryptographic operations [82]. It high-

lights that SmartNICs can significantly benefit from architectural enhancements like

cryptographic instructions and hardware accelerators to match server performance

in crypto-workloads. However, data movement between the SmartNIC and crypto-

hardware cores can introduce overhead, especially for short-lived tasks. SmartNICs,

positioned closer to client devices than server CPUs, can accelerate crypto-based func-

tions, but the advantages may be diminished by data-intensiveness or the presence of

multiple no-ncrypto tasks in the application.

Xing et al. developed a framework that highlights the utilization of the Linux

network stack on both host and SmartNIC CPUs. Their research demonstrates how

the use of SmartNICs can impact critical performance metrics, including E2E latency,

throughput, and multi-core scalability. These effects are attributed to factors such as

the architecture of SmartNICs and their computational capabilities [47].

3.2.2 Task Offloading to Programmbale Switches

Lastly, programmable switches have served as versatile platforms facilitating a wide

array of network services and applications. Notable examples for the application

include NetCache [83] and NetGVT [84] supporting distributed applications, Net-

Pixel [85] enabling ML/DL tasks, PoirIoT [86, 87] fortifying security, and RedPlane

[88] ensuring fault tolerance. Focusing on machine learning, Parizotto et al. [89]

reviewed the completed projects in this domain in a systematic review. Collectively,
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these projects highlight the diverse spectrum of applications and services that have

harnessed the capabilities of programmable switches.



Chapter 4

P4Mite

In this chapter, we introduce a cutting-edge load balancing system called P4Mite

that considers the presence of accelerators. To our knowledge, P4Mite is the first

load balancer that works at a per-accelerator granularity. In short, P4Mite effectively

combines mechanisms for load balancing between servers (referred to as inter-server

balancing) such as ECMP, connection ID hashing [64], and power-of-k -choices [90],

with a task distribution at the accelerator level within each server (known as intra-

server balancing). The latter involves intelligently distributing connections to the

CPU or available server accelerators like SmartNICs and GPUs, based on accurate

estimations of their respective loads.

An outstanding feature of P4Mite is its full deployability on programmable switches,

enabling it to handle massive connections with exceptional throughput and minimal

latency. This deployment flexibility takes advantage of the programmability inherent

in the switches, allowing P4Mite to adapt and scale effortlessly across diverse network

environments.

Furthermore, P4Mite, like related work such as SildRoad [6], and Loop [65], places

significant emphasis on maintaining per-connection consistency (PCC) by carefully

managing a highly optimized connection table. This table keeps track of existing

connections, ensuring that each connection receives consistent treatment throughout

the load-balancing process.

In the following subsections, we will study the challenges that P4Mite faces in

Section 4.1. Next, we dig into P4Mite’s design, its data plane, and implementation

in Sections 4.2, 4.3, and 4.4, respectively. Afterward, we comprehensively assess our

prototype and report quantitative results in Section 4.5. Finally, we conclude and

summarize this chapter in Section 4.6.

21
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4.1 Challanges in P4Mite’s Design

There are two challenges in designing P4Mite.

4.1.1 Load Balancing in a Diverse Environment

Typically, servers within a pool are expected to exhibit uniform characteristics [91,

92]. However, the accelerators present in these servers introduce heterogeneity into

the environment. In other words, CPUs within hosts and their accelerators like

SmartNICs and GPUs possess distinct architectures. Even two SmartNICs can yield

disparate outcomes due to their differing designs [47, 93]. Unfortunately, policies that

perform well in homogeneous setups often demonstrate subpar performance when

confronted with heterogeneity. To overcome this challenge, P4Mite takes a proactive

approach by monitoring all devices, including servers and accelerators, and gathering

relevant statistics such as CPU utilization and request processing latency. By analyz-

ing this information, P4Mite develops a comprehensive understanding of the status of

each device, enabling it to make informed decisions about the optimal destination for

dispatching requests. Furthermore, our policies can prioritize powerful resources (e.g.,

beefy host CPU), allowing them to handle a greater number of requests compared to

less capable resources (e.g., smartNIC CPU).

4.1.2 Processing Large Number of Concurrent Flows

Modern programmable switches face limitations in supporting numerous concurrent

flows due to their restricted memory capacity, typically around 50-100 MB SRAM [6].

Consequently, prior research has proposed alternative solutions such as hybrid load

balancer architectures, which involve hardware/software co-designs [9], or effective

compression techniques. These compression approaches aim to reduce memory usage

by storing connection hashes instead of the complete 5-tuple (source MAC, destination

MAC, source IP, destination IP, protocol) or utilizing indirect VIP-to-DIP mappings

[6]. In load balancing context, the VIP and DIP refer to Virtual IP and Direct IP,

respectively. These terms are commonly employed in load balancing solutions aimed

at distributing incoming packets or requests among multiple end hosts. To be more

precise, the VIP represents the IP address utilized by clients to send their requests,
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whereas the DIP pertains to the address within the back-end network. It is the

responsibility of the load balancer to map the VIP to the appropriate DIP.

In the case of P4Mite, an additional level of complexity arises in mapping con-

nections to computing units rather than servers, requiring a more detailed and fine-

grained process. While P4Mite still relies on a connection table to maintain the

state of each connection, ensuring per-connection consistency (PCC), we minimize

the memory footprint through a combination of data compression techniques for ef-

ficient policy representation. Specifically, our system employs hashing and bitmaps

to store connection and accelerator states, respectively. Additionally, we utilize a

two-step process for VIP-to-DIP mapping, breaking it down into mapping a VIP

to a server code and then mapping the server code to a DIP. This indirect mapping

approach complements the technique described in [6], which also utilizes indirect map-

ping to reduce the size of the connection table. The performance of our compression

approach is thoroughly evaluated in Section 4.5.5, where we assess its effectiveness

and resource utilization.

4.2 P4Mite’s Overview

Figure 4.1 provides an overview of the architecture of P4Mite. The system comprises

a programmable switch, a controller, and a set of agents running on servers and accel-

erators. In P4Mite, the connection state is maintained at the programmable switch,

enabling stateful load-balancing. Furthermore, requests are forwarded exclusively

within the data plane, allowing advanced load-balancing policies while minimizing

any impact on flow performance.

Additionally, we assume that each server executes a specific application, which

aligns with the usual practices observed in contemporary data centers [94]. Hence, we

expect both processing unit, including the server CPU and the accelerator, run a single

application such as data analytics, VPN tunnelling, or machine learning inference. It

is worth noting that although the rack can accommodate multiple distinct services,

our focus remains on the dedicated ones.
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Figure 4.1: P4Mite overview.

4.2.1 Prgrammable Switch

The core component of P4Mite is the programmable switch in data plane, which

seamlessly integrates with the TCP/IP network stack. It performs load balancing

at the transport layer, eliminating the need for any modifications on client-server

applications. It is important to note that while certain accelerators like FPGAs may

require the re-implementation of x86 applications (e.g., in VHDL) to run on their

specific hardware, this is not necessary for P4Mite.

Furthermore, in our system, each accelerator is assumed to have its network ad-

dress, and packet delivery to the appropriate accelerators is facilitated through PCIe

switching [95, 96, 97]. In certain scenarios, the accelerators may operate their own

operating systems [41, 42], allowing resources to be accessed via their respective IP

addresses over the network.

4.2.2 Controller

Rather than general controllers’ functionality in SDN, the role of the P4Mite con-

troller is to effectively enforce the intended load balancing policy on the switch by

installing the necessary forwarding rules. An example is to prioritize the CPU over

the SmartNIC when both have available resources. Additionally, the controller is

responsible for updating the switch configuration whenever changes occur within the

server pool, such as the addition/removal of servers or accelerators.

By entrusting all connection handling to the switch, we ensure that the controller
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does not become a bottleneck in the system. Moreover, the controller operates in

a non-intrusive manner, allowing other protocols and network functions to function

without interference. Its sole focus lies in managing its state, and the load-balancing

structures within the data plane.

4.2.3 Server Agents

To facilitate its operations, P4Mite deploys an agent on each processing unit, whether

it be a CPU or an accelerator. These agents are responsible for measuring various

metrics at both the system and service levels, such as CPU utilization and request

processing latency. By collecting these statistics, the agents transmit the updates

to the programmable switch using a dedicated L4 port. Instead of embedding the

updates within response packets, we opt to use separate packets for updating due two

reasons:

1. If we use separate packets for updates, the servers and accelerators send the

response packets directly to clients without traversing the load balancer. This

bypassing of the load balancer leads to more efficient and streamlined commu-

nication.

2. Using separate packets allows the agents to update the switch more accurately.

In scenarios where numerous requests are overwhelming a particular resource,

the agents can immediately update the switch while the resource is still actively

processing operations. Otherwise, the switch must wait until finishing the tasks.

The agents send updates to the switch based on a threshold mechanism to mini-

mize the overhead. Put differently, the agents send an update packet only when the

threshold condition is triggered. Additionally, for the sake of simplicity, the agents

currently transmit a binary value (e.g., indicating busy or available) to the switch.

4.3 P4Mite’s Data Plane Design

Figure 4.2 illustrates the data plane layout of P4Mite at the programmable switch.

When a packet is received, the switch examines whether it originates from an agent

for updating accelerators’ statuses or a client has sent the packet. In the case of an
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agent packet, it carries a key and a value indicating which entry in AccelState table

must be updated. The key represents a unique identifier for a server (S-code), while

the value is a bitmap that indicates the states of the server’s accelerators and CPUs

(shown by red dotted arrows). For example, a bitmap of ”10” signals that the CPU

is busy, but the first accelerator (e.g., SmartNIC) is available to handle new requests.

The length of the bitmap corresponds to the number of accelerators in a server plus

one, while the size of the register array is proportional to the number of servers in

the pool. By utilizing bitmaps and identifiers instead of actual IP addresses, we can

reduce memory usage in the switch. Additionally, both the server code and status

information are encapsulated within an update packet by a P4Mite agent.
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Figure 4.2: P4Mite’s data plane layout.

On the other hand, when clients’ packets traverse the network, they pass through

a bloom filter that determines whether they belong to a new or already registered

connections. This bloom filter enables P4Mite to read and update the connection

status without involving the controller. While the possibility of false positives exists

due to hash collisions [98], their impact is negligible as long as the filter size is suffi-

ciently large. Alternative structures such as Cuckoo filters [99] can be implemented

for the future work.

If a packet originates from a new connection (bloom filter Miss), P4Mite computes

a hash using the five tuples extracted from the packet’s header to select the destination

server (ServerTable). It is important to note that any desired load balancing policies,

such as ECMP [100] or WCMP [101], can be implemented using the ServerTable.

Once the server decision is made, P4Mite consults the AccelState table to determine

the appropriate CPU or accelerator within the selected server.

After selecting a server, P4Mite retrieves the server’s and accelerators’ load state

and uses this information to make the final determination of the packet’s destination
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(DIPTable). Each entry in the DIPTable can direct packets to a different accelerator,

allowing network operators to deploy various intra-server load balancing policies. We

explore the performance of different intra-server load-balancing policies in Section

4.5.3. To maintain per-connection consistency [6], P4Mite stores its load balancing

decisions, which include the connection state, in a connection table (ConnTable).

This ensures that all packets from a given connection are consistently delivered to

the same destination, even if the server pool or load balancing policy changes.

For subsequent packets from existing connections, the connection state table

(bloom filter Hit) can be directly matched, saving processing cycles in the network

device. Finally, when the switch sends the packets from servers to clients, it could

replace the associated DIP with the corresponding VIP. We have not shown it in

Figure 4.2 for the sake of simplicity.

4.4 P4Mite Implementation

In this section, we present our prototype implementation details for P4Mite. Our

source code is publicly available at [16] and can be used by other researchers.

4.4.1 P4Mite Controller and Switch

We have developed the P4Mite switch and its controller using a combination of P4-

16 and Python. The total codebase for both modules consists of approximately 350

lines. We employ an array of 50,000 registers, each containing a 16-bit index for the

ConnTable. To compute hashes, we utilize CRC16. Similarly, an array of registers

builds the ServerTable, with its size determined by the desired number of servers.

The server state, represented by AccelState, is retrieved as packet metadata and

used for matching in the DIPTable, which is a match+action table based on exact

matching. The switch utilizes standard IPv4 tables for packet forwarding. Lastly,

our code is targeted at the Tofino Native Architecture (TNA) model.

4.4.2 P4Mite Agents

We developed our agents using Python, comprising approximately 150 lines of code.

These agents utilize tcpdump to monitor the packets received and sent by the host and
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measure the processing time as the decision metric. To ensure efficient processing, we

run tcpdump in “immediate-mode”, enabling the agents to analyze mirrored packets

in real time.

The structure of our agents is designed to be modular, allowing for easy extension

to monitor additional metrics such as CPU utilization (e.g., using top) or network

statistics (e.g., using iftop) in future work. Finally, our agents encapsulate all the

relevant information into UDP packets, which are then sent to the switch using a

predefined port for communication.

4.5 P4Mite Evaluation

Firstly, we provide an overview of the experimental setup in Section 4.5.1. Next, we

detail the experiments conducted to evaluate the performance of P4Mite and present

the corresponding results in Sections 4.5.2 and 4.5.3. Additionally, we compare our

solution to alternative load balancer designs in Section 4.5.4. Finally, we assess the

resource consumption of P4Mite in a real-world data center scenario in 4.5.5.

4.5.1 Experimental Setup

We conducted the experiments on a testbed comprising two hosts connected by a

Wedge 100BF-32X 32-port programmable switch equipped with a 3.2Tbps Tofino

ASIC [14]. Both hosts have identical specifications, featuring an Intel(R) Xeon(R)

Silver 4210R CPU @ 2.4GHz, with 10 cores and 32GB memory. One of the hosts

serves as the client, while the other runs server applications. The server host mounts

a dual-port SFP28, PCIe Gen3.0/4.0 x8, BlueField(R) G-Series SmartNIC, which

includes 16 cores, 16GB on-board DDR4 RAM, and enabled crypto accelerators.

In our experiments, we prioritized the host CPU for packet balancing and con-

figured its agent to provide reports based on a combination of thresholds and time

intervals, specifically designed for highly computation-intensive applications. This

configuration was necessary to address the significant performance gap between the

CPU and the SmartNIC in these scenarios, where a single request could overwhelm

the SmartNIC. In such cases, we configured the CPU agent to immediately send a

second load status report (within 5 milliseconds) upon triggering a threshold, to avoid
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Figure 4.3: Microbenchmarking results

delays in receiving reports from the SmartNIC. It is important to note that the agent

adds approximately 5% load on the server’s CPU.

4.5.2 Microbenchmark

We conducted experiments using synthetic workloads to analyze the impact of request

rate and request size on the performance of P4Mite. For this purpose, we developed an

application capable of performing varying amounts of floating-point operations and

a client application capable of generating different numbers of requests per second

(RPS). Each request triggers a specific level of computation on the server, intended

to keep the server busy and overload its CPU usage. Figure 4.3 illustrates the results

obtained from the synthetic workloads. We performed two types of experiments using

micro-benchmarks. Firstly, we evaluated the behavior of our solution by varying the

request rate. Secondly, we assessed the behavior of our solution by varying the request

sizes. In both sets of experiments, we tested three different thresholds for the agents to

send a load report. We will now delve into a detailed discussion of these experiments.

Request Rate

Figure 4.3a depicts the results of the request rate evaluation for P4Mite. In this ex-

periment, we configured the client to trigger 2 GFlop on the server with each request,

while varying the request rate. On the server side, the agent used three different
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thresholds to determine when to trigger the update in the switch to utilize the accel-

erator. We set three thresholds at 300ms, 1000ms, and 2000ms of processing time.

The corresponding results for each threshold are labeled as P4Mite-300, P4Mite-

1000, and P4Mite-2000, respectively. We gradually increased the request rate until

the server started dropping requests. In our experiments, the client considered a

packet lost if either the latency of a request was 10x higher than when the system

was not overloaded or if the server dropped the packet.

We observe that all scenarios exhibit similar behaviour up to a rate of 40 RPS,

considering the latency is smaller than the smallest threshold. However, at 45 RPS,

P4Mite-300 demonstrates the best performance since its agent is triggered earlier

compared to the other scenarios, allowing the switch to start sending requests to the

SmartNIC sooner. Similarly, P4Mite-1000 achieves lower latency than P4Mite-2000

due to the earlier triggering of the agent. In fact, for P4Mite-2000, the agent is

not triggered at all, resulting in a latency of approximately 1200ms. The maximum

increase in latency is observed in P4Mite-2000, as the server becomes overloaded,

causing multiple packets to wait in the queue for processing. The results highlight the

importance of selecting a suitable threshold for the agent to achieve more satisfactory

performance. It also provides evidence that when setting thresholds, it is crucial to

consider values that are lower than the latency of the server when it is overloaded.

Request Size

Figure 4.3b describes the behaviour of P4Mite as we vary the request size. In these

experiments, we fix the request rate at 5 RPS, and the request sizes range from 1

to 17 GFlop, maintaining the same configurations as in the experiments discussed in

previous paragraphs regarding request rate assessment.

We observed that as the amount of computation increases, the latency also in-

creases for all cases. For small request sizes, the differences between using various

thresholds in P4Mite are negligible. For example, when each request involves 2 Gflop

of computation, the latency is approximately 200ms across all scenarios. As we move

to larger request sizes, such as 4 Gflop, the server’s latency exceeds 300ms, trigger-

ing the agent in P4Mite-300. Similarly, at a request size of 8 Gflop, the agent in

P4Mite-1000 is triggered. Once the agent in P4Mite-1000 starts sending reports to
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the switch, its behaviour becomes similar to P4Mite-300. However, since the server

is not overloaded at these sizes, these two scenarios perform poorly because some

requests are forwarded to the SmartNIC, even though the server could process them

faster.

Considering a server capacity of approximately 90 Gflops, a request rate of 5 RPS,

and a request size of 15 Gflop, the server’s usage reaches 75 Gflops. The remaining

capacity is allocated to operating system tasks and connection management. At this

point, the system starts to become overloaded, resulting in a latency of 1800ms. In

such circumstances, P4Mite-2000 outperforms the other scenarios significantly for

request sizes larger than 15 Gflop, as it leverages the SmartNIC when the server is

overloaded. Finally, we observe that with heavier requests, P4Mite also starts drop-

ping packets, since both the server and the SmartNIC become overloaded. However,

this behaviour is acceptable, as P4Mite can handle requests up to 18 GFlop before

dropping packets, while a server-only solution drops packets at 16 Gflop.

4.5.3 Applications

To conduct a more comprehensive evaluation, we analyzed P4Mite to achieve load

balancing in three real-world client-server applications. Two of these applications

involve the server executing inferences for machine learning tasks, specifically VGG16

and KNN. To implement VGG16, we utilized TensorFlow and TensorFlow Lite on

the CPU and SmartNIC, respectively. SmartNIC’s resource limitations prevented us

from running the TensorFlow framework on it. Additionally, we employed the scikit-

learn framework for K-nearest neighbours. As for the third application, the server

performed DNS resolutions using the DNSlib library for Python. For simplification,

all three applications operate on the UDP protocol, although P4Mite has the potential

to handle the TCP protocol.

We deployed each application independently using P4Mite. Additionally, we de-

ployed each application using Weighted Round Robin (WRR) and Equal Cost Multi-

Path (ECMP) to compare our approach with existing methods. By examining the

Roofline results, we observed that the server CPU has a capacity of 5x more than

the SmartNIC. As a result, we configured WRR to direct one-sixth of the requests to

the SmartNIC and five-sixths to the server. Considering the computational demands
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of each application, we adjusted the request rate to reach the maximum system ca-

pacity. The combined maximum rates that the host and SmartNIC can handle are

2750, 70, and 24 RPS for DNS, VGG16, and KNN, respectively. For DNS servers,

which are not CPU-intensive, we utilized only one core from each resource, while for

the other applications, all cores were utilized. Furthermore, we set the thresholds for

DNS, VGG16, and KNN at 100ms, 150ms, and 300ms, respectively. These thresholds

were chosen to be 20-30% higher than the typical application delays. To evaluate

the performance, we conducted tests for a duration of 30 seconds and measured both

request loss and latency for each request. Figure 4.4 illustrates the 99th percentile

latency for each application. Similar to the approach used in the microbenchmarks,

we terminated the execution immediately upon detecting any packet loss.
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Figure 4.4: The 99th percentile latency for specific applications

DNS Evaluation

Figure 4.4a presents the results for the DNS application. Given that DNS is not

CPU intensive, both server and SmartNIC have the same delay (around 3ms) when

their CPU is not under stress. The blue curve (no balancing) shows that the server

can handle requests up to 80% load. At higher loads, the server delay increases

drastically. Using P4Mite, the agent sends reports to the switch when the server
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starts to get overloaded. Consequently, a portion of the load is forwarded to the

SmartNIC, increasing the maximum rate by approximately 20%. P4Mite not only

avoids overloading the server but also the offload of requests to the SmartNIC allows

more injunctions to be processed.

As such, one core of the SmartNIC’s wimpy processor can handle 20% more DNS

queries. Regarding ECMP, since it tries to split the requests between the server and

SmartNIC evenly, and considering that the SmartNIC’s computation power is one-

sixth of the server, the SmartNIC becomes quickly overloaded. Conversely, in the

weighted round-robin (RR), the switch dispatched 5/6 of the requests to the server

and the remaining to the SmartNIC, enabling it to run faster than both the baseline

and P4Mite for lower rates. However, as we reach 90%, WRR drops packets. P4Mite

beats WRR because it wisely balances the load, while WRR proactively distributes

the load. Nevertheless, WRR has better performance for less load because P4Mite

needs to wait for the server to get overloaded before switching is triggered.

VGG16 Evaluation

Figure 4.4b delivers VGG16’s results. Without stress, the hosts and the Smart-

NIC’s delays are 80ms and 120ms, respectively. Again, in the no balancing (baseline)

scenario, the host is capable of serving 80% of the load, and the latency rises expo-

nentially for higher loads. In P4Mite, the latency increases if the load becomes higher

than 80%; however, it is 50% less than baseline delay, and it can handle approximately

16% more load than the baseline.

Figure 4.4b also indicates that if we use ECMP, the system can handle only

30% load. We investigated these results and noticed that the SmartNIC becomes

fully utilized, causing packets to be dropped. Finally, considering WRR as the load

balance approach, we observe that it increases the latency compared to the baseline

when the load is less than 80%. This occurs because WRR always sends 1/6 of traffic

to the SmartNIC, which performs slower than the server. However, WRR enables the

application to go up to 90% load because the requests sent to the SmartNIC alleviate

the server.
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KNN evaluation

Figure 4.4c presents the results for KNN, the most CPU-intensive application in our

evaluation. In this scenario, the baseline can handle 75% load until packets start

to be dropped. P4Mite improves the latency and maximum rate by 25% and 11%,

respectively, compared to the baseline. We could not get better results for KNN

because our SmartNIC is not powerful enough to process heavier requests within the

time constraints. We observe that ECMP handles at most 40% load, where 20%

load is forwarded to the SmartNIC. Also, the latency for ECMP is higher than other

approaches because the SmartNIC executes KNN requests far slower than the server.

Finally, while WRR works poorly for loads below 70%, it can handle more load than

P4Mite. Our investigation shows that for a load of 90% and higher, requests are lost

for P4Mite because of request time expiration in the server, not because of packet

drop.

4.5.4 P4Mite vs. SmartNIC-based load balancer

As we mentioned before, we adopted P4-16 for P4Mite development. Using such

implementation leads P4Mite to operate at the line rate. For a better assessment, we

designed another experiment to compare P4Mite with other types of implementation.

From this perspective, we deployed another load balancer conducting on our Smart-

NIC. The new L4 load balancer executes on one core of the SmartNIC, as the other

15 cores should be available for request processing. The rest of the configuration for

the SmartNIC-based load balancer is similar to P4Mite. We indicate the comparison

between P4Mite and the SmartNIC-based load balancer in Figure 4.5. Since the re-

quests must go through the SmartNIC, the new load balancer is slower than P4Mite.

More importantly, the SmartNIC-based load balancer takes up to 700 RPS, and then

it starts dropping packets as one core can not manage more connections. On the

other side, P4Mite can handle up to 8k RPS without dropping packets.

4.5.5 P4Mite Resource Usage

At the final step of evaluation, we measured P4Mite’s resource usage when it was

running on the Tofino Switch. Our switch supports up to 256 servers with two
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Table 4.1: Amount of resources used by P4Mite.

Resource Usage %

SRAM 5.1%
TCAM 0.0%
VLIW Instructions 2.6%
Hash Bit 4.0%
Stats ALU 2.1%
Map RAM 5.6%
Exact Match Input Xbar 2.9%

accelerators on each. Table 4.1 lists the resource usage of P4Mite if it is holding

50k concurrent connections. This number is close to the limit of P4Mite, which it

supports by a single pipeline. P4Mite can serve more connections by using multiple

pipelines [6].

We observe that for every switch resource, P4Mite’s overhead is always less than

6%. P4Mite uses 5.1% of SRAM and 5.6% of Map RAM mainly due to the implemen-

tation of the bloom filters. More specifically, we see that the ConnTable dominates the

usage of these resources to store connection statuses. Because we use hash functions

to map packets to both the ServerTable and the ConnTable, the Hash Bit usage is

4.0%. The VLIW is used for writing values into packets; since P4Mite only writes

into packets their destination IPs, VLIW usage is only 2.6%. We are also using only

2.9% exact match input xbar to perform the exact match to get the accelerator state

and match the DIP table. The bloom filters also use 2.1% of stats ALU to update

the accelerator’s state or to store state about a new connection. Finally, P4Mite does

not use any TCAM, which is an expensive resource.
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4.6 Major Conclusions of P4Mite

We have introduced P4Mite, an in-network tailored for the accelerators load balancer.

Unlike previous research that either neglects resource status or performs load balanc-

ing at the per-server level, our proposed design incorporates resource monitoring

agents that dynamically update the switch based on various metrics. Furthermore,

P4Mite offers the flexibility to implement a wide range of load-balancing policies.

In our prototype, we implemented the switch on a Tofino switch using P4-16. It

effectively balances the load between two resources with differing capacities: a server

and an SoC SmartNIC. Our experiments demonstrate that P4Mite wisely forwards

the requests to the more powerful resource, the server. However, if the server becomes

overloaded, the switch redirects a portion of the load to the less powerful resource, the

SoC SmartNIC. By effectively utilizing both resources, P4Mite significantly enhances

the performance of applications.

By considering three applications and utilizing synthetic workloads, we have demon-

strated that P4Mite can handle 10− 20% more load and process requests up to 50%

faster compared to the baseline. A key advantage of P4Mite is its ability to pre-

vent performance degradation even for low and medium loads, as it avoids relying

solely on less powerful resources when more capable ones are available. Furthermore,

our results indicate that P4Mite offers scalability without imposing significant re-

source requirements. This was highlighted through a comparison of P4Mite with a

SmartNIC-based load balancer, while also measuring the resource consumption within

the switch.



Chapter 5

P4Hauler

In this chapter, we present P4Hauler , an accelerator-aware policy-agnostic general-

ized load balancer deployed on a programmable switch (e.g., Intel Tofino), where

the network administrator can update policies on-the-fly without rebooting the pro-

grammable switch to adapt its operation to different network and application con-

ditions. Furthermore, similar to P4Mite, P4Hauler aids in reducing the load of the

servers’ CPU resources in two manners: first, accelerators can handle a portion of

the application load; secondly, the servers and accelerators are not involved in LB

operations, thereby relieving computing resources to execute application requests.

P4Hauler , like P4Mite, relies on agents running on servers and accelerators,

which collect statistics and send the monitored resource statuses of these devices

to the P4Hauler switch. However, in contrast to the P4Mite, which stores bitmaps,

P4Hauler keeps a measurement corresponding to the actual level of each resource

usage and uses these measurements to choose a destination for incoming requests.

Note P4Hauler can mimic P4Mite, where agents only reported whether a target

computing resource is available, i.e., P4Mite is an instance of P4Hauler . But keeping

meaningful resource values in the switch for more complex policies, which collect

multiple resources or perform the computation in the switch, requires storing all

possible outcomes and would exceed the switch memory capacity. Therefore, we

introduce a new generalized switch that can implement and compute different policies

on-the-fly, while efficiently utilizing constrained resources.

5.1 Challenges in P4Hauler ’s Design

To summarize, P4Mite’s challenges are also present in P4Hauler due to its fine-

grained load distribution functionality. In addition to the issues discussed in Section

4.1, there are further challenges in the design of P4Hauler , which are explained below:

37
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5.1.1 Awareness of Resources

Each distributed application utilizes specific system resources such as CPU, memory,

or bandwidth to achieve the desired performance. Therefore, accurate information

about the status of these resources is crucial for load balancing in various policies. To

address this, P4Hauler adopts a provider-collector paradigm where servers provide

their resource utilization status to the switch (collector), enabling efficient decision-

making for load balancing.

5.1.2 Hierarchical Design for Complex Policies

To support a wide range of policies, such as selecting the least utilized computing re-

source from available server/accelerator pools, P4Hauler requires various operations.

However, switches have limited pipeline stages with a restricted number of Arithmetic

Logic Unit ALU operations per stage. Additionally, the switch programming model

lacks support for loops, necessitating the unrolling of computations and recircula-

tions/resubmissions for iterations, which affects throughput. To overcome these chal-

lenges, P4Hauler employs a hierarchical design that carefully unrolls computations

in two phases to fit within the available stages and computational capabilities. Like

P4Mite, P4Hauler first selects a server using a lightweight policy and then chooses

among the CPU or accelerators from the selected server.

5.1.3 Memory Management

Ensuring per-connection consistency in P4Hauler requires storing connection sta-

tuses, which becomes more demanding due to the granularity of computing resources.

However, programmable switches have limited memory capacity. To optimize mem-

ory usage, similar to P4Mite, P4Hauler utilizes hashing and bitmap techniques to

track connection statuses. Additionally, P4Hauler implements a quantization scheme

to reduce memory requirements by storing statistics in a compact format within the

switch.
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5.2 P4Hauler ’s Overview

Figure 5.1 presents an overview of the architecture of P4Hauler . It comprises three

main components: (1) an SDN controller that enables network operators to specify

application-specific policies using a high-level API, (2) agents hosted on servers and

accelerators that monitor the resources of these devices and periodically transmit

this information to programmable switches (If accelerators cannot independently run

the agent, such as GPUs, the server’s agent monitors the accelerator.), and (3) a

programmable switch that incorporates the load balancer responsible for distributing

the workload among computing resources and maintaining connection statuses.
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P4Hauler 
Agent

H4uler 
Agent

App

P4 Switch

Forwarding

P4Hauler

High-Level API

Monitoring

Clients

P4Hauler 
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App
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LB Parameters
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Resource Report

DP Interface

CP Interface
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Figure 5.1: P4Hauler overview.

In P4Hauler , network administrators can define the desired policy through a high-

level API, which the controller utilizes to configure the switch accordingly. Addition-

ally, agents collect resource utilization metrics associated with the selected policy and

share them with the P4Hauler ’s switch. These agents employ a customized protocol

header to transmit compressed resource statuses, minimizing the memory require-

ments at the switch. By leveraging the collected information and the configured pol-

icy, the switch efficiently distributes the workload among computing resources within

a chosen server. Moreover, the switch manages connection consistency using compact

data structures. We provide detailed explanations of each component’s design in the

subsequent subsections.
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5.3 P4Hauler ’s Agents

It is crucial to carefully monitor accelerators’ resource utilizations due to their varied

architectures and capabilities. In this section, we present schemes for monitoring and

reporting resource utilization from agents, along with design optimizations to meet

the switch’s resource constraints, such as limited memory.

Each computing device capable of running applications in P4Hauler hosts an agent

responsible for monitoring metrics such as CPU load, CPU utilization, memory us-

age, and disk usage. For instance, memory-intensive applications like key-value store

databases and CPU-intensive tasks like neural network inferences require different

resource allocations. Therefore, the agents monitor various resource usage statuses

and periodically transmit this information to the switch for informed load balancing.

If an accelerator cannot independently run the agent (e.g., GPUs), the host’s agent

monitors the accelerator’s status.

One approach for reporting resource usage to the switch is using a predefined

threshold to indicate whether a resource is available or not [12]. However, this method

lacks granularity and fails to effectively utilize the target resource. Conversely, pro-

viding detailed usage information may overwhelm the switch’s limited memory and

communication channel. To address this, agents compress the usage measurements

using a quantization technique and encapsulate the information in a custom packet

header, which is appended after the Ethernet header (as shown in Figure 5.2). We

apply quantitative by removing the decimal part. This estimation will not affect

the decision making based on the quantized values since a minor change in the load

changes the utilization more than 1% in most cases. The status, on the other hand,

is reported to the switch periodically, and the reporting rate can be adjusted based

on the capabilities of each device. The custom packet header includes the following

fields: DID (unique identifier of an accelerator, such as GPU, SmartNIC, or server

CPU), CMP (value corresponding to computing resources, e.g., CPU or GPU load),

MEM (value corresponding to memory resources), and NET (value corresponding to net-

working resources, such as queue size). It is feasible to extend the header fields to

consider different resources as required by load-balancing policies.

Optimizing resource usage at the switch. Ideally, switches should collect

exact utilization measurements as 32-bit integers or 64-bit floating-point numbers
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ETH DID MEM NETCMP

P4Hauler Agent header

L2 Forwarding GPU, NIC,
CPU, etc.

Figure 5.2: P4Hauler packet format.

measured by the agents and store them for further processing. However, it is im-

practical due to limited memory in switches and the incapability of floating-point

operations in programmable switches.

In the design of P4Hauler , we address this issue by converting floating-point

numbers to integers that the switch can process. Additionally, we store resource

statuses using 8-bit integers instead of the 32-bit integers. Specifically, we can present

a resource status as a number ranging from 0 to 100, and by using 8 bits, it fits the size

of the registers in the switch. This process of reducing the number of bits to represent

an integer is known as quantization [48], which reduces memory requirements at the

expense of accuracy. Quantization is widely used for data compression [48, 102],

making it suitable for the design of P4Hauler .

P4Hauler can perform quantization in two ways: either the agent collects statistics

and quantizes them, or the switch receives the exact measurements and performs

quantization. While both approaches are practical, the former is preferred as it is

easier to implement quantization on agents than the switch. Additionally, quantizing

at the agent level reduces the amount of data transmitted over the network and

alleviates computing burdens on the switch.

5.4 P4Hauler ’s Infrastructure

This section first discusses how the resource usage statuses from agents are stored

and updated in the switch data plane. Then, we explain how the switch uses that

status and different policy building blocks for load-balancing decisions. Finally, we

discuss how to support per-connection consistency.
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5.4.1 Handling Resources at the Switch

The switch is at the heart of the P4Hauler system that can be dynamically config-

ured to support various policies. Briefly, the network administrator assigns on-the-fly

configurations to the switch’s functionality, and the switch splits the workload ac-

cording to this configuration. On the other hand, the switch saves the measurements,

computes the policy according to the resource updates, and simultaneously routes the

data connection packets. However, we face the following challenges in implementing

the policy computation.

Multiple arrays for servers and accelerators. The switch data plane exe-

cutes only one action on an array of registers per packet. Consequently, manipulating

the statuses of servers and accelerators in a single array upon receiving an update

is impossible. However, some policies, such as selecting the least utilized resource,

necessitate accessing and comparing multiple statuses. To address this, we store

the device statuses across D different register arrays. The switch dedicates the first

array to store the servers’ statuses while allocating the subsequent arrays for the ac-

celerators’. This division enables operating on each array within a single pipeline,

facilitating decision-making based on the desired server and its associated accelera-

tors. More specifically, the server’s state is read from the first array, and the status

of the first accelerator is retrieved from the following array, continuing this process

for subsequent accelerators.

However, if the value of D becomes large, it introduces a new challenge. The

switch programming model has limited stages (e.g., 12 in a Tofino 1 switch) and the

available ALU operations per stage. In some scenarios, load balancing may need to

be performed across numerous servers, potentially exceeding 1, 000, with each server

equipped with approximately 7 accelerators [103]. Consequently, reading the resource

status of each device would surpass the available ALU operations. To overcome this

constraint, we propose a hierarchical solution capable of handling a few thousand

servers (e.g., 1k − 10k), thereby minimizing the number of resource accesses within

the switch.

Our load balancer employs a computationally efficient policy to select a server



43

within the data center. Subsequently, another policy, which may involve more intri-

cate operations, determines the end destination among the CPU and available acceler-

ators on the chosen server, based on their respective resource availability. Considering

the presence of 7 accelerators per server, the second policy requires accessing 8 arrays

in total (D = 8), fitting within a single pipeline. However, implementing multiple

resource-aware policies, such as those considering CPU and memory, may necessitate

more ALU operations than can be accommodated within a single pipeline. In such

cases, packet resubmission would work, although it introduces additional processing

latency [104]. We intend to explore these design challenges further and investigate

potential mitigation strategies in our future work.

5.4.2 In-Network Load Balancing Policy Support

Implementing new policies by modifying the source code of monolithic P4 programs

can be challenging. In contrast, P4Hauler proposes a flexible switch architecture

comprising various building blocks that can be combined and configured to support

multiple policies. The key idea behind our approach is to identify common design

patterns and requirements among different policies, allowing us to reuse the build-

ing blocks across multiple scenarios. For instance, policies such as Least Utilized

Resource (LUR), Power-of-Two (Po2), and Join-the-Shortest-Queue (JSQ) follow a

similar procedure: (1) reading a set of monitored values (e.g., resource utilization,

number of connections, or queue size) and (2) selecting a device based on a compu-

tation performed using the read values. On the other hand, policies like Weighted

Round Robin (WRR) and Equal-Cost Multipath (ECMP) distribute the load based

on a specific distribution strategy.

Based on the above observations, we have identified two fundamental building

blocks, namely the minimum finder and the round-robin scheduler, which can be

employed to construct a wide range of policies. Some examples are provided in Table

5.1. The minimum finder manages a set of monitored variables obtained from the

devices and determines their minimum value. On the other hand, the round-robin

scheduler selects a destination based on a specified distribution function. In the

subsequent sections, we provide a detailed description of these building blocks.

• Minimum finder: The minimum finder block employs a series of if-else
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Table 5.1: Example policies and computation requirements

Example Policy Requirement

Least utilized
resource (LUR)

Resource Info and
Compute Min

Least connections and
weighted least connections

Connections Info and
Compute min

Join the shortest queue (JSQ)
Queue Info and
Compute Min

Weighted Round Robin (WRR)
and Dynamic WRR

Resource Info and
Round Robin Scheduler

ECMP Scheduler

Device 0

Pk
t<

S
ID

=
1
>

Server ID, ResourceRegister

Update_device_statusAction

Server ID, ResourceRegister

Update_device_statusAction

Device 1

Server ID, ResourceRegister

Update_device_statusAction

Device N

...

...

...

Read

- Read
* Update*
- Write
- return value

- Read Value
- return value

Read
Compute

Policy

Compute
Policy

- Read Value
- return value

Storage (N register arrays) Switch operations

Figure 5.3: Unrolling device state for policy computation.

statements unrolled across the pipeline to perform comparisons. It reads the

state of each device and selects the one with the lowest utilization of a specific

resource. The number of variables within theminimum finder block corresponds

to the total number of devices (server + #accelerators). Figure 5.3 illustrates

an example of this block. If required by the policy, multiple minimum finder

blocks can be utilized, each operating on a distinct performance metric.

• Round-robin scheduler: The round-robin scheduler employs a ring buffer, as

depicted in Figure 5.4, to evenly distribute the workload. Each slot in the buffer

represents a destination device, and a pointer indicates the device to which the

request should be directed. The slots in the buffer can be configured statically
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or dynamically to implement various policies. It is important to note that the

number of times a device appears in the ring buffer determines its weight in

the load-balancing process. For example, in Figure 5.4, the GPU’s weight is 4,

while the CPU and NIC each have a weight of 2. Consequently, an 8-sized ring

buffer is needed. In our implementation, we utilize a large array (e.g., 1024 or

2048) and allocate a portion of it based on the weight requirements.

It should be noted that the described components may not cover every conceivable

policies. Nonetheless, the P4Hauler design is flexible and allows for the inclusion of

additional blocks. For instance, to accommodate Po2 choices, a new component is

required to randomly select two resources and opt for the less utilized one.

Head Tail        

pkt.dest = readRingBuffer(Pointer);
UpdatePointer();

NIC CPU CPU GPU GPU GPU
Ring

Buffer

0 1 2 3 4 5 6 7

Pointer        

New 
Request

NIC GPU

Figure 5.4: An example of the round robin scheduler.

The policy in the switch’s data plane may involve one or multiple building blocks,

which can be utilized based on the requirements of the application. The controller

is responsible for initializing and dynamically adjusting the parameters associated

with these blocks without rebooting the switch. Details regarding the configuration

of different blocks to support a range of policies are discussed in Section 5.5.

5.4.3 P4Hauler ’s Data Plane Layout

This section provides the data plane structure of P4Hauler , illustrated in Figure 5.5.

The data plane implementation of P4Hauler involves the utilization of one or more

building blocks to implement policies while maintaining connection status. Upon

receiving a packet, an ingress element in the data plane checks whether it intends to

update a resource usage in tables or establish a new connection.

For update packets, the switch modifies the identified accelerator’s resource value

in either the minimum finder block or the round-robin scheduler. The active pol-

icy is then computed based on the application requirements, considering the active
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Figure 5.5: P4Hauler ’s data plane layout.

policy configured in the switch. The computation can involve a minimum finder or

a round-robin scheduler, with the calculation unrolled across the pipeline. Once the

switch performs the computation for the policy, it stores the resulting destination in

persistent memory for future access by new requests.

For connection packets, however, the previously computed policy update value is

read from persistent memory. The switch loads the resulting destination as metadata

and forwards it to the connection table (ConnTable). The switch matches the packet

using a computed hash and reserves a cell in the connection table for the connection

destination. New connections add a new entry to the connection table while existing

connections are directed to the previously chosen destination, disregarding the pol-

icy metadata. Finally, the switch removes the cell entry when the last packet of a

connection is processed.

5.5 P4Hauler Management

Network operators can leverage P4Hauler to define load-balancing policies by utilizing

a few data plane building blocks that align with their desired policies. Furthermore,

operators are required to specify the target applications when the system caters to

multiple applications. To facilitate this process, P4Hauler offers a high-level control

plane API that can generate configuration files tailored to the target switch. It

is important to note that the format of the generated configuration files may vary

depending on the architecture of the programmable switch. Furthermore, we assume

the presence of a reliable controller and a stable connection between the controller

and the dataplane. This implies that in the event of a service interruption, the

administrator has the capability to modify the configuration in the dataplane.
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de f P4Hauler API ( app l i c a t i on , block , c o n f i g s ) :

P4Hauler ’s controller analyzes the input parameters given to the API and gen-

erates the requisite directives or functions for configuring the switch. Among these

parameters, the application and block options dictate the chosen application and

the building blocks (either the minimum finder or the round-robin scheduler) that

the switch will utilize to enforce the policy. To illustrate, in order to activate the

least utilized CPU policy, the operator would supply a minimum finder and spec-

ify the monitoring of CPU utilization. Subsequently, the controller processes these

inputs and configures the switch with the appropriate functions. In cases where a

round-robin scheduler is designated, the configs parameter specifies the weights for

the scheduler.

Figure 5.6 provides two examples of policy distribution. The first example involves

application A, which utilizes the minimum finder block (identified as MF 1 in Figure

5.6). The policy mandates monitoring and recording CPU utilization. Similarly, the

second example pertains to application B, which requires a round-robin scheduler.

The configs argument includes a list of weights that the P4Hauler ’s switch stores

in the RingBuffer (designated as RR 1 in Figure 5.6). P4Hauler employs interfaces

like Python3 and the Barefoot runtime (bfrt) for Tofino switch to deploy various

components in the data plane. There is no necessity to create a new building block

for monitoring additional resources like memory or bandwidth. Instead, we can utilize

and enable multiple of the required building blocks, configuring each one to monitor

a specific resource for individual applications, as needed. Thus, in cases where we

need policies involve multiple resources (e.g., CPU and memory), we can use multiple

of the aforementioned building blocks while selecting a computing resource.

The operator can reconfigure the arrangement of building blocks and adjust their

configurations while the switch is operational. As a result, policies can be modified

on-the-fly in P4Hauler without the need to reboot the switch. In the following, we

demonstrate how the operator can configure the parameters of the building blocks in

the switch to implement the policies outlined in Table 5.1. For illustrative purposes,

we consider a scenario with a single server equipped with two SmartNICs.

Activating ECMP: To implement the ECMP policy, we can utilize a round-

robin scheduler block and store equal weights in all cells in the RingBuffer. In this
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 P1 = P4Hauler_API ( application = A, block = MIN_FINDER_1, configs = "cpu" );
 P2 = P4Hauler_API ( application = B, block = ROUND_ROBIN_1, configs = list_of_addrs );

P4Hauler Controller

 
  table1 = bfrt.P4Hauler_switch.pipe.SwitchIngress.MF_1
  table1.entry_with_MF1_config(dst_port=<A's PORT>).push()
  ....

  table2 = bfrf.P4Hauler_switch_pipe.SwitchIngress.RR_1
  table2.entry_with_RR1_config(dst_port=<B's PORT>).push()
  ....

bfrt
python

MF_1 MF_2
P4Hauler

Data Plane
...... RR_2RR_1

Figure 5.6: P4Hauler ’s API examples.

case, all three computing resources, namely the server, SmartNIC1, and SmartNIC2,

will have equal weights, with Wserver = WSmartNIC1 = WSmartNIC2 = 1.

Activating WRR: Similar to ECMP, we can employ a round-robin scheduler

and assign weights based on the computational capacity of each computing resource.

In our initial investigation, we found that the server is 5x more powerful than the

SmartNIC. Therefore, we can assign a weight of Wserver = 5 and WSmartNIC1 =

WSmartNIC2 = 1.

Activating Dynamic WRR: Initially, we can begin with the weights we ex-

plained in Weighted Round Robin (WRR) policy. Subsequently, the switch can

update the weights of the monitored resources based on an update function. For

instance, we can set the weight to be inversely proportional to the CPU utilization

by using the following update function.

Weightd,t = Weightd,0 × (1− CPUd,t) (5.1)

Here Weightd,t is the weight assigned to the link connecting the switch to resource d

at time t and CPUd,t is the CPU utilization of resource d at the same time.

Activating Least Utilized Resource (LUR): The Least Utilized Resource

policy leverages theminimum finder block to determine a destination with the highest

availability of the selected resource (e.g., CPU, memory, or network usage). When

an update packet is received and processed in the switch pipeline, the designated
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building block calculates the minimum value among the currently utilized resources

and retains it for new connections. For instance, if the server’s CPU is found to have

the least utilization, the load balancer forwards the new connections to it instead of

more utilized SmartNICs.

Activating Join the Shortest Queue (JSQ): The join-shortest queue policy

is a variant of the LUR policy, where we can use a minimum finder to keep the queue

sizes. Then, the policy picks the destination with the shortest queue.

Activating Prioritization (PRT): This policy prioritizes the fastest destination

in terms of processing the requests, and then proceeds to others in descending order

of their capabilities. With this mind, the fastest resource responds to the request

if it is available. For instance, PRT picks the CPU due to its superior computing

power compared to the SmartNICs. When the CPU is fully utilized, PRT forward

the requests to the SmartNIC, however reverts to the CPU as soon as it can handle

additional workloads.

5.6 P4Hauler Implementation

In this section, we will delve into the implementation details of P4Hauler . All ver-

sions of P4Hauler are accessible at [15]. Our development efforts include creating a

prototype using the Tofino switch and building a simulator to assess its correctness

at data center scales.

5.6.1 Prototype Implementation

The switch and controller implementations of P4Hauler are based on P4-16 and

Python3, respectively. We have mapped our P4 application to the Tofino Native

Architecture (TAN). The ConnTable, ServerTable, minimum finder, and round-robin

scheduler blocks utilize the available registers on the switch. The controller employs

Tofino’s API to configure the blocks in the data plane. Within the switch, the active

policy calculates the destination and stores it in a register, which the switch retrieves

when it receives a new connection. Additionally, the controller pushes the necessary

match-action rules to the data plane routing table.

The agent implementation of P4Hauler consists of approximately 250 lines of

Python3 code. It makes use of the psutil library to measure resource usage and the
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scapy library to create the customized header displayed in Figure 5.2. The agents

measure and quantize the resource usage that the switch stores in registers.

Testbed setup. The testbed consists of a Wedge 100BF-32X programmable

switch with a 3.2Tbps Tofino ASIC [14], connecting two x86 machines. One of the

machines acts as the client, sending requests to the other machine, which functions

as the server. The server mounts an Intel(R) Xeon(R) Silver 4210R CPU running at

2.4GHz, with 10 cores and 32GB of memory. Additionally, the server is equipped with

an accelerator, a dual-port SFP28, PCIe Gen3.0/4.0 x8 BlueField(R) G-Series, which

features 16 cores, 16GB of on-board DDR4 RAM, and enabled crypto accelerators.

We used the same configuration for all experiments unless specified otherwise.

Policies and configuration. We have selected Weighted Round Robin (WRR)

with weights set to 5:1 and Least Utilized (LUR) with the least utilized CPU con-

figuration from Table 5.1. WRR and LUR employ the round-robin scheduler and

minimum finder as building blocks for their policies, and the assigned weight are

based on each resource capacity shown in Section 2.4. Additionally, we have consid-

ered Prioritization (PRT), the policy that we showed its potential for boosting the

performance in P4Mite (Section 4). In this proposed policy, when the CPU reaches

full utilization, available accelerators (e.g., a SmartNIC) are prioritized for load for-

warding.

In all three policies, agents from servers and accelerators share measurement up-

dates at a rate of 100 updates per second (the rationale behind this rate selection is

further explained in Section 5.7.3). Lastly, we have implemented the baseline policy

where the server solely processes all requests without utilizing any accelerators. In

scenarios involving multiple servers, the baseline can utilize an ECMP policy, which

does not incorporate any accelerators.

Table 5.2: List of Applications for P4Hauler assessment.

Application Method / Algorithm Dataset Framwork

Anomaly Detection MLP NN [48]. UNSW-NB15 [105] TensorFlow (TensorFlow lite)
Natural Language Processing BM25 [106] SciFact [107] Python3’s Library

Image Classification (Supervised) VGG16 [108] PetImages [109] TensorFlow (TensorFlow lite)
Image Classification (Unsupervised) KNN [110] MNIST [111] Scikit-Learn

Applications. For the evaluations of P4Hauler , we have utilized four ML/DL

applications, as listed in Table 5.2. The first application is an Anomaly Detection
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(AD) system [48], which employs a multilayer perceptron neural network (MLP-NN)

to identify abnormal activities in networks. We have implemented the AD system

using network traffic from the UNSW-NB15 dataset [105] with the TensorFlow and

TensorFlow Lite frameworks. TensorFlow Lite is a version of TensorFlow designed

for resource-constrained devices such as the SmartNIC.

The second application is a natural language processing (NLP) system called

BM25 [106]. It consists of a collection of text-retrieval algorithms used for ranking

functions in search engines. We have employed the existing BM25 library in Python3

and applied the model on the SciFact dataset [107].

The third and fourth applications focus on image classification (IC) using super-

vised VGG16 [108] and unsupervised KNN [110] algorithms, respectively. VGG16

utilizes the PetImages dataset [109] with TensorFlow on the server and TensorFlow

Lite on the accelerator. On the other hand, KNN operates on the MNIST dataset

[111] using the Scikit-learn framework, both on the server and the accelerator.

5.6.2 Simulation

The simulation study aims to show the performance of P4Hauler on a large scale.

However, there is currently no available simulator that provides the necessary con-

figuration for a set of servers with accelerators. As a result, we have developed our

own simulator based on the specifications outlined in our testbed data. Each network

element is selected and configured in alignment with the testbed configuration. For a

comprehensive assessment of the simulator’s outcomes, please refer to Appendix A,

where we present evaluation results to verify the accuracy of the simulator. In partic-

ular, the network switch employs Equal-Cost Multipath (ECMP) for server selection

and then applies one of the policies extensively examined during our testbed evalu-

ation to distribute the workload between the CPU and accelerators. Our simulation

methodology heavily relies on the insights derived from the testbed’s findings, partic-

ularly in terms of the performance capabilities of servers and accelerators, which are

measured in requests per second (RPS). By meticulously accounting for the capaci-

ties of servers equipped with accelerators, we can evaluate the degree of performance

improvement achievable through the implementation of P4Hauler ’s policies on a data

center scale.
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We assess three scenarios, each comprising 64, 128, and 256 servers, all equipped

with two SmartNICs, while using KNN as the application. This choice is based

on KNN’s ability to generate the most computationally demanding workload, repre-

senting the worst-case load scenario. Nevertheless, our simulator can accommodate

various load requirements as needed.

5.7 P4Hauler Evaluation

We conduct the evaluations of P4Hauler using the explained testbed and simulator.

The prototype implementation and assessment on a real testbed aim to showcase its

performance and feasibility for deployment. On the other hand, the simulation results

provide insights into the performance improvements achieved by P4Hauler at scale.

5.7.1 End-To-End Delay

In this section, we conduct a comparison of the 99th percentile (P99) end-to-end (E2E)

delay of applications using various policies supported by P4Hauler on our testbed.

For this assessment, the client transmit requests following a Poisson distribution at a

defined rate, and either the target server or the SmartNIC responds to these requests.

We increase the request rate for each application until packet drops are observed at

the end host, which can be either the server or SmartNIC. We also conduct each

experiment 20 times, each time for a duration of 30 seconds at each request rate.

Note that in our testbed, packets start dropping at the end host after 30 seconds due

to the request overloading the CPU and filling up the NIC’s buffer. We evaluate and

compare the performance of four chosen policies.

Anomaly Detection (AD)

AD, being the lightest application in terms of CPU demand, was restricted to uti-

lizing only one core from either the server or the SmartNIC to showcase the impact

on load balancing. This measure ensured that even the lightest application would

overload the computational resources during the experiment. Figure 5.7a illustrates

the 99th end-to-end (E2E) delay for AD. It observes that the baseline can handle up

to 1.1k requests per second (RPS) without experiencing performance degradation.
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Figure 5.7: The 99th percentile E2E delay for different applications.

However, beyond that threshold, the delay increases. Regarding LUR, the switch

directs requests to one computing target until the other target experiences reduced

utilization. Due to SmartNIC’s weaker processor compared to the server, the overall

end-to-end (E2E) performance is affected. Nevertheless, the workload distribution

between the server and accelerator compensates for the processing delay caused by

the NIC. Overall, LUR performs similarly or slightly better than the baseline for

higher rates. PRT assumes that the server possesses a powerful processor and pri-

oritizes this resource over the NIC, utilizing it only when the server’s CPU is fully

utilized. Consequently, PRT outperforms the other two policies, particularly at high
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loads. Lastly, WRR surpasses the other policies by considering the capacity of both

targets while distributing loads. For example, the server can process five times more

than the NIC. However, as anticipated, all policies suffer significant delays at high

loads.

Natural Language Processing (NLP)

Figure 5.7b displays the end-to-end (E2E) delay for processing the NLP model BM25.

The baseline’s delay exhibits a linear increase of up to 55 requests per second (RPS),

beyond which the increase becomes exponential, indicating that the server becomes

overwhelmed. Compared to AD, the BM25 model requires more processing; thus

both LUR and WRR experience slightly higher delays at rates higher than 55 RPS.

However, the load distributions compensate for this delay. More specifically, WRR

outperforms LUR by dividing the load based on the capacity of each target. Lastly,

PRT performs similarly to the baseline up to a rate of 60 RPS, as it gives priority to

the server over the SmartNIC until the server becomes overwhelmed. Therefore, at

rates exceeding 60 RPS, we observe better performance from PRT compared to the

baseline.

Image classification using VGG16

Figure 5.7c depicts the end-to-end (E2E) delay for VGG16. Among the different poli-

cies, LUR exhibits the poorest performance. This can be attributed to the weaker

CPU of the SmartNIC compared to the server. By sending requests to the Smart-

NIC even when the server CPU can still handle packets, the overall system delay

increases compared to the policies that allocate accelerator resources more effectively.

Nevertheless, LUR can handle requests up to a rate of 70 RPS, offering an improve-

ment of approximately 27% over the baseline. For lower rates (up to 55 RPS), the

baseline and PRT are preferable options as they do not route requests to the accel-

erator, thereby avoiding any decrease in performance. However, at higher rates, the

baseline’s delay increases 10x compared to the delay at 55 RPS, which is deemed

unacceptable. Finally, WRR demonstrates superior performance at high rates due

to its load-balancing mechanism. By actively distributing the load, more resources

become available for the application, leading to improved performance.
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Figure 5.8: Flow completion time for ML applications.

Image classification using KNN

KNN stands out as the most computationally demanding application. We observe

that the baseline can handle KNN requests only up to a rate of 16 requests per

second (RPS). In contrast, the other policies available in P4Hauler demonstrate the

ability to handle up to 20 RPS, representing a 25% higher tolerance compared to

the baseline. Similar to the results observed for VGG16, LUR exhibits the poorest

end-to-end (E2E) delay for KNN. On the other hand, PRT performs comparably to

the baseline for low rates (less than 12 RPS) and outperforms WRR. However, as the

rate surpasses 16 RPS, WRR emerges as the most suitable policy.

5.7.2 Flow Completion Time (FCT)

This section presents the flow completion time of the above policies with the most

computing-intensive models, VGG16 and KNN, at various rates and loads.

Figure 5.8 displays the flow completion time (FCT) for VGG16 and KNN with a

total of 1000 and 250 requests, respectively. At low load, both WRR and PRT exhibit

comparable performance to the baseline. The reason is SmartNIC’s speed in the case

of WRR and the exclusion of SmartNIC usage in the case of PRT. Conversely, LUR

demonstrates a higher flow completion time under the same conditions. At high load,

specifically at rates of 65 RPS for VGG16 and 18 RPS for KNN, LUR surpasses the
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Figure 5.9: Flow completion time of different batch sizes.

baseline and achieves performance similar to PRT. Finally, WRR exhibits the shortest

completion time across all scenarios.

We conducted additional experiments to compare the flow completion time (FCT)

of different policies in scenarios before and after the server CPU becomes overloaded

in the baseline solution. Taking VGG16 as an example, we observed in Figure 5.8a

that for 1000 requests, the baseline outperformed LUR at a rate of 60 RPS, while LUR

performed better than the baseline at 70 RPS. Based on this observation, we selected

these two rates and varied the total number of requests from 400 to 1000, presenting

the results in Figure 5.9a and Figure 5.9b. Figure 5.9a shows that LUR exhibited
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a higher flow completion time compared to the baseline. This trend continued in

Figure 5.9b up to a batch size of 700. However, for batch sizes of 800 and 900, LUR

performed similarly to the baseline. Finally, with a batch size of 1000, LUR became

slightly faster than the baseline.

The same trend was observed for KNN, as depicted in Figure 5.9c and Figure 5.9d.

We conducted experiments at rates of 16 and 20 RPS, varying the batch size from

100 to 250 requests. Both figures indicate that WRR performed the best, followed

by PRT, in terms of flow completion time. Figure 5.9c shows that the baseline

outperformed LUR at a rate of 16 RPS. However, Figure 5.9d illustrates that LUR

only performed worse than the baseline for a batch size of 100 requests. For batch

sizes of 125 and 150, LUR handled the requests with a completion time similar to

the baseline. For larger batches, LUR outperformed the baseline, reducing the flow

completion time from 17.32 seconds to less than 15 seconds (approximately a 13.2%

decrease).

5.7.3 P4Hauler ’s Prototype Overheads

Table 5.3 presents the resource utilization percentages of our prototype on the Tofino

switch while handling up to 50,000 connections, with five accelerators at each server.

Bloom filter’s implementation consumes 5.5% of SRAM, while the connection table

utilizes 7.6% of Map RAM. Notably, P4Hauler does not employ the costly TCAM

memory resource. Additionally, we assessed the overhead introduced by the agents.

We observed that the agents incur more overhead when transmitting a greater number

of update packets to the switch. However, the observed overhead on the server’s

CPU was consistently less than 5%. To estimate the overhead on our accelerator,

specifically, the SmartNIC using VGG16 and the LUR policy, we deliberately selected

a computation-intensive application and the worst policy to represent the worst-case

scenario for the overhead measurement.

Table 5.3: Resources usage of P4Hauler ’s switch

Logical Table ID Map RAM Meter ALU SRAM

9.4% 7.6% 16.7% 5.5%

Figure 5.10 displays the delay and overhead on the SmartNIC’s CPU when the
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client executes 50 RPS. It is evident that for a low update rate, the overhead is

negligible. However, the system response is slower due to the lack of granular sta-

tuses of the computing resources, resulting in increased end-to-end (E2E) delay. As

the number of updates per second (Update Rate) increases, the E2E delay decreases

exponentially initially and then linearly. However, the overhead escalates for high up-

date rates, specifically when sending more than 20 updates per second. In summary,

higher update rates lead to linear improvement in the delay but a sharp increase in

CPU overhead. Therefore, the operator should determine an optimal updating rate

for a given application. Based on these evaluations, we selected an update rate of 100

for our assessment, introducing a maximum overhead of 10%. For higher rates, the

overhead becomes excessively high (approximately 30%) without any improvement in

the delay.
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Figure 5.10: Agent interval evaluation.

5.7.4 P4Hauler Comparison with the State-of-the-Art

In this subsection, we assess and contrast the effectiveness of P4Hauler in relation to

existing solutions, taking into account two separate viewpoints: (1) deploying a load

balancer on various hardware platforms, and (2) comparing with the state-of-the-

art in-network solutions. In this experiment, we modify the testbed’s environment

by employing a Tofino switch to distribute the workload across two servers, each

equipped with a Bluefield SmartNIC.
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Impact of target hardware

We conduct a comparative analysis of P4Hauler against a load balancer operating on

either a SmartNIC or on a server. We implement a WRR policy, as it has demon-

strated optimal performance in prior evaluations at the rate of 20 RPS. To perform

load balancing, we employ Nginx1[112] and allocate a dedicated CPU core for this

purpose.

Table 5.4 displays the average and 99th percentile End-to-End (E2E) delays for

KNN requests, our most CPU-intensive workload, at a rate of 20 requests per second

(RPS). Our findings reveal a substantial performance advantage for P4Hauler as it

diminishes the 99th percentile E2E delays by approximately a factor of three.

This improvement arises from the fact that both the NIC and the server have

one fewer core available for processing incoming requests, with that core being tasked

with managing concurrent connections. In contrast, in P4Hauler , the switch con-

sistently processes traffic at the line rate while maintaining connection states within

efficient data structures. Simultaneously, all cores on the SmartNIC and the server

are available and engaged in request processing.

Table 5.4: The performance comparison of different hardware targets.

E2E Delay (ms) P4Hauler Server LB SmartNIC LB

Average 446.35 1871.58 1868.78
99th Percentile 1215.29 3707.79 3807.06

Comparison with in-network load balancers

In this evaluation, we incorporate existing in-network switch-based Load Balancers

such as Cheetah [10] and SilkRoad [6]. These systems deploy their LBs on a pro-

grammable Tofino switch to distribute the load among servers, without taking into

account the status of accelerators. However, our evaluation demonstrates that such

accelerator-agnostic solutions perform less effectively than P4Hauler , a LB that is

aware of accelerators. Specifically, we use KNN application with request rate ranging

from 20 to 40 for both P4Hauler and Cheetah.

1Nginx can efficiently distribute incoming network traffic or requests across multiple backend
servers.
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Figure 5.11 presents a comparison of the 99th percentile E2E latency between

Cheetah and P4Hauler . As expected, Cheetah delivers comparable performance to

P4Hauler at low rates, which is below 30 RPS. However, Cheetah’s performance

degrades significantly at higher rates. At low rates, its server CPU can handle the

requests effectively, but as the load increases, the CPU becomes overwhelmed, leading

to performance degradation.

In contrast, P4Hauler , which is aware of the usage status of accelerators and

CPUs, efficiently distributes the load across these computing resources. However,

we do observe a slight decrease in P4Hauler ’s performance compared to Cheetah at

low rates, which can be attributed to the use of less powerful NIC processors in our

testbed. This trend significantly reverses at higher rates due to judicious utilization

of the computing resources according to their capacity. Specifically, at high loads,

the delay gap between P4Hauler and Cheetah is 2.5x, making the former a more

favorable solution.
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Figure 5.11: P4Hauler vs. Cheetah

5.7.5 Simulation Results

In this section, we examine the scalability of P4Hauler by evaluating its performance

under high server quantities, specifically with 64, 128, and 256 servers, each equipped

with two SmartNICs. The reported results are based on an average of 1000 test

runs and align with the performance patterns observed in the testbed. This means

that the baseline policy is the least effective while the WRR policy proves to be the

most optimal, and this difference in performance becomes especially noticeable under

heavy workloads.
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Figure 5.12: Average throughput of different policies.

With the exception of LUR when employed with 64 servers, all policies demon-

strate similar levels of throughput performance up to a rate of 1.0k RPS. However,

as the workload surpasses this threshold, the baseline policy’s throughput starts to

decrease. This reduction can be attributed to the fact that, on average, servers begin

to receive requests at a rate close to their capacity, which is approximately 16 RPS

in line with our configuration (1.0k divided by 64 equals roughly 16 RPS).

In contrast, the LUR policy with 64servers not only surpasses the baseline but

also maintains its superior performance up to a rate of 1.6k RPS, after which its

throughput also begins to decline. As for the remaining two policies, PRT and WRR,

they consistently exhibit higher throughput performance across all tested rates, with

WRR consistently outperforming PRT.

A consistent performance trend is evident when considering 128 and 256 servers,

as illustrated in Figure 5.12. In these scenarios, LUR initially exhibits suboptimal

performance up to rates of 3.3k RPS and 6.6k RPS for 128 and 256 servers, respec-

tively. However, it gradually outperforms the baseline as the workload rates increase.

Simultaneously, the PRT and WRR policies prove to be the most efficient options for

managing heavier workloads, with WRR showing a slight performance advantage.

In Figure 5.13, we analyze the 99th percentile E2E delay of different policies, and
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Figure 5.13: Average throughput of different policies.

consistently, P4Hauler ’s policies surpass the baseline. When considering a workload

of 1.0k RPS with 64 servers, P4Hauler impressively achieves swift responses, with the

WRR policy providing responses in under 1.5 seconds and the PRT policy within 2

seconds. In contrast, the baseline struggles, with request processing times averaging

around 2.7 seconds. As we increase the workload to 1.3k RPS and beyond, all of

P4Hauler ’s policies clearly outperform the baseline in terms of E2E delay.

This trend holds as we scale up to 128 and 256 servers. For instance, with 128

servers handling 2.0k RPS, the WRR policy exhibits exceptional performance, re-

sulting in an E2E delay of just 1.7 seconds, making it the top choice. The PRT

policy follows closely as the second-best option, while the baseline lags, offering the

worst E2E delay. Even at 3.3k RPS for 128 servers, WRR demonstrates impressive

resilience, underscoring its ability to efficiently handle high workloads. The same

pattern continues with 256 servers, where WRR can manage requests at rates of up

to 7.0k RPS, while the E2E delays for other policies increase to 5 seconds or more.

By analyzing Figure 5.14, which depicts the variances in CPU utilization across

devices, we can observe how evenly each policy distributes the load among the avail-

able devices. To evaluate this, we subjected the system to the rate of 1300 RPS for

the 64-server scenario and 2600 RPS for the 128-server. Note that we selected these
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Figure 5.14: Variances of CPU utilization

rates as they overwhelm all servers in the server-only policy. As shown in Figure 5.14,

the baseline policy, which utilizes ECMP for request dispatching, exhibits variances

of approximately 10%. In contrast, LUR demonstrates a narrower range of variances

as it aims to utilize the least utilized device among the selected server and its acceler-

ators. Furthermore, PRT displays the widest range of variances since it avoids using

the accelerators until the server reaches full utilization. Lastly, WRR showcases the

smallest range of variances, as the policy distributes the load based on the capacity

of each device.

5.8 P4Hauler vs. P4Mite

In this section, we aim to compare P4Hauler and P4Mite from various angles. Al-

though both perform load balancing at the granularity of accelerators, there are

several distinctions between them.

In terms of flexibility, P4Mite is a more lightweight switch-based load balancer

that only supports a fixed algorithm for load distribution. In contrast, P4Hauler offers

a wide range of policies, providing network administrators with a broader selection.

This flexibility represents a key advantage of P4Hauler over P4Mite.
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Furthermore, P4Mite faces a limitation in executing policies that involve a signifi-

cant number of arithmetic operations, primarily due to the restricted resources avail-

able in the data plane. Typically, intricate operations are mapped to match+action

tables for offloading to the programmable switch, but when dealing with a multitude

of permutations, this approach can exceed the memory limit. In contrast, P4Hauler

proposes the use of programmable blocks that neatly integrate into the pipeline. Its

improved hierarchical design empowers it to handle complex policies effectively.

The last notable difference is in how these systems operate. In P4Mite, the agents

modify the switch’s status to enforce the desired policy. On the other hand, in

P4Hauler , the agents are solely responsible for gathering and transmitting measured

parameters to the switch. The decision-making process for load balancing is carried

out within a programmed block in the switch itself.

In summary, P4Mite is a lightweight load balancer that supports only a single

accelerator-aware algorithm. On the other hand, P4Hauler is a generalized load bal-

ancer that can accommodate various policies using the data plane building block, i.e.,

P4Hauler is policy agnostic. Also, it accommodates new policies on-the-fly without

interrupting the switch’s normal operation. Finally, P4Hauler can measure resource

usage at a fine granularity, which is missing in P4Mite. In fact, it is an instance

of the generalized P4Hauler . All these benefits of P4Hauler come at the price of a

slightly more resource demand compared to P4Mite. More specifically, we observed

that P4Hauler utilizes 16.7% of ALU and 7.6% of Map RAM, out of whole switch’s

capacity, while P4Mite needs 2.1% and 5.6% of respective resources at the same

circumstance. More details are available in Sections 4.5.5 and 5.7.3.

5.9 Major Conclusions of P4Hauler

In this chapter, we presented a framework called P4Hauler , which supports a wide

range of policies for load balancing at the per-accelerator level in data centers. Unlike

previous research, P4Hauler does not hardcode the policies in the switch, allowing

network administrators to switch between them dynamically. Similar to the design

of P4Mite, the agents in P4Hauler gather and transmit resource usage information

(such as CPU, Memory, and network bandwidth) to the switch, which stores this

information in memory. Additionally, the switch contains two kinds of configurable
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blocks minimum finder block and the round-robin scheduler. Network administrators

can activate different policies by utilizing the information and the configurable blocks.

To implement P4Hauler , we created a prototype using P4-16 and Python3. The

prototype operates on a testbed that includes a Tofino switch and two servers each

with a SmartNIC. We assessed the prototype using various machine-learning applica-

tions to demonstrate the benefits of different policies. In other words, our examination

revealed that there is no single ideal policy for load balancing. For example, in our

setup, PRT demonstrates superior performance at lower rates, whereas WRR proves

to be the most effective at higher rates. It should be noted that based on factors such

as computing demand, incoming load, and accelerators’ capacity, a certain policy

outperformed others.



Chapter 6

P4Wise

In this chapter, we introduce P4Wise, a load balancer that leverages Reinforcement

Learning (RL) to achieve load balancing at the accelerator level. Its goal is to deter-

mine the most effective load balancing policies. Our previous research in P4Hauler

(Chapter 5) led us to a crucial realization: there is no universal policy suitable for

all networking conditions, e.g., change in applications, their traffic rates, number of

accelerators or servers, and their statuses. Instead, the ideal policy must adapt to

the system’s current state. To put it differently, any alteration in the system can ne-

cessitate an adjustment to the load balancing policy. We observed this phenomenon

when traffic rate changes in P4Hauler , necessitating the switch to different policies to

achieve optimal results. The complexity increases when significant changes occur in

the network environment, such as adding or removing devices or upgrading existing

ones. In such cases, the configurations, including assigned weights for WRR, must

also be updated based on the new device capacity. In summary, P4Wise employs

RL to tackle this challenge by dynamically monitoring the system’s environment and

continuously updating its policies and configurations as needed.

Just like P4Mite and P4Hauler , P4Wise depends on agents for gathering infor-

mation. While P4Mite and P4Hauler follow the execution of predefined policies, with

P4Mite using hard-coded policies and P4Hauler employing the configurable blocks

to activate policies, P4Wise takes a different approach. P4Wise dynamically selects

the optimal policy within the system based on the observed changes to achieve the

best performance.

6.1 Motivation

In a broader context, machine learning proves advantageous when confronting prob-

lems that entail the processing of vast datasets, making predictions or decisions, and

66
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when it is challenging to explicitly program a solution due to the complexity or vari-

ability of the data. It is essential to carefully select the appropriate machine learning

approach and techniques tailored to the specific problem at hand.

We made some efforts to construct a dataset for load balancing within our simu-

lation, enabling the utilization of supervised learning techniques for load balancing.

As detailed in Section 5.7, our evaluation results highlight that either PRT or WRR

yield the most promising outcomes. Consequently, when creating the dataset, we en-

sured an equitable distribution of statistics for each policy to establish a well-balanced

dataset. Subsequently, we employed a multi-layer perceptron neural network compris-

ing three layers, each containing ten nodes. This model exhibited an impressive 97%

accuracy in predicting the correct weight for 128 servers equipped with one SmartNIC

on each.

However, the model’s performance diminishes when the rate undergoes changes.

For instance, substituting the SmartNIC with a 20% more powerful one led to a drop

in model accuracy to 80%. In another test scenario, where a second SmartNIC was

added to the system for each server, the accuracy deteriorated even further, reaching

66%. In this case, the model struggled to consistently select appropriate weights to

effectively utilize the second SmartNIC.

The above evaluation gives us the following concluding remarks. Both supervised

and unsupervised learning necessitate substantial data for model training. However,

regrettably, there is no publicly accessible dataset for load balancing. Crafting a

comprehensive dataset encompassing all possible combinations, including the number

of servers, accelerators, their capacities, and so forth, would be a tedious task. In

such cases of lack of appropriate datasets, we require an alternative of supervised and

unsupervised learning. Furthermore, if there is a dataset available for retraining the

supervised/unsupervised models, its utility comes with the requirement of redeploying

the model in the system after training.

Specifically, the above observation and challenges motivate us to employ rein-

forcement learning to tackle this load-balancing problem. Unlike supervised and un-

supervised learning, RL models do not require pre-training on all conceivable inputs.

Instead, they can adapt and refine their parameters through trial-and-error proce-

dures within the system. Furthermore, in response to system changes, RL models
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can dynamically adjust their parameters to accommodate such alterations. More-

over, it is feasible to deploy RL-based systems in the data plane as demonstrated in

[72], which is not the case for deep neural networks. Integrating neural networks into

the data plane poses challenges, primarily stemming from the absence of floating-point

operations, necessitating the use of techniques such as binarization.

6.2 Overview of P4Wise

Figure 6.1 provides an overview of the P4Wise system. To enhance clarity, we have

omitted the depiction of accelerators for the servers (hosts) on the left side of the

figure. Just like in the case of P4Mite and P4Hauler , it is important to note that

each host can be equipped with one or multiple accelerators. Furthermore, the same

agents introduced for P4Hauler are responsible for monitoring both the servers and

their accelerator usage, as well as transmitting updates to the switch. For the sake

of simplicity, we assume that all servers possess uniform computing power. Similarly,

they are equipped with accelerators having similar capacities.

P4Wise Controller 
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Weights for WRR
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Clients

Host 1

....

Host N

High Level API

P4Wise Date Plane

1 2U W W'

Figure 6.1: P4Wise overview.

Two essential components of P4Hauler ’s data plane are necessary for P4Wise:

the data structure used for storing statuses and the round-robin scheduler. Con-

versely, P4Wise’s controller is responsible for executing the RL agent, which utilizes



69

Q-Learning approach to decide for load balancing. The RL agent relies on a set of

high-level APIs within the controller for communication with the data plane, and the

specific APIs used may vary depending on the switches in use. The agent uses these

APIs to retrieve information from the data plane, and push the next step action as

they are shown in two steps in Figure 6.1. Initially, the RL agent acquires resource

usage data and the active weights from the data plane (the solid blue arrows). This

data represents the current system status denoted as U and W . Using this informa-

tion, the RL agent first calculates the reward and then takes an action that generates

W ′, and applies the new weights to P4Wise’s switch through the APIs (the solid red

arrows). These weights determine the load balancing policy, and it is important to

note that varying these weights allows for the emulation of different policies. For

example, we can mimic the prioritization policy by assigning a weight of 0 to a par-

ticular device and other devices with non-zero weights. Several noteworthy works in

the same area, such as [70, 71], have adopted a similar approach to adjust the weights

and apply the optimal policy for load balancing in the system.

6.3 P4Wise’s Design

In this section, we present our Reinforcement Learning (RL) model designed to effi-

ciently allocate computational load across a network of servers and their respective

accelerators. Our primary focus is on formulating a model that strategically deter-

mines the optimal weights for the Weighted Round Robin (WRR) within the data

plane and changes the weights to emulate different policies (e.g., PRT with 6 : 0 or

WRR with 6 : 1 weights) due to the fact that we can mimic different policies by having

a WRR policy that gets updated weights from the RL model to switch between poli-

cies, similar to [70, 71]. This weight assignment aims to optimize End-to-End (E2E)

latency, particularly for compute-intensive applications, such as Machine Learning

(ML), Deep Learning (DL), web servers, and financial analytics, which tend to im-

pose significant computational demands.

Our approach involves enhancing the RL agent’s knowledge by incorporating in-

formation about various network resources and dynamically updating WRR weights.

This allows us to adapt the best weights for the chosen applications, ensuring that the

network resources are efficiently utilized. Note that our approach shares similarities
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with standard RL-based load balancing methods as described in [70, 71, 73]. How-

ever, there are two key distinctions to consider. The first distinction is our emphasis

on accelerator-aware granularity. Unlike other approaches, which handle accelerators

similarly to legacy servers, our approach takes into account the specific characteristics

of accelerators. The second significant difference is in the primary objective of previ-

ous research. Previous studies employed RL for load balancing to distribute network

traffic across multiple paths. In contrast, our focus is on distributing CPU-intensive

applications across multiple computing resources, under the assumption that the net-

work is not the limiting factor in our system.

When dealing with a distinct application type that has specific resource require-

ments, such as memory or network bandwidth, it becomes necessary to make several

adjustments. These adjustments encompass revising the reward function, refining

the policy, and fine-tuning the model to determine the appropriate resource alloca-

tion weights for that particular application.

Finally, it is essential to ensure that P4Wise’s data plane load balancer, similar to

P4Mite and P4Hauler , maintains per-connection consistency for forwarded requests.

This means that all packets belonging to a specific request must be directed to the

same server. Any deviation from this rule can lead to system overloads caused by

retransmissions or error resolution. Additionally, P4Wise faces the challenge of effi-

ciently managing a substantial number of connections using the available resources,

such as programmable switches’ registers. To address these critical requirements, we

have employed the same techniques and approaches that have been established in the

state-of-the-art solutions, including using a bloom filter.

In the subsequent sections, we provide detailed explanations of various components

within our RL model. To simplify the discussion, we operate under the assumption

that our system comprises multiple servers with equivalent processing capabilities.

Each of these servers is equipped with a SmartNIC, and all the SmartNICs possess

identical processing capacities. It is worth noting that the server capacities differ

from those of the SmartNICs.
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6.3.1 Formal Problem Formulation

State Space (S): States are the elements that encompass the characteristics of the

environment observed by the RL agent. Essentially, the agent sees these attributes

and based on this information takes actions to earn rewards. States can be presented

as an array of numerical value, a data structure, or various other forms. In our

context, we represent states of the system consisting of n resources (R) using two

vectors of numerical values as given below:

S = {U,W} (6.1)

Where:

U = [u1, u2, ..., un]

W = [w1, w2, ..., wn]

n ∈ R

0 <= ui <= 100

0 <= wi <= wmax

(6.2)

In the provided equations, resource utilization is represented as a value ranging

from 0 to 100, while the weights can take on any positive numerical values. Deter-

mining the maximum weight involves a trade-off: a wider range of allowable weights

provides greater precision in assigning them, but also introduces increased complex-

ity in the weight assignment process. Consequently, the P4Wise’s agent necessitates

more iterations for convergence.

Action Space (A): In the context of P4Wise, when the RL agent takes an ac-

tion, it means that it assigns weights to distribute the workload across all devices,

encompassing servers and their accelerators. The agent has the option to either gen-

erate weights for each end-host individually or incrementally update the weights until

reaching the optimal configuration. The first option involves using a weight vector

that enlarges the action space, resulting in an extended training period. Nevertheless,

we mitigate this by constraining the action space to three actions: 1) incrementing

accelerators’ weights by 1, 2) decrementing accelerators’ weights by 1, and 3) main-

taining the current weights. With this limited set of actions, the agent not only
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explores fewer options during training but also retains the ability to apply a diverse

range of weights to the system.

Algorithm 1 Reward function

1: U,W ← read current state()

2: p99 lat← calculate lat(U,W )

3: avg util servers← calculate util servers(U)

4: if max(U) > 100 then

5: return −(max reward)

6: end if

7: if only cpus(U) & p99 lat < latency threshold then

8: return max reward

9: end if

10: if all devices(U) & p99 lat < latency threshold & avg util servers >

utilization threshold then

11: return max reward

12: end if

13: return −1

Reward Function (R): Algorithm 1 outlines the process for determining the

reward. It begins by reading the current state at line 1. Afterward, having the

utilization of resources and their weights, the agent calculates the 99th latency 1 and

average utilization of the hosts, at lines 2 and 3, respectively.

Following the described calculations, three conditions are checked to determine

whether a terminal state has been reached. In a terminal state, the agent has either

selected an incorrect set of weights resulting in system failure, or identified the optimal

weights that demonstrate the best performance. In non-terminal states, however, the

allocated weights do not excessively utilize resources, even though the E2E latency

is not optimized. The first if statement at line 4, assessing whether utilization has

exceeded 100%, signifies the identification of an incorrect set of weights, indicating

a potential system failure. On the other hand, the subsequent two if statements

1We use this approach in our simulator only. In a real implementation, the agents running on
the hosts and accelerators can measure the 99th latency, and send it along with other measurements
to the switch.
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at lines 7 and 10 are examining the selection of optimal weights. The if statement

at line 7 assesses whether optimal latency is achieved by exclusively utilizing the

hosts. In the next if statement, at line 10, it determines if all resources are used,

the more powerful devices are not underutilized, as employing the wimpy devices

instead them causes severe performance degradation. This assessment is influenced

by our findings in P4Hauler , where prioritizing hosts was necessary if they possessed

sufficient capacity to manage the load. Finally, at the end of reward calculation, if

none of the conditions are triggered, it indicates that the agent has not reached a

terminal state, and it should continue its operation.

Policy (π): Algorithm 2 depicts the ϵ-greedy policy employed by the agent which

explores the environment with a probability of ϵ. As previously indicated, the agent

utilizes a Q-Learning approach for decision-making. Therefore, with high probability

at each step, it chooses the action with the maximum Q-Value, while with lower

probability, a random action should be selected for exploration. Keeping this in mind,

at lines 1 to 3, we initially retrieve the current state of the system, then obtain the

Q-Values corresponding to the current state, and finally generate a random number.

Subsequently, the if statement determines whether the action with the highest Q-

Value should be taken or a random one. If the random number is greater than ϵ the

algorithm returns the action with the highest Q-Value, otherwise a random action is

returned.

Algorithm 2 Policy π, A ϵ-greedy approach

1: U,W ← read current state()

2: Q V alues← Q Table read row(U,W )

3: rand← random()

4: if rand > ϵ then

5: return action with max Q V alue(Q V alues)

6: else

7: return random action(Q V alues)

8: end if
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6.3.2 Initialization

In the initialization phase of P4Wise, two components are initialized. The first com-

ponent is the vector of weights, where prioritization is given to the servers (hosts) by

assigning the maximum weight to all of them and zero to accelerators. In essence,

P4Wise initiates load balancing by emulating PRT, with the understanding that

weights will be updated later.

The second component is the Q-Table, which presents the Q-Values of the three

actions at each step. It is crucial to emphasize that the availability of prioritized

devices is key for the agent’s decision-making process. Based on our assumption that

all servers have identical capacities and an equal weight is assigned to all servers, we

can understand the state of the system through the average utilization of servers.

Another critical factor is whether accelerators have been incorporated. If so, it is

imperative to ensure that the servers are not underutilized.

Given this consideration, as illustrated in Table 6.1, we partition the potential

range for average utilization into N sub-ranges with intervals of 100
N
. For each interval,

the accelerators may or may not be used, thereby doubling the total number of rows

to 2 × N . A larger value for N provides increased granularity at the expense of

expanding the Q-Table. Last but not least, all Q-Values are initialized to 0.

Table 6.1: initialized Q-Table

States Q-Values
Average Utilization Ranges Are the accelerators involved? Action 1 Action 2 Action 3

[0, 100
N
) No 0 0 0

[0, 100
N
) Yes 0 0 0

[100
N
, 2× 100

N
) No 0 0 0

[100
N
, 2× 100

N
) Yes 0 0 0

... ... ... ... ...
[(N − 1)× 100

N
, 100] No 0 0 0

[(N − 1)× 100
N
, 100] Yes 0 0 0

6.3.3 Load Balancing with P4Wise

Algorithm 3 outlines the load balancing procedure executed by P4Wise’s agent. At

lines 1 and 2, the Q-Table (QT ) and the weights (W ) are initialized. Following the

initialization, the agent commences the first loop, indicated by a while at line 3,

which actively observes the environment. Given the if in line 4, we detect the load
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(i.e., applied rate) changes in the system, by monitoring the utilization, which starts

the load-balancing procedure in the system. By calculating the reward, we detect if

we need to adjust the weights. If so, the second while statement (line 6), is executed

by the agent until a terminal state is reached, which is either the optimal weight or

an incorrect weight. In this second loop, the agent initially selects an action (shown

as a) using the policy π (line 6). Subsequently, the new weights corresponding to

the chosen action are calculated (line 7). These new weights are then applied to the

system, and the new states, denoted as U ′,W ′, are collected from the environment

(line 8). The agent proceeds to calculate the reward in the new state (line 9). Finally,

the agent updates the Q-Table values using the Bellman Equation [61] to optimize

the Q-Values (line 10).

Algorithm 3 Load Balancing with P4Wise

1: initialize QT

2: initialize W

3: while True do

4: if change state() then

5: while ! final state(U,W ) do

6: a = π(U, W )

7: W = update weight(W, action)

8: U ′, W ′ = apply the weights(W )

9: r = calculate reward(U ′, W ′)

10: QT (U,W, a) = QT (U,W, a)+α[r+γ max(QT (U ′,W ′))−QT (U,W, a)]

11: U, W = U ′, W ′

12: end while

13: end if

14: end while

6.4 P4Wise’s Implementation

We have developed a proof of concept prototype for the P4Wise controller in Python,

consisting of approximately 100 lines of code. This prototype is accessible to the

public via the link provided in [113]. The controller exhibits the capability to collect
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data from either the testbed shown in Section 5.6.1 or the simulated environment

introduced in Section 5.6.2. Subsequently, it can apply weight adjustments to the

system. In the following section, we will conduct a performance evaluation of P4Wise

within our simulator to assess its scalability and effectiveness.

In the following experiments, we consider 64, 128, or 256 servers, and two Smart-

NICs on each server, unless specified otherwise. The computing capacities of the

CPUs and SmartNICs are in line with our testbed’s devices.

6.5 P4Wise’s Evaluation

We initiate this section by conducting a series of experiments aimed at identifying

the optimal parameters for fine-tuning our model in subsection 6.5.1. Certain param-

eters, such as α and γ, as well as thresholds for latency and utilization, need to be

determined. Once the optimal model is identified, we proceed to evaluate P4Wise’s

trained model at various scales compared to P4Hauler in subsection 6.5.2. Finally,

in subsection 6.5.3, we compare P4Wise with a supervised learning approach.

6.5.1 P4Wise Tuning

We divide this subsection into two main parts. In the first part, we concentrate on

tuning the parameters in the reward function, while in the second part, we explore

the environment to determine the optimal values for α and γ in Bellman equation.

Regarding the policy π, we set ϵ to 0.1, indicating that it selects the action with the

highest Q-Value in 90%, while in 10% of situations, the agent explores the environment

through a randomly chosen action. A high value for ϵ leads to a drop in performance

during inference as it generates random actions. However, it is necessary to have such

exploration during training for the agent.

Tuning the Reward Function

Two thresholds in the reward function need to be determined: latency threshold and

utilization threshold. According to the evaluation of P4Hauler in 5.7, we observed

that the system’s 99th percentile E2E latency is consistently less than 1 second for

KNN in the best policy (PRT or WRR). Consequently, we consider this value as the
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maximum acceptable E2E latency in the reward function.

To identify the optimal value for utilization threshold, we conducted an experi-

ment with 128 servers, considering three threshold values as illustrated in Figure 6.2.

Instead of P4Wise’s agent, which utilizes Q-Learning, the agent in this experiment

only switches between PRT and WRR policies. The goal is to find out at which

threshold we should change the policy. With utilization threshold = 50%, P4Wise

responds too quickly, changing the policy once the servers’ utilization reaches 50%,

leading to higher 99th percentile rates at around 1.3K requests per second (RPS).

Conversely, for utilization threshold = 70%, which implies continuing to use the

server up to 70% utilization, it exhibits sub-optimal performance with rates ranging

from 1.6K to 1.7K RPS, but eventually shifts to appropriate weight settings at higher

rates. The threshold value utilization threshold = 60%, however, demonstrates the

best performance, responding to system conditions optimally at rates around 1.4K to

1.5K RPS. Furthermore, at this utilization, the 99th percentile E2E latency reaches to

1s as well. We adopted utilization threshold = 60% for all subsequent experiments

in this section.

The final parameter to set in the reward function is max reward, which we have

considered as 10 in our experiments. Since we receive a −1 reward in each step, any

number greater than 1 will suffice for this parameter. It just needs to show whether we

reach a terminal state. Put differently, the agent should receive significant rewards

or penalties in terminal states based on the outcomes, while encountering minor

punishments in intermediate states.
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Figure 6.2: Tuning utilization threshold for P4Wise.
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Tuning Bellman Equation’s Parameters

There are two parameters in the Bellman equation, and both can take values between

0 and 1. The first one is α or the learning rate, where a smaller value for α adds

more granularity at the expense of requiring more time for training. The second

parameter is γ or the discount rate, indicating the importance of the next state in

the learning process.

In our experiments, P4Wise converges with different values for the mentioned

parameters when setting a coarse value for γ. However, the number of iterations

required for convergence may vary. Figure 6.3 illustrates the sum of the 100 most

recent actions for different values. Given that we consider a maximum reward of 10,

the summation can reach up to 100× 10 = 1000. Based on our observations, P4Wise

converges gradually with α = 0.3, while with α = 0.5, the system converges at a

faster rate. In the remainder of the manuscript, we consider α = γ = 0.5.
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Figure 6.3: Tuning Bellman equation’s parameters.

6.5.2 P4Wise at Different Scales

In this subsection, we evaluate the trained P4Wise’s agent with the specified param-

eters for 128 servers and two SmartNICs on each, across different scales. We vary

the number of servers, and for each evaluation, we compare P4Wise with P4Hauler ’s

best policies.
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Figure 6.4: P4Wise’s outcome for 128 servers after training.

Figure 6.4 depicts the performance of P4Wise’s agent with the specified param-

eters after training. On the plot’s weights usage axis, we observe the percentage

of weight usage between 6 : 1 and 6 : 0 for various rates, while the secondary axis

displays the accuracy of correct weight selection by P4Wise. We assume that 6 : 0

is the correct weight for rates less than 1.4 RPS, and 6 : 1 for higher rates. With

this consideration, at the turning point of 1.4k RPS, P4Wise’s accuracy is 90%. For

other points, the accuracy of correct weight selection is above 90%. It is important

to highlight that various other weights were tested during training; however, none of

them yielded promising results.

Figure 6.5 provides the 99th percentile delay and throughput for a data center

with 64 servers. As anticipated, P4Wise exhibits a 99th percentile delay that closely

resembles the optimal policy, PRT, at lower rates (below 700 RPS), and converges

toward the behavior of WRR at higher rates (above 700 RPS).

The same pattern is observed at various rates for a system with 256 servers,

as depicted in Figure 6.6. Up to a rate of 3.0K RPS, P4Wise’s 99th latency and

throughput closely match those of P4Hauler ’s PRT policy. Beyond this point, P4Wise

adjusts its weight to mimic P4Hauler ’s WRR policy for higher rates, and it achieves

comparable performance as well.

Figure 6.7 presents the chosen weights and the accuracy of weight selection for

P4Wise in 256-server scenario. The observed weights align with our findings in Figure

6.6. Up to a rate of 3k RPS, the weights align with PRT with an accuracy of 95%.

However, at higher rates, 6 : 1 is applied.
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Figure 6.5: Balancing the load among 64 servers with P4Wise.
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Figure 6.6: Balancing the load among 256 servers with P4Wise.

6.5.3 P4Wise vs. Supervised Learning

One of the advantages of P4Wise mentioned in section 6.1 is its capability to operate

in an online manner. In other words, P4Wise can actively assess the reward of actions
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Figure 6.7: P4Wise’s outcome for 256 servers.

to verify their correctness. In such a scenario, P4Wise can dynamically respond to

changes in the environment. In contrast, a supervised learning solution necessitates

data collection, training, and model redeployment. In this experiment, as illustrated

in Figure 6.8, we consider 128 servers, each equipped with one SmartNIC. After

data collection, we trained a neural network with three 10-node layers to choose

among a few predefined weights. The accuracy of the neural network in this setup is

approximately 97%. On the other hand, we employed P4Wise in an online manner,

and the accuracy of P4Wise with this configuration exceeds 90%. At time = T ,

we added a second SmartNIC to all servers, and we observed that the accuracy

of the supervised learning model dropped to 65%. Nevertheless, P4Wise requires

approximately 250 iterations according to Figure 6.3 when we reset P4Wise’s Q-

Table and initiate training. After the required time, P4Wise reaches to more than

90% accuracy.

6.6 Major Conclusions of P4Wise

Based on our observations in the P4Hauler section, we recognized that there is no

single ideal policy that consistently delivers promising results across all network sce-

narios. Specifically, we observed that network administrators must adapt and activate

different policies based on the prevailing system load. With this in mind, we intro-

duce P4Wise in this section, which leverages a Reinforcement Learning approach to

determine the optimal weights that mimic the most effective policy for the current

system conditions.
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Within P4Wise’s data plane, we integrate two components inherited from P4Hauler :

a round-robin scheduler and a data structure that stores information on resource uti-

lization measured by agents on servers and their accelerators. Additionally, a crucial

RL agent operates within P4Wise, responsible for selecting the best weights. This

RL agent utilizes available APIs to retrieve information from the data plane and uses

it for training the RL model. The RL model follows a trial-and-error approach to

discover the most suitable weights for the system.

To evaluate the performance of P4Wise, we have implemented a proof-of-concept

implementation in Python, which operates within our simulator. Once P4Wise is

properly fine-tuned, for different scales, it can intelligently apply the appropriate

policy and adapt its weights for the specific system condition without experiencing

the same performance degradation as P4Hauler under similar conditions. According

to our quantitative results, P4Wise consistently selects the appropriate weights with

an accuracy of at least 90%. Furthermore, not only is P4Wise effective at different

scales but it can also dynamically respond to changes in the environment by adapting

its load balancing approach accordingly.
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Conclusion and Future Work

In the subsequent chapter, we draw our research to a conclusion by considering the

findings of P4Hauler , P4Mite, and P4Wise. Following that, we delve into several

potential avenues for future work based on the limitations identified in the current

study.

7.1 Conclusions

Although network speed and data raised exponentially in the recent decade, CPU

enhancement reached a plateau. With these in mind, system designers introduced

accelerators to bring more computational power for bearing massive data. Load

balancers are a possible solution to split the computation among the CPUs and the

accelerators. However, accelerators have different architectures making load balancing

challenging.

In our work, first, we evaluated the possibility of using a programmable switch,

like Tofino, for per-accelerator load balancing in P4Mite. Considering the accelerator

capacity, we observe promising results in the initial implementation. For instance,

the accelerator’s computational power is one-fifth of CPU’s in our testbed, and by

using P4Mite, the system can handle up to 20% load and processes requests 50%

faster. P4Mite achieves the improvements while using negligible resources in the

programmable switch according to our evaluation.

Seeing favourable outcomes, we extended the load balancer and introduced P4Hauler ,

which supports a few well-known policies and is on-the-fly configurable. That is to

say that, in contrast to other in-network load balancers, the system admin can switch

between the policies without rebooting the switch. The data plane is also extend-

able to support additional policies by implementing other programmable blocks if

required. Through quantitative evaluations of four different applications in terms of

their computational demands, we discovered that there is no universally ideal policy

83
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for all scenarios. Instead, the choice of policy should be based on the application’s de-

mand and the applied load to the system. This observation motivated us to develop

P4Wise, a reinforcement learning-based hybrid in-network load balancer. P4Wise

retains all functionality of P4Hauler and includes a learning module in the control

plane to learn network dynamics and on-the-fly switch between load balancing policies

within the lifetime of running applications.

7.2 Future Work

This section summarizes all possible future extensions of the proposed thesis work.

Utilizing other accelerators. Although 20% improvement is satisfactory due to

the utilized accelerator’s computation capability, we could improve the performance

even more by forwarding a portion of the load into other accelerators like the GPU.

From the design perspective, P4Hauler and P4Mite supports other accelerators, as-

signing a flow or request to them. From the implementation on the testbed, however,

the use case applications must be able to operate on GPU as well. By utilizing more

accelerators, the overall performance will improve, specifically for adopting GPU for

machine learning and deep learning applications.

Policies and applications. The current two building blocks of P4Hauler can

support a set of load-balancing policies but cannot cover all possible ones, e.g., power-

of-two choices. Thus, another possible extension is to explore other applications and

suitable policies for them. For example, we plan to accommodate video streaming ap-

plications (e.g., Zoom or Teams). Also, if we want to support applications demanding

microseconds latency deadline, we have to extend the current design of P4Hauler .

Performance metrics and workload. The chosen ML applications are computation-

intensive rather than bandwidth-heavy; thus, in future, we can think of such appli-

cations. Also, we can measure the performance of load balancers in terms of their

operation time while considering mixed or skewed loads for various types of applica-

tions.

Exploring rewards functions and RL algorithms. P4Wise deploys a simple

reward function and policy. Though both work sufficiently for the current load bal-

ancing problem, it is worth exploring other reward functions and algorithms to see
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if we can find a combination of reward function and policy that offers the best per-

formance. Also, we can consider deploying different RL algorithms. We will explore

such an avenue in future.
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Appendix A

Simulator Validation

This appendix offers a direct comparison of the outcomes derived from our actual

test environment and those generated by our simulation. This comparative analysis

aims to enhance the authenticity and trustworthiness of our simulation methodology,

demonstrating its consistency with real-world performance attributes. In Figures

A.1, A.2, A.3, and A.4, we can discern the throughput and E2E delay data from both

our physical test setup and the simulator, revealing a striking resemblance with only

minor disparities.
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Figure A.1: Server-only’s results on the testbed and simulator
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Figure A.2: LUR’s results on the testbed and simulator
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Figure A.3: PRT’s results on the testbed and simulator
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Figure A.4: WRR’s results on the testbed and simulator
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