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Abstract

Software bugs claim ≈ 50% of development time and cost the global economy bil-

lions of dollars every year. Unfortunately, despite the use of many software quality

assurance (SQA) practices in software development (e.g., code review, continuous

integration), defects may still exist in the official release of a software product. If

software defects can be predicted at the line level, that can help the developers prior-

itize SQA efforts for the vulnerable areas of a codebase and thus achieve a high-quality

software release. However, a defect prediction technique could be less helpful without

any meaningful explanation of the defect. In this thesis, we propose and evaluate

two novel techniques that support developers in identifying software defects at the

line level and provide natural language explanations for those defects. In our first

study, we propose – Bugsplorer – a novel deep-learning technique for line-level defect

prediction. It leverages a hierarchical structure of transformer models to represent

two types of code elements: code tokens and code lines. Our evaluation with five

performance metrics shows that Bugsplorer can predict defective lines with 26-72%

better accuracy than that of the state-of-the-art technique. It can also rank the first

20% defective lines within the top 1-3% vulnerable lines. In our second study, we

propose Bugsplainer – a transformer-based generative model that generates natu-

ral language explanations for software bugs by leveraging structural information and

buggy patterns from the source code. Our evaluation using three performance metrics

shows that Bugsplainer can generate understandable and good explanations according

to Google’s standard and can outperform multiple baselines from the literature. We

also conducted a developer study involving 20 participants where the explanations

from Bugsplainer were found to be more accurate, more precise, more concise and

more useful than the baselines. Given the empirical evidence, our techniques have

the potential to significantly reduce the SQA costs.
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Chapter 1

Introduction

1.1 Motivation

A software bug (a.k.a. software defect) is an incorrect step, process, or data defini-

tion in a computer program that prevents the program from producing the correct

result [1]. Resolving software bugs has been one of the major tasks of software de-

velopment and maintenance ‌[2]. According to several studies, it claims ≈ 50% of the

development time [3], consumes up to 40% of the total budget [4] and costs the global

economy billions of dollars each year [5], [6]. Software Quality Assurance (SQA) prac-

tices (e.g., code review, continuous integration) play a major role in preventing these

defects. However, despite using many SQA practices in the development phase, soft-

ware defects may still exist in the official release of a software product [7], [8]. A

recent study [9] suggests that only ≈ 3% lines of code from the whole release could

lead to most of the defects. Hence, prioritizing SQA efforts for the vulnerable areas

of the code is essential to ensure software quality. Nonetheless, even with a precise

defect prediction technique, it is the task of the developers to find the root cause of

the bugs in the source code and fix them. Reportedly, developers spend ≈ 50% of

their time comprehending software code during maintenance [10]. Thus, automated

identification of the vulnerable areas of the code with meaningful explanations of

potential defects could greatly benefit the developers in their tasks.

Defect prediction has been a popular research topic [11]–[14] that predicts defects

in software code. It helps prioritize the SQA efforts to highly suspicious areas of the

code [9], which could be helpful to improve the quality of a software product before

its release. Defects can be predicted at various abstraction levels of code such as

module [15], [16], file [17], [18], method [19], and line [9], [20], [21], where line-level

defect prediction provides the most fine-grained defect location. According to a recent

developer survey [9], line-level defect prediction would be more helpful for identify-

ing defective code than other abstraction levels (e.g., file-level). However, existing

1
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techniques for line-level defect prediction [9], [20], [21] might fail to capture the local

context of a software defect and could be limited by the noise (e.g., repetitive key-

words, punctuation) in the source code document. As a result, these defect prediction

techniques might not be cost-effective when used in the real world [22].

While defect prediction techniques identify specific parts of the code as buggy,

they could only be more helpful with a meaningful explanation [23]. Developers are

thus generally responsible for understanding a bug from the identified code before

making any changes. Understanding bugs by looking at the code claims significant

debugging time. Unfortunately, neither many studies attempt to explain the bugs

in the source code to the developers, nor are they practical and scalable enough for

industry-wide use [23], [24]. Therefore, to prioritize or reduce SQA efforts, developers

need precise defect prediction (e.g., line-level) with meaningful, natural language

explanations about the defects.

1.2 Problem Statement

The majority of the works on defect prediction use Machine Learning (ML) or Deep

Learning (DL) based techniques [9], [20], [21], [25]–[29]. Recent approaches for line-

level defect prediction first train their ML models to predict the defective source

code documents [9], [20] or commits [21]. Then, if a file or commit is predicted as

defective, they identify the tokens in the file, which help explain the defects using

various techniques (e.g., attention mechanism [30]). Finally, they mark the code lines

from the source file as defective, containing many defect-explaining tokens. However,

such an approach poses two major challenges, as follows.

Existing models might not optimally represent code elements: In nat-

ural language texts, the semantics of a word is often determined by its context (e.g.,

surrounding words) [31]. Similarly, the surrounding tokens from both sides could

influence the meaning and intent of a code token. For example, Fig. 1.1 shows a

piece of defective code, where a code token – name str – contains an erroneous value

after the program execution. That is, inside the for loop, the variable name should be

concatenated (i.e., += operator) to name str instead of being assigned (i.e., = oper-

ator). Therefore, the code token name str is triggered to be buggy by another code
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employ complex hand-crafted rules to detect the defects and vulnerabilities in source

code. Then, they use pre-defined message templates to explain the identified defects

and vulnerabilities. Unfortunately, their utility could be limited due to their high

false-positive results and the lack of actionable insights in their explanations [40]–[43].

In particular, their explanations are often too generic and unaware of the context due

to their pre-defined, templated nature [44]. Thung et al. [45] also suggest that static

analysis tools suffer from many false negative results, which could leave the software

systems vulnerable to defects.

Unlike traditional, rule-based approaches (e.g., static analysis tools), explaining

software defects can be viewed as a translation task, where the defective code is the

source language and the corresponding explanation is the target language. In recent

years, machine translation, especially Neural Machine Translation (NMT) [31], has

found numerous applications in several software engineering tasks including, but not

limited to, code summarization [46]–[48], code comment generation [49]–[52], commit

message generation [53]–[56], and automatic program repair [2], [57]–[59]. However,

explanation generation from the defective source code using NMT poses two major

challenges.

Understanding the structures of source code: Natural language is loosely

structured, which exhibits phenomena like ambiguity and word movement [31]. Word

movement is the appearance of words in a sentence in different orders but still being

grammatically correct. On the contrary, programming languages are more structured,

syntactically restricted, and less ambiguous [60]. From the two programs having the

same vocabulary, one could be buggy, and the other could be correct due to their

structural differences (e.g., Fig. 4.3b, 4.3c). Thus, capturing and understanding the

code structure is essential to explaining the defective code. Unfortunately, traditional

NMT-based techniques often treat source code as a sequence of tokens and thus might

fail to capture the structures of source code [61].

Understanding and detecting defective code patterns: From a high-level

perspective, NMT models translate words from the source language into words from

the target language. However, to generate explanations from the defective code,

the model must accurately reason about the bug from the defective code and its
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structures. Such reasoning is non-trivial and warrants the model to be aware of

defective code patterns. Traditional NMT models might not be sufficient to tackle

all these challenges due to their simplified assumptions about sequential inputs and

outputs. According to Ray et al. [62], defective code is less repetitive than regular

code, which could exacerbate the above challenges.

As discussed above, the existing approaches for line-level defect prediction [9],

[20], [63] and explanation generation [35]–[39] might fall short. Thus, developers are

in dire need of tools and techniques that can accurately identify software defects

accompanied by meaningful explanations.

1.3 Our Contribution

In this thesis, we propose and evaluate two novel techniques that support developers

in identifying software defects at the line level and provide natural language explana-

tions for those defects. We analyze the structural aspect of source code and leverage

the contextual information from the code to predict the defective lines and generate

explanations for them.

In the first study, we propose – Bugsplorer – a novel deep-learning technique for

line-level defect prediction. It leverages a hierarchical structure of transformer models

to estimate the attention values for two levels of code elements: code tokens and code

lines. Bugsplorer can address the previously discussed challenges posed to line-level

defect prediction (see Section 1.2), which makes our work novel. First, unlike existing

techniques [9], [20], [21], Bugsplorer is directly trained for line-level defect prediction

and thus can better capture the local context of a defect. Second, unlike sequential

models used in several existing studies, Bugsplorer can learn the representation of a

code element by simultaneously capturing its context from both the left and the right

sides. Thus, our approach is better suited to predict line-level defects.

We train and evaluate Bugsplorer with two different benchmark datasets. The

first dataset [64] consists of ≈ 230K Python source code document from 24 GitHub

repositories. The second dataset [20] consists of 32 software releases that span nine

open-source Java software systems. We find that Bugsplorer can predict defective

code lines with 26-68% higher accuracy than the state-of-the-art technique [9]. It

can also reduce the effort in finding defective lines by 72-81%. We further show that
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(a) optimizing deep learning models for line-level defect prediction and (b) generating

bidirectional representations of code elements (e.g., tokens and lines) can significantly

influence the performance of our technique.

In the second study, we propose – Bugsplainer – a novel transformer-based genera-

tive model that generates natural language explanations for software bugs by learning

from a large corpus of bug-fix commits (i.e., commits that correct bugs). Bugsplainer

can address the challenges posed to explanation generation (see Section 1.2), which

makes our work novel. First, Bugsplainer can leverage code structures in explanation

generation by applying structure-based traversal [47] to the defective code. Second,

we train Bugsplainer using both defective source code and its corrected version, which

helps the model understand and detect defective code patterns during its explanation

generation.

We train Bugsplainer with ≈ 150K bug-fix commits collected from GitHub and

evaluate using three different metrics – BLEU [65], Semantic Similarity [66] and Exact

Match. We find that the explanations from Bugsplainer are understandable and good

according to Google’s AutoML Translation Documentation1. We compare our tech-

nique with four appropriate baselines – pyflakes [39], CommitGen [53], NNGen [56],

and Fine-tuned CodeT5 [67]. Bugsplainer outperforms all four baselines in all metrics

by a statistically significant margin. One major strength of Bugsplainer is understand-

ing the structure of the code and buggy code patterns, where the baselines might be

falling short. To further evaluate our work, we conducted a developer study involving

20 developers from six countries, where the identities of both our tool and the base-

lines were kept hidden. The study result shows that explanations from Bugsplainer

are more accurate, more precise, more concise, and more useful compared to that of

the baselines.

1.4 Related Publications

Several parts of this thesis have been accepted and published at different confer-

ences. We provide the list of publications here. In each of these papers, I am the

primary author, and I conduct all the studies under the supervision of Dr. Masud

Rahman. While I wrote these papers, the co-authors took part in advising, editing,

1https://bit.ly/3wGpCIx
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and reviewing the papers.

• Parvez Mahbub, Ohiduzzaman Shuvo, and M. Masudur Rahman. Explaining

Software Bugs Leveraging Code Structures in Neural Machine Translation. In

Proceeding of The 45th IEEE/ACM International Conference on Software En-

gineering (ICSE 2023), pp. 640-652, Melbourne, Australia, May 2023.

• Parvez Mahbub, Ohiduzzaman Shuvo, and M. Masudur Rahman. Defectors:

A Large, Diverse Python Dataset for Defect Prediction. In Proceeding of The

20th International Conference on Mining Software Repositories (MSR 2023),

pp. 393-397, Melbourne, Australia, May 2023.

• Parvez Mahbub, M. Masudur Rahman, Ohiduzzaman Shuvo, and Avinash Gopal.

Bugsplainer: Leveraging Code Structures to Explain Software Bugs with Neural

Machine Translation. In Proceeding of The 39th IEEE International Confer-

ence on Software Maintenance and Evolution (ICSME 2023), pp. 5, Bogota,

Columbia, October 2023 (to appear).

Based on this thesis work, two more papers are ready to be submitted to a major

software engineering conference.

• Parvez Mahbub, and M. Masudur Rahman. Predicting Line-Level Defects by

Capturing Code Contexts with Hierarchical Transformers. In Proceeding of

The 31st IEEE International Conference on Software Analysis, Evolution, and

Reengineering (SANER 2024), pp. 12, Rovaniemi, Finland, March 2024 (to be

submitted).

• Parvez Mahbub, and M. Masudur Rahman. Bugsplorer: Predicting Line-Level

Defects by Capturing Code Contexts with Hierarchical Transformers. In Pro-

ceeding of The 31st IEEE International Conference on Software Analysis, Evo-

lution, and Reengineering (SANER 2024), pp. 5, Rovaniemi, Finland, March

2024 (to be submitted).

Finally, the findings of our second study (Bugsplainer) inspired another research

paper in a major software engineering conference where I am the second author.
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• Ohiduzzaman Shuvo, Parvez Mahbub, and M. Masudur Rahman. Recommend-

ing Code Reviews Leveraging Code Changes with Structured Information Re-

trieval. In Proceeding of The 39th IEEE International Conference on Software

Maintenance and Evolution (ICSME 2023), pp. 12, Bogota, Columbia, October

2023 (To appear).

1.5 Outline of the Thesis

The thesis contains five chapters in total. To deal with software defects effectively

and efficiently, we conduct two independent but interrelated studies, and this section

outlines different chapters of the thesis.

• Chapter 2 discusses several background concepts (e.g., embedding, transformers,

neural language modeling and structure-based traversal) that are required to

follow the rest of the thesis.

• Chapter 3 discusses our first study that proposes Bugsplorer, a novel transformer-

based technique that predicts defects at the line level leveraging a hierarchical

structure of transformer models.

• Chapter 4 discusses our second study that proposes Bugsplainer, a novel

transformer-based generative model to generate natural language explanations

for software defects by leveraging the structural information of code.

• Chapter 5 concludes the thesis with a list of directions for future works.



Chapter 2

Background

In this chapter, we introduce the required terminologies and concepts to follow the

remainder of this thesis. Section 2.1 introduces the Recurrent Neural Network (RNN)

– a neural network architecture specialized in handling sequential data. Section 2.2

discusses transformer – another neural network architecture that achieves state-of-the-

art performance for many text-oriented tasks. Section 2.3 discusses Neural Language

Modelling (NLM) – a deep learning based approach to learn the probability distri-

bution of a textual corpus. Section 2.4 illustrates neural machine translation – a

deep neural network-based approach for automated translation. Section 2.5 describes

embedding – a process of translating high-dimensional numerical data into a low-

dimensional semantic representation. Section 2.6 introduces Abstract Syntax Tree

(AST) – an abstract representation of the source code structure. Section 2.7 defines

structure-based traversal that converts AST into a sequence of tokens preserving the

structural information. Finally, Section 2.8 summarizes this chapter.

2.1 Recurrent Neural Network

Recurrent Neural Network (RNN) is a class of artificial neural networks that can

process sequential or time series data. Unlike feed-forward neural networks, RNNs

have a cyclic (hence recurrent) structure that allows them to use their internal state

(a.k.a. memory) to store information from previous inputs and influence the current

output. This memory enables them to model temporal dynamics and sequential

dependencies in the data. RNNs are widely used for tasks such as natural language

processing [68], [69], speech recognition [70], [71], and machine translation [47], [53],

where the order and context of the input elements are essential. Several baselines in

our studies use RNNs as a part of their technique [9], [53].

One of the main characteristics of RNNs is that they share parameters across

9
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different time steps, which reduces the number of parameters and improves gener-

alization. However, this also poses challenges for learning, as RNNs need to prop-

agate errors and gradients through time using an algorithm called Backpropagation

Through Time (BPTT). BPTT can suffer from two problems: exploding gradients

and vanishing gradients. Exploding gradients occur when the gradient becomes too

large and causes numerical instability or divergence. Vanishing gradients occur when

the gradient becomes too small and prevents effective learning or convergence.

2.1.1 Long Short-term Memory and Gated Recurrent Unit Models

Long Short-term Memory (LSTM) [72] and Gated Recurrent Unit (GRU) [73] are two

types of RNNs that can minimize the exploding and vanishing gradient problems by

using a gating mechanism that controls the information flow inside the network. The

main idea is to introduce some components that can learn to selectively remember

or forget the previous hidden state and update it with the current input. This way,

the network can preserve the long-term dependencies and avoid the gradient from

becoming too large or too small. In LSTM, these components are called the cell state

and the hidden state, whereas in GRU uses only the hidden state. Both LSTM and

GRU can handle long-term dependencies better than vanilla RNNs, but they are not

perfect solutions [33], [74], [75]. They still have limitations, such as difficulty mod-

elling very long sequences, computational complexity, and lack of interpretability [76].

Among the baselines of our studies, CommitGen [53] uses LSTM as a part of their

technique, where DeepLineDP [9] uses GRU.

2.1.2 Attention Mechanism

Attention [33], [74] solves the problems of LSTM and GRU by reducing the depen-

dency on the hidden state while encoding the entire input sequence. LSTM and GRU

use a gating mechanism to control the information flow inside the network and pre-

serve the long-term dependencies. However, they still need to rely on a single hidden

state to summarize the input sequence, which might not be sufficient for remembering

very long sequences and capturing the context and relevance of each input element.

Attention, on the other hand, allows the model to access all the input states and

estimates their importance for the current output. This way, attention can overcome



11

the challenges of a single hidden state during input encoding. Attention mechanisms

can be classified into different categories, such as self-attention [77], encoder-decoder

attention (a.k.a. cross-attention) [33], [78], global attention [33], [75], and local atten-

tion [75]. Attention mechanisms have been widely used for various tasks that involve

sequential data, such as machine translation [9], [47], [53], [75], natural language pro-

cessing [68], [69], speech recognition [70], [71], and computer vision [74]. Several base-

lines in our study [9], [53] use the attention mechanism as a part of their techniques.

2.2 Transformers

Transformers are neural network architecture that relies on self-attention to encode

and decode sequential data, such as natural language, source code or images. Trans-

formers were first introduced by Vaswani et al. [30] as a novel way to overcome

the limitations of RNNs, such as capturing long-range dependencies and paralleliz-

ing computation. Since then, transformers have achieved state-of-the-art results in

various Natural Language Processing (NLP) tasks, such as machine translation [79],

text summarization [80], question answering [81], [82], and natural language gener-

ation [67], [83], [84]. Our first study – Bugsplorer, uses two different transformer

models in a hierarchy to estimate attention values for two levels of code elements:

code token and code line. Our second study – Bugsplainer, uses a transformer model

to generate explanations for the defective lines.

2.3 Neural Language Modeling

A statistical language model is a probability distribution over sequences of words [85].

Given a sequence of words, say of length L, the model assigns a probability to the

whole sequence as follows.

P (W ) = P (w1w2...wL) (2.1)

A language model attempts to predict how frequently a phrase occurs within the

natural use of a language. The estimation of the relative likelihood of different phrases

can be used in many natural language processing tasks, especially ones that generate

text as an output. For instance, language models can be used for code comment

generation by predicting a word wL given all the previous words in the comment
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before it [47] as follows.

wL = arg max
wv∈V

P (wv|wL−1wL−2...w1) (2.2)

where wL is the predicted next word, V is the vocabulary of words, and wL−1, wL−2, ..., w1

are the previously predicted words for the same comment.

Neural language models use neural networks to capture the complex patterns

and dependencies of natural language. Unlike traditional statistical language models

(e.g., n-grams) that rely on counting word frequencies, neural language models learn

distributed representations of words and sentences (e.g., word embedding) and use

them to compute the probabilities of the next word, given the context [86]. Our first

study – Bugsplorer – uses neural language modelling to predict the probability of a

line being defective, given a source code document. Our second study – Bugsplainer

– uses neural language modelling to generate explanations for defective source code.

2.4 Neural Machine Translation

Neural Machine Translation (NMT) is a deep neural network-based approach for au-

tomated translation [78]. In recent years, NMT has achieved rapid progress and has

drawn the attention of both the research community and the practitioners. Generally,

an NMTmodel is composed of two different blocks: encoder and decoder. The encoder

accepts an input sequence and produces a numerical, intermediate representation of

the input using Neural Language Modeling. Then, this intermediate representation

is passed to the decoder. Based on this intermediate representation, the decoder

generates the target sequence, one token at a time. While generating each token, all

the previously generated tokens are also passed to the decoder. Such generation of

tokens is known as autoregressive process, where the current output is based on all

previously generated outputs [30]. In our second study, we use Transformer [30], [84],

the state-of-the-art NMT model, as a part of Bugsplainer, to generate explanations

for the defective source code.

2.5 Embedding

Embedding is a process of translating high-dimensional data (i.e., one-hot encoding)

into low-dimensional numerical representations that capture the semantics or features
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of the data [31]. Embeddings make it easier for the machines to learn from large inputs

by reducing the dimensionality and enabling numerical similarity measures [31], [87].

Both Bugsplorer and Bugsplainer use word embedding and positional embedding to

represent the source code in our machine-learning models.

2.5.1 Word Embedding

Word embedding is a distributed representation of words in a vector space model

where semantically similar words appear close to each other [31], [88]. An embedding

function E : W → R
d takes an input word w in the domain W and produces its

vector representation in a d-dimensional vector space [89]. The vector is distributed

in the sense that a single value in the vector does not convey any meaning; rather,

the vector as a whole represents the semantics of the input word. Word embedding

has the potential to overcome many limitations of traditional vector representations,

such as the sparse representation problem or the vocabulary mismatch issue [31].

2.5.2 Positional Embedding

Positional embedding is a way of incorporating positional information of the input

into a model that uses self-attention, such as a transformer [30]. Without the po-

sitional information, the model cannot retain the order of the tokens in the input

text and treats them as a bag of tokens. Positional embedding can be learnt dur-

ing the training phase [90] or be predetermined (e.g., using sinusoidal functions) [30].

The most common forms of positional embedding are Absolute Positional Embedding

(APE) and Relative Positional Embedding (RPE). APE assigns a vector to each input

element based on its absolute position in the input sequence and combines it with the

input token embedding. RPE represents the positional difference between each pair

of tokens as a vector and incorporates it into the input embedding. RPE can capture

long-range dependencies and handle variable-length inputs [91]. Bugsplorer uses posi-

tional embedding to incorporate the positional information into the input embedding.
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used to represent textual data numerically. Finally, we discussed structure-based

traversal that is used to represent AST into sequential data.



Chapter 3

Bugsplorer: Predicting Line-Level Defects by Capturing

Code Contexts with Hierarchical Transformers

Software defects consume 40% of the total budget in software development and cost

the global economy billions of dollars annually. Unfortunately, despite the use of

many Software Quality Assurance (SQA) practices in software development (e.g.,

code review, continuous integration), software defects may still exist in the public

release of a software product. Therefore, prioritizing SQA efforts for the vulnerable

areas of the codebase is essential to ensure the high quality of a software release. In

this chapter, we discuss our first study – Bugsplorer – a novel deep-learning technique

aiming to reduce SQA costs by ranking the defect-prone lines.

The rest of this chapter is organized as follows. Section 3.1 introduces the study

and highlights the novelty of our contribution. Section 3.2 illustrates the usefulness

of our technique with a motivating example. Section 3.3 presents our proposed tech-

nique for predicting line-level defects by capturing code context with hierarchical

transformers. Section 3.4 discusses our experimental design, datasets, and evaluation

results. Section 3.5 introduces a working prototype of our study. Section 3.6 identifies

possible threats to the validity of our work. Section 3.7 discusses our manual analysis

exploring the strengths and weaknesses of our technique. Section 3.8 discusses the

existing studies related to our research. Finally, Section 3.9 summarizes this study.

3.1 Introduction

A software bug (a.k.a. software defect) is an erroneous step, process, or data defini-

tion in a computer program that leads to unexpected program behaviours [1]. The

resolution of bugs has been one of the major tasks of software development and main-

tenance. According to several studies, it consumes up to 40% of the total budget [4]

and costs the global economy billions of dollars each year [3], [24]. Software Quality

Assurance (SQA) practices play a critical role in preventing these defects. However,

17
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surrounding words) [31]. Similarly, the surrounding tokens from both sides could in-

fluence the meaning and intent of a code token. For example, Fig. 3.1 shows a piece

of defective code, where a code token – name str – contains an erroneous value after

the program execution. That is, inside the for loop, the variable name should be con-

catenated (i.e., += operator) to name str instead of being assigned (i.e., = operator).

Therefore, the code token name str is triggered to be buggy by another code token,

“=”, which appeared later. The intent of the token name str is also influenced by

the earlier tokens, such as the token for, by repeating the assignment multiple times.

Such a phenomenon indicates that we need information on the surrounding tokens

from both sides to represent a token optimally. However, the techniques used in ex-

isting study [9] (e.g., Recurrent Neural Network) can only focus on a single direction

(a.k.a. unidirectional), which could be either earlier tokens or later tokens. Then,

they concatenate two unidirectional representations of a token’s context to generate

a bidirectional representation. However, Reimers et al. [32] suggest that simple con-

catenation of two vectors might not produce an optimal representation for an input

(e.g., a token or line).

Existing models might fail to capture the local context of a defect:

During the training phase of the existing techniques [9], [20], [21], the attention val-

ues [33] or importance values [34] for the tokens are optimized for file-level defect

prediction. In other words, these values are optimized to predict whether the whole

file is defective or not. However, source code documents are often quite large, con-

taining thousands of tokens, which could make them noisy. Therefore, the attention

or importance values from existing models might fail to properly capture the local

context of a software defect since, in a codebase, only 0.03-2.9% lines could be defec-

tive [9]. Thus, relying on these attention or importance values might not be sufficient

to detect line-level defects accurately.

In this study, we propose – Bugsplorer – a novel deep-learning technique for line-

level defect prediction. It leverages two transformer models in a hierarchical structure

to estimate the attention values for two types of code elements: code tokens and code

lines. Our solution can address the above challenges, which makes our work novel.
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First, unlike existing techniques [9], [20], [21], Bugsplorer is directly trained for line-

level defect prediction and thus can better capture the local context of a defect.

Second, unlike sequential models, Bugsplorer can learn the representation of a code

element by capturing its context from both earlier and later tokens simultaneously.

Thus, our approach is better suited to predict line-level defects.

We train and evaluate Bugsplorer with two different benchmark datasets. The

first dataset [64] consists of ≈ 230K Python source code documents from 24 GitHub

repositories. The second dataset [20] consists of 32 software releases that span nine

open-source Java software systems. We find that Bugsplorer can predict defective

code lines with 26-68% higher accuracy than that of the state-of-the-art technique.

It can also reduce the effort in finding defective lines by 72-81%. Using an ablation

study, we further show that (a) optimizing deep learning models for line-level defect

prediction and (b) generating bidirectional representations of code elements (e.g.,

tokens and lines) can significantly influence the performance of our technique.

We make the following contribution in this study.

(a) A novel technique – Bugsplorer, for line-level defect prediction leveraging hier-

archically structured transformers.

(b) A large benchmark dataset [64] to evaluate line-level defect prediction.

(c) A comprehensive evaluation and validation of the Bugsplorer technique in terms

of both classification performance and cost-effectiveness using two different

benchmark datasets of Python and Java software systems.

(d) A replication package (Appendix A.2) that includes our working prototype and

other configuration details for the replication or third-party reuse.

3.2 Motivating Example

To demonstrate the capability of our technique – Bugsplorer, let us consider the

example in Fig. 3.2. The code snippet is taken from the ray-project/ray repository

at GitHub1. The buggy code attempts to return the driver for the Amazon Kinesis

1https://bit.ly/3N1NSOf











25

each token in these three vectors. That is, we query the line with all individual tokens

in the line to find the most informative tokens. Then, during the back-propagation

phase, each token learns to attend to all other tokens to determine their relative

importance within the same line. We aimed to learn an optimized representation of

each source code token for the objective – line-level defect prediction. The encoder

stack outputs a matrix of shape (L, T, dmodel). This means, at this stage, we still have a

vector representation of size dmodel for every token in the file. Interestingly, the vector

representations at this stage know other tokens in the same line and their relative

importance in predicting defective lines. Now, to generate a vector representation

for each line, we pass the matrix of shape (L, T, dmodel) to a feed-forward network

to capture line-level representation, commonly known as the pooling layer. Unlike

most CNN models that use a fixed pooling method (e.g., max pooling or average

pooling), most transformer models (e.g., RoBERTa, T5) use a feed-forward network

as the pooling layer. This layer takes the vectors representing all tokens in a line

as input and produces a single vector representing the source code line. During the

training, this layer learns to extract important information to detect defective code

lines. Thus, for each file, the pooling layer outputs a matrix of shape (L, dmodel),

where each row is a vector representing the semantics of a line. This matrix is the

final output of our line encoder.

3.3.4 Line Classification

The line classifier (Fig. 3.3, Step D) accepts the vector representation of each line

and determines their defect-proneness. Fig. 3.5b illustrates a high-level overview of

our Line Classifier module. It starts with a positional embedding layer that adds the

positional information of each line to their line embedding. Similar to the positional

embedding in the standalone Embedding Layer (i.e., Fig. 3.3, Step B), the positional

embeddings of lines are also learned during the training phase. The positional em-

bedding layer is followed by the same encoder stack as the line encoder. The encoder

stack accepts the line embeddings as the input and outputs a new representation of

the source code lines. In particular, the encoder stack applies self-attention to the

whole source document. In this output, each line attends to every other line to deter-

mine their relative importance within the same document. Our goal was to find an
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optimized representation of each line by capturing not only their local but also global

contexts. This encoder stack has the same structures and hyper-parameters as the line

encoder; thus, the details were skipped for brevity. Then, the output of the encoder

stack is passed to a feed-forward network via a dropout layer. This feed-forward net-

work outputs two values for each line indicating whether the line is defective or not.

Finally, we pass these values to a softmax layer, which performs a non-linear trans-

formation to ensure the sum of two corresponding values is always 1. The softmax

function is defined in Eq. 3.2. Finally, we have a matrix of shape (L, 2), indicating

the probability of each line being defect-free and defective. During the testing phase,

we use the output of the line classifier to compare with the ground truth.

3.3.5 Optimization

After every training run, we identify the number of mistakes the model made using

a loss function. Then, an optimizer algorithm identifies which nodes are responsible

for these mistakes and adjust their weight accordingly. The amount of adjustment is

dictated by a hyper-parameter named learning rate. We use cross-entropy loss [96]

and AdamW optimizer [97] (Fig. 3.3, Step E). The cross-entropy loss is defined as the

number of bits needed to express the difference between two probability distributions.

Mathematically, it is defined as

CE(x, y) =

∑︁

c∈C wc(yc · logxc + (1− yc) · log(1− xc))
∑︁

c∈C wc

(3.3)

Here, C is the set of classes, wc is the weight or relative importance of class c, and

x and y are two probability distributions. In our case, x and y represent prediction

and ground truth, respectively.

AdamW is an improvement over the more common Adam optimizer [98]. The

main difference between AdamW and Adam is how they implement regularization

(i.e., preventing the model from overfitting). AdamW enables a model to optimize

some parameters while keeping the others unchanged. Such optimization has been

shown to lead a model to faster convergence and improved generalization perfor-

mance [97].

We also use a linear scheduler to reduce the learning rate over time. The conver-

gence of deep-learning models depends heavily on the learning rate. A large learning
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rate may prevent reaching the minimum loss, while a small one slows down the train-

ing. This is particularly challenging for large models with millions of parameters.

Therefore, it is a common practice to start with a moderately high learning rate

(e.g., 5× 10−4) so that the model starts to learn fast and then to reduce it over time

when the model reaches near the minimum loss value. Existing baseline models like

RoBERTa [90] and CodeT5 [67] also used a linear scheduler to reduce their learning

rate over time, which might justify our choice.

3.4 Experiment

We evaluate Bugsplorer with two large datasets based on 9 Java and 24 Python

projects. We examine its classification performance as well as its ability to rank the

defective lines higher. In particular, we use five appropriate metrics from the relevant

literature – AuROC [99], Balanced Accuracy [100], Recall@Top20%LOC [9], [20],

[21], Effort@Top20%Recall [9], [21], and Initial False Alarm [9], [20], [21]. We also

examine whether optimizing the model for line-level defect prediction can improve

its prediction accuracy. To place our work in the literature, we also compare our

work with the existing state-of-the-art technique for line-level defect prediction. In

our experiments, we thus answer four research questions as follows.

• RQ1: How does Bugsplorer perform at line-level defect prediction in terms of

classification performance and cost-effectiveness?

• RQ2: How do (a) the bidirectional representation of code elements (tokens and

lines) and (b) the optimization of the model to line-level defect prediction affect

Bugsplorer’s performance?

• RQ3: How does the choice of transformer architecture affect the performance

of Bugsplorer?

• RQ4: Can Bugsplorer outperform the existing state-of-the-art technique in

terms of classification performance and cost-effectiveness?
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Table 3.1: Summary of the benchmark datasets

Dataset Defectors LineDP

# Files 213,419 73,395

# Defective Files 93,668 (44%) 4,092 (6%)

# Defect-Free Files 119,751 (56%) 69,303 (94%)

Defective Lines in Defective Files 4% 0.34%

3.4.1 Experimental Datasets

To evaluate Bugsplorer, we use a benchmark dataset of Java software systems –

LineDP [20] and construct another dataset – Defectors [64] – with Python software

systems. These two datasets are large enough to facilitate a comprehensive evaluation

and diverse enough (e.g., 25 organizations, 18 domains, and two programming lan-

guages) to offer generalizability in findings. Table 3.1 provides the summary statistics

of our benchmark datasets.

LineDP is a large dataset for line-level defect prediction containing 32 software

releases from nine Java-based open-source software systems. Each release contains

731 – 8K files, 74K – 567K lines of code, and 58K – 621K code tokens. All bug reports

were retrieved from the JIRA Issue Tracking System (ITS) for each system. Then,

the authors collect the bug-fixing changes associated with each bug-reporting issue.

They also used the SZZ algorithm [101] to identify defect-inducing changes from the

bug-fixing changes. ‌LeClair et al. [102] suggest that the training set should contain

instances older than the testing set for an unbiased evaluation. Thus, we keep the

last release for each software system (total of 9) for testing, the second last release for

each system (total of 9) for validation, and the remaining early releases (total of 14)

for training. This provides ≈ 19K files for training, ≈ 10K for validation, and ≈ 24K

for testing.

Defectors is another dataset for line-level defect prediction that we constructed to

achieve the generalizability of our work. Even though there exist several benchmark

datasets for defect prediction, they are limited by several aspects. First, the perfor-

mance of deep-learning models often scales with the size of their dataset [103], [104].
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However, most of the existing datasets used in defect prediction might not be large

enough [93] (e.g., Kamei et al. [105], McIntosh et al. [106]). Second, these datasets

also suffer from the class imbalance problem containing only 5%-26% defective in-

stances [93], [105], [106]. Such an imbalance could lead to sub-optimal performance

with any deep-learning models. Third, these datasets were constructed either from a

small number of projects [106] or the projects from a single organization [93], [107].

Such a choice limits the capability of the models to generalize their performances

across different domains and organizations. Finally, most of the existing datasets are

constructed from Java-based software systems.

To mitigate the challenges with existing datasets and to achieve generalizability in

our findings, we constructed Defectors – a large-scale dataset containing both source

code and their defective lines from 24 popular Python projects across 18 domains

and 24 organizations. We carefully identify defective source code files and their code

changes, following five levels of noise filtration recommended in the literature [93],

[105], [106]. Our dataset contains ≈ 213K source code files (≈ 93K defective and

≈ 120K defect-free). We discuss our dataset construction process as follows.

Project Selection

Most of the existing datasets used in defect prediction are constructed using Java

projects. To diversify our datasets, we thus choose Python-based projects. Similar to

existing studies [93], we sort all the Python repositories on GitHub in descending order

using their star counts. Then, we manually investigate this ordered list of repositories

sequentially to find mature and high-quality repositories. We also wanted to ensure

that each repository contains sufficient bug-fix Pull Requests (PRs). The following

steps summarize our repository selection process2.

1. If a repository has less than 2000 PRs, we discard it considering it is not mature

enough.

2. From a mature repository, we identify all the bug-related labels (e.g., bug,

bugfix).

2Accessed: December 2, 2022
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3. We find the PRs that contains one of these labels. We accept the repository

if the number of such PRs is more than 100. We find 11 repositories with

consistently labeled PRs.

4. If the number of bug-fix PRs is less than 100, we attempt to find the issues

(a.k.a. bugs reports). In particular, we search for issues associated with one of

these labels and have a linked pull request resolving the issue. If the number

of such issues is more than 100, then we accept the repository. We find 12

repositories with consistent labeling and linked bug-fix PRs.

5. If the number of both PRs and issues are less than 100, we look for other

consistent ways of labeling issues. In particular, we read the titles of the most

recent 200 PRs and look for any consistent patterns. We find that the titles

of bug-fix PRs from one project start with a specific keyword (i.e., fix). The

titles of bug-fix PRs from another project consistently contain issue IDs from

a different bug report management website. We accept these two projects for

having such consistent patterns of labeling bug-fix PRs.

Following the steps above, we investigated the first 100 repositories from the or-

dered list (based on descending star count). From there, we ended up with a total

of 25 projects from various organizations and domains. Later, in our quality filtra-

tion stage, we discard a repository for having only one bug-fix commit matching our

criteria (see Section 3.4.1, Bug Inducing Commit Filtration). Table 3.2 enlists the

remaining 24 projects along with their domain and bug report management system.

Table 3.3 contains the ratio of defective and defect-free code changes in the projects.

Bug Fixing Commit Collection

During project selection, we identified the bug report management system of each

repository. We collect the bug-fixing commits from the repositories using that infor-

mation. From the 11 projects where bug-fix PRs are labeled with appropriate labels,

we collect the labeled PRs. From the 12 projects where issue reports are labeled with

appropriate labels, we first collect the issues and then collect their associated PRs.

We collect ≈ 39K bug-fix PRs from the 23 projects using these two approaches. For

the remaining two projects, we use slightly different approaches. getsentry/sentry
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Table 3.2: Description of the projects used in Defectors

Project Domain Bug Report
Management∗

Lightning-AI/lightning deep-learning labeled PR

ansible/ansible automation labeled PR

apache/airflow automation labeled issue

celery/celery task queue, messaging labeled PR

commaai/openpilot autonomous driving labeled PR

django/django web framework separate website

encode/django-rest-framework web framework labeled PR

explosion/spaCy natural language
processing

labeled PR

getredash/redash data science labeled PR

getsentry/sentry logging PR title

google/jax deep learning labeled issue

home-assistant/core internet of things labeled PR

huggingface/ transformers deep learning labeled issue

localstack/localstack cloud, serverless labeled issue

numpy/numpy data science labeled PR

pandas-dev/pandas data science labeled PR

psf/black development tool labeled issue

pypa/pipenv development tool labeled issue

python/cPython programming language labeled PR

python-poetry/poetry development tool labeled issue

ray-project/ray machine learning, deep
learning

labeled issue

scikit-learn/scikit-learn machine learning labeled issue

scrapy/scrapy crawling, scraping labeled issue

ultralytics/yolov5 deep learning, image
processing

labeled issue

Total ‌18 distinct domains

∗labeled PR = bug fixing PRs are uniquely labeled, labeled issue = bug reporting issues are
uniquely labeled, separate website = bug reports are managed in a separate website,

PR title = bug fixing PR titles have unique pattern
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Table 3.3: Number of defective, defect-free, and total source code documents used in
Defectors

Project Defective Defect-free Total

Lightning-AI/lightning 5,369 (48%) 5,793 (52%) 11,162

ansible/ansible 15,225 (35%) 28,340 (65%) 43,565

apache/airflow 4,788 (48%) 5,166 (52%) 9,954

celery/celery 805 (23%) 2,674 (77%) 3,479

commaai/openpilot 695 (44%) 885 (56%) 1,580

django/django 5,309 (47%) 5,934 (53%) 11,243

encode/django-rest-framework 269 (67%) 134 (33%) 403

explosion/spaCy 1,224 (50%) 1,231 (50%) 2,455

getredash/redash 170 (24%) 550 (76%) 720

getsentry/sentry 13,791 (37%) 23,694 (63%) 37,485

google/jax 443 (61%) 283 (39%) 726

home-assistant/core 21,535 (60%) 14,413 (40%) 35,948

huggingface/ transformers 658 (36%) 1,187 (64%) 1,845

localstack/localstack 925 (51%) 879 (49%) 1,804

numpy/numpy 466 (47%) 527 (53%) 993

pandas-dev/pandas 7,816 (50%) 7,766 (50%) 15,582

psf/black 228 (41%) 328 (59%) 556

pypa/pipenv 60 (50%) 61 (50%) 121

python/cPython 1,769 (24%) 5,507 (76%) 7,276

python-poetry/poetry 1,283 (57%) 949 (43%) 2,232

ray-project/ray 7,405 (42%) 10,336 (58%) 17,741

scikit-learn/scikit-learn 2,565 (51%) 2,434 (49%) 4,999

scrapy/scrapy 221 (52%) 204 (48%) 425

ultralytics/yolov5 649 (58%) 476 (42%) 1,125

Total 93,668 (44%) 119,751 (56%) 213,419

∗The values in the Defective, Defect-free, and Total columns are before creating train, validation,
and test splits

adopts a pattern where all bug-fix PRs start with the keyword – fix. Therefore, we

collect the PRs with such a pattern. Finally, django/django uses a separate Issue



33

Tracking System (ITS) website3 to manage their issues. In GitHub, its PRs contain

corresponding issue IDs from the ITS. We first collect the closed bug reports from

the ITS and then capture the corresponding PRs from GitHub. Once we have the

bug-fix PRs, we collect their merge commits as the bug-fix commits. This way, we

collect ≈ 51K bug-fix commits from the 25 projects.

Bug Inducing Commit Collection

In this step, we capture the bug-inducing commits (i.e., changes introducing a bug)

from the bug-fix commits using the SZZ algorithm [101]. Most of the studies in

defect prediction [93], [106]–[109] use the SZZ algorithm to identify the bug-inducing

changes. We use an implementation of the SZZ algorithm by the PyDriller tool [110].

This implementation takes a bug-fix commit as the input and returns a list of commits

that modify the defective lines in the input commit.

Bug Inducing Commits Filtration

The SZZ algorithm provides a considerable amount of false positives, i.e., identifies

defect-free commits as defective commits [107]. Thus, we apply a series of filtration

inspired by the literature [93], [105], [106] to minimize the number of false positives.

Filtration Using the Number of Linked Bug Inducing Commits: SZZ often

links several bug-inducing commits to a single bug-fix commit. This suggests that a

bug could occur due to non-coherent changes in hundreds or even thousands of files,

which is impractical. Therefore, existing studies discard the bug-fix commits that are

linked to too many bug-inducing commits [93], [105], [106]. Let inducer-count be the

number of bug-inducing commits linked to a single bug-fix commit. Keshavarz et al.

[93] suggest using Equation 3.4 as a threshold.

thresh(X) = mean(X) + std(X) (3.4)

In this work, we use a threshold of 14, derived from the above equation, to filter out

the noisy bug-fix commits.

3https://code.djangoproject.com
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Filtration Using the Number of Linked Bug-fix Commits: Let fixer-count

be the number of bug-fix commits linked to a single bug-inducing commit. If a bug-

inducing commit has a fixer-count greater than one, it suggests that the commit

induced multiple bugs in the project. Similar to inducer-count, we apply Equa-

tion 3.4 to fixer-count as well. Thus, we discard the bug-inducing commits with a

fixer-count higher than 7 – derived from the above equation.

Filtration Using the Size of Changed Code: If a commit changes a large

number of lines or files, it indicates that the commit might contain tangled changes.

During our manual analysis, we found several commits that modified even up to 1,000

files. Often these commits indicate some administrative tasks, such as merging several

related projects into a single repository. Therefore, existing studies [93], [106] filter

out the large commits. Similarly, we filter out the bug-inducing commits that have

more than 1000 changed lines or have touched more than 100 files.

Filtration Using the File Type: In this dataset, we focus specifically on Python

source code. Such a language constraint makes performing static analysis on source

code easy. It also helps us capture the structural information from source code (e.g.,

changed methods). Even though Python is the main language of all our projects,

they contain a small fraction of non-Python files (e.g., configuration files). Thus, we

filter out the commits that do not modify any Python file.

Filtration Using the Nature of Change: All the changes in a source code file

might not be bug-inducing. For instance, comments or code formatting changes

generally do not introduce new bugs. As done by existing studies [93], [108], [111], we

thus discard such trivial changes. Trivial changes do not modify the abstract syntax

tree (AST) of the source code. Therefore, to identify trivial changes, we compare the

AST of the source code before the commit to the AST after the commit. If both

ASTs are the same, the commit performs a trivial change and is thus discarded. Our

implementation of this filtration is tolerant of syntax errors. That is, if the source

code is not syntactically correct, our implementation will still generate partial AST

for comparison.
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After completing all these filtrations, we find that one project, namely – freq-

trade/freqtrade, contains only one bug-fix commit. We thus discard the project and

keep the remaining 24 repositories in our dataset.

Collecting and Sampling Defect-free Commits

We collect all the commits within the date range of the defective (i.e., bug-inducing)

commits from the same project. Then, we separate the defective commits from the

defect-free commits using the commit hashes. In software projects, defect-free com-

mits often outnumber defective commits by a large margin. Therefore, we down-

sample the defect-free commits to ensure a near 1:1 class ratio. We sample defect-free

commits from each project with a 95% confidence level and a 5% margin of error.

If a sample size is less than the number of defective commits, then we increase the

sample size to achieve parity. Finally, we discard the defect-free commits that do not

modify any Python file.

Construction of Training and Testing Data

We formalize our dataset by targeting line-level defect prediction from source code

documents. Here, the input is the content of a file after the commit. If the commit is

defective, the output is the list of added (i.e., defective) line numbers. Otherwise, the

output is an empty list. We make train, validation, and test sets based on both ran-

dom and timewise splitting approaches. In the random setting, we order the commits

randomly and take 10,000 commits for testing, 10,000 for validation, and the remain-

ing for training. In the timewise setting, we order the commits ascendingly based on

their commit time. Then we take the last 10,000 commits for testing, the second last

10,000 for validation, and the remaining for training. This way, we train the model

with older data and keep the latest data for evaluation and testing. The training splits

maintain a near 1:1 ratio of defective and defect-free instances, whereas test and val-

idation splits maintain the original distribution. In particular, we found that ≈ 7%

files in the codebase are defective and ≈ 4% lines are defective in the defective files.
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3.4.2 Evaluation Metrics

We evaluate Bugsplorer both as a classification and a retrieval technique. We use five

different performance metrics from the relevant literature [9], [20], [63] to evaluate

our technique. Among these metrics, AuROC and balanced accuracy evaluate the

classification performance, while recall@top20%LOC, effort@top20%recall, and initial

false alarm evaluate the cost-effectiveness of the technique.

Area under the Receiver Operating Characteristic

AuROC is a measurement of how well a model can discriminate between two classes.

The Receiver Operating Characteristic (ROC) curve is the ratio between the True-

Positive Rate (TPR) and the False-Positive Rate (FPR) [99]. AuROC is the area

under this curve. Mathematically, it is defined as

AuROC =

∫︂

1

t=0

TPR/FPR

=

∫︂

1

t=1

(︃

TP

TP + FN
/

FP

TN + FP

)︃ (3.5)

where t is the threshold to convert probability scores to binary classes, and TP , FN ,

TN and FP refer to True Positive, False Negative, True Negative, and False Positive

instances, respectively.

Balanced Accuracy

Traditional accuracy measure is often biased toward the majority class [9]. Balanced

accuracy mitigates this problem by putting equal weight on the True-Positive Rate

(TPR) and the True-Negative Rate (TNR) [100]. Mathematically, it is defined as

BA = (TPR + TNR) / 2

=

(︃

TP

TP + FN
+

TN

TN + FP

)︃

/ 2
(3.6)

Recall@Top20%LOC

This metric measures the ratio between the number of defective lines in the top 20%

suspicious lines (i.e., with high bug probability) and the total number of defective

lines [9]. A value of 1 for Recall@Top20%LOC means that all defective lines can
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be found within the top 20% suspicious lines marked by a technique. Assuming all

defective lines are distributed naturally, a random guessing model will achieve a score

of 0.20 for this metric. A metric value higher than 0.20 indicates that one can find

more defective lines with less effort by ranking defective lines higher in the list of

suspicious lines. Mathematically it is defined as

R@20 =

∑︁N20

i=1
Q(i)

Ndefective

Q(i) =

⎧

⎨

⎩

1, if li is defective.

0, otherwise.

(3.7)

whereN20 is 20% of the total number of lines, Ndefective is the total number of defective

lines, and li is the line with ith highest probability of being defective.

Effort@Top20%Recall

This metric measures the ratio between the number of suspicious lines we have to

investigate to find 20% of the defective lines and the total number of ranked lines [9].

A value of 1 for Effort@Top20%Recall means that to find all defective lines, all the

lines from the codebase need to be investigated as ranked by a technique. Assuming

all defective lines are distributed naturally, a random guessing model will achieve a

0.20 score for this metric. A lower metric value indicates one needs to put less effort

into finding the defective lines. Mathematically it is defined as

E@20 =
NB20

N
(3.8)

where NB20 is the number of lines to inspect to find 20% of the defective lines and

N is the total number of ranked lines.

Initial False Alarm

The Initial False Alarm (IFA) metric is the ratio between the number of misclassifi-

cations before the first true-positive and the total number of instances. A lower value

of IFA indicates that we have to put less effort into finding the defective lines.

‌
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3.4.3 Experiment Design and Hyper-Parameters

Tokenizer: We use a Byte-Pair Encoding (BPE) tokenizer that is pre-trained on

GitHub CodeSearchNet [112] dataset. The dataset contains ≈ 6M code snippets ac-

companied by documentation. Since the tokenizer is trained on code corpus (versus

natural language corpus), it encodes source code with 33-50% shorter length, com-

pared to that of GPT2 [83] or RoBERTa [90] tokenizer.

Encoder: For the two encoder stack in Line Encoder and Line Classifier, we use

RoBERTa [90] transformer architecture. We empirically find that RoBERTa performs

better for our research problem compared to other similar models (see Section 3.4.4).

We initialize learnable parameters of the encoder stack of the Line Encoder using

CodeBERTa pre-trained model from huggingface4. Similar to our tokenizer, this

model too is pre-trained with the CodeSearchNet dataset. We initialize the learnable

parameters of our second network, the Line Classifier, from normally distributed

random values with mean = 0 and standard deviation = 0.02.

Hyper-Parameters: The hyper-parameters we have used in our experiment can

be divided into two categories as described below.

Bugsplorer-specific parameters: During our experimentations, we set the

maximum number of tokens in a line to 16 (i.e., T = 16) as the threshold, which

covers 90% lines in Defectors and 99% lines in the LineDP dataset. Therefore, the

possibility of data loss due to the truncation is very low, which might justify our

choice. We set the maximum number of lines in a file to 512 (i.e., L = 512) as the

threshold. While splitting large files into multiple parts, we use 64 lines of overlap

(i.e., NO = 64). We make our train-validation-test datasets at the file level; thus,

multiple splits of the same file reside in the same dataset. This way, we ensure that

the overlapping between the splits does not affect our evaluation.

RoBERTa-specific parameters: We use 6 layers in the encoder stack (i.e.,

N = 6) in both the line encoder and line classifier. In the embedding layer, line

4https://huggingface.co/huggingface/CodeBERTa-small-v1
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encoder, and line classifier, we use hidden states of size 768 (i.e., dmodel = 768). We

use 12 attention heads to parallelize our training process. During the training, we

use the AdamW [97] optimizer with a learning rate of 5 × 10−5. These values are

inspired by state-of-the-art transformer models [67], [94], [113]. The detailed number

of parameters and configurations of different components in Bugsplorer can be found

in our replication package.

Hardware: Our experiments are run on two NVidia A100 GPUs with 40GB of

memory each. We use batches of 16 files in each step (i.e., 16 files × 512 lines ×

16 tokens = 131, 072 tokens). The average model training time is two days for the

Defectors dataset and one day for the LineDP dataset. The average evaluation time

is ≈ 12 minutes for the Defectors dataset (i.e., ≈ 72 milliseconds per file) and ≈ 25

minutes for the LineDP dataset (i.e., ≈ 62 milliseconds per file).

Computation of Evaluation Metrics: We compute the metric values by counting

all the lines from all the files. In other words, each line constitutes a sample in our

experiment. While computing the metric values, we discard the overlapping lines. In

particular, for each overlap of size NO = 64, we take NO/2 = 32 lines from the first

split and the next 32 lines from the next split. The number of lines in the test set is

≈ 5.6M in the random split of Defectors, ≈ 5.8M in the timewise split of Defectors,

and ≈ 4.5M in the LineDP dataset.

3.4.4 Evaluating Bugsplorer

Answering RQ1 – Performance of Bugsplorer

In this experiment, we evaluate Bugsplorer using five metrics in two different aspects

– classification and cost-effectiveness. Fig. 3.6 and Table 3.4 show the metric scores

from our experiment.

First, we explore the performance of Bugsplorer using the random split of the

Defectors dataset. For this dataset, Bugsplorer scores 0.77 for balanced accuracy

and 0.83 for AuROC. Such values indicate a very good capability of distinguishing

true positive instances (i.e., defective lines) from true negative instances (i.e., defect-

free lines). In the case of cost-effectiveness metrics, Bugsplorer achieves 0.69 for
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Table 3.4: Performance metric scores of Bugsplorer

Metric Defectors
(Random Split)

Defectors
(Timewise
Split)

LineDP LineDP
(Cross-Project
Split)

BalAcc ↑ 0.769 0.784 0.901 0.872

AuROC ↑ 0.829 0.841 0.920 0.892

Recall@20% ↑ 0.690 0.754 0.985 0.871

Effort@20% ↓ 0.025 0.027 0.037 0.036

IFA ↓ 0.000 0.000 0.006 0.004
∗ Up arrow (↑) indicates higher is better and down arrow (↓) indicates lower is better.

recall@20%LOC, which means with the help of our technique, an SQA engineer can

find 69% defective lines by only investigating 20% lines of the codebase. Similarly,

Bugsplorer archives 0.025 for effort@20%recall, which means to find the first 20%

defective lines, an SQA engineer has to investigate only 2.5% lines from the codebase.

Finally, an Initial False Alarm (IFA) score of ≈ 0.00 indicates a very minimal effort

to find the defective lines.

Even though the random split of the Defectors dataset provides an overview of the

capabilities of our technique, in the real world, Bugsplorer is meant to be trained on

historical data and can predict future data [102]. The timewise split of the Defectors

dataset and the LineDP dataset evaluates Bugsplorer in such scenarios. While the

timewise split of the Defectors dataset evaluates Bugsplorer using the latest instances

from all projects, the LineDP dataset evaluates Bugsplorer using the latest data from

each project. Looking at the metric scores, we see Bugsplorer continues to perform

well in timewise settings as well, interestingly, even better in some cases. For balanced

accuracy, Bugsplorer achieves metric scores 0.78–0.90, and for AuROC, it achieves

0.84–0.92. Such scores indicate Bugsplorer also retains its capability of distinguishing

in cross-project settings. Bugsplorer is cost-effective in timewise setting as well. For

recall@20%LOC, it scores 0.99 for the LineDP dataset, which means Bugsplorer can

help find nearly all defective lines by investigating only 20% of the suspicious lines.

For the effort@20%recall metric, Bugsplorer scores 0.027–0.037, which means an SQA

engineer has to investigate only 2.7%–3.7% suspicious lines to find 20% of the defective

lines. Finally, an Initial False Alarm (IFA) score of ≈ 0.00 – 0.01 indicates very
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Table 3.5: Effectiveness of Bi-directional Representation and Line-Level Optimization

Dataset Metric Bugsplorer BugsplorerFile DeepLineDP

Defectors
(Random
Split)

BA ↑ 0.769 0.603 0.610

AuROC ↑ 0.829 0.610 0.633

Recall@20% ↑ 0.690 0.320 0.324

Effort@20% ↓ 0.025 0.111 0.089

IFA ↓ 0.000 0.000 0.002

Defectors
(Timewise
Split)

BA ↑ 0.784 0.628 0.561

AuROC ↑ 0.841 0.630 0.518

Recall@20% ↑ 0.754 0.380 0.281

Effort@20% ↓ 0.027 0.085 0.105

IFA ↓ 0.000 0.000 0.000

LineDP

BA ↑ 0.901 0.605 0.538

AuROC ↑ 0.920 0.556 0.510

Recall@20% ↑ 0.985 0.251 0.224

Effort@20% ↓ 0.037 0.167 0.191

IFA ↓ 0.006 0.006 0.007

can significantly reduce costs even in cross-project settings.

Summary of RQ1: Bugsplorer shows promising results for line-level defect

prediction with a balanced accuracy up to 0.90 and an AuROC up to 0.92. It

can also rank the first 20% of the defective lines from the codebase within the

top 2-3% of its suspicious lines, which is promising.

Answering RQ2 – Effectiveness of Bi-directional Representation of Code

Contexts and Line-Level Optimization

In this experiment, we analyze the effectiveness of (a) generating bidirectional rep-

resentations of code elements (e.g., tokens and lines) instead of concatenating two

unidirectional representations and (b) line-level optimization during model train-

ing. To do so, we introduce a new variant of Bugsplorer – BugsplorerFile, which is

trained with the objective of file-level defect prediction. We compare (a) DeepLineDP
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and BugsplorerFile to determine the effectiveness of bidirectional representation and

(b) BugsplorerFile and Bugsplorer to determine the effectiveness of line-level opti-

mization during model training. Table 3.5 shows the performances of Bugsplorer,

BugsplorerFile, and DeepLineDP. Fig. 3.7 illustrates their performances using box-

plots. Since, for certain metrics, increments are better, while for other decrements

are better, we use the terms better performance or worse performance during our dis-

cussion. We also mark them using up-arrow and down-arrow in Table 3.5 respectively.

BugsplorerFile uses a transformer model to encode source code elements (e.g.,

tokens or lines), where DeepLineDP [9] uses a Recurrent Neural Network (RNN)

model. Using a transformer model lets BugsplorerFile focus on surrounding tokens

from both sides of a token simultaneously, leading to bidirectional representations of

the lines. On the contrary, DeepLineDP generates two unidirectional representations

of each line (one is left to right, and the other is right to left) and then concate-

nates them to generate a representation of the lines. Therefore, any difference in the

performances of BugsplorerFile and DeepLineDP can be attributed to generating bidi-

rectional representations. While comparing the performance between BugsplorerFile

and DeepLineDP from Table 3.5, we see that in most cases, BugsplorerFile shows

better performance. For the timewise split of Defectors, BugsplorerFile shows 12-35%

better scores in balanced accuracy, AuROC, recall@20%LOC, and effort@20%recall

metrics. Similarly, for the LineDP dataset, BugsplorerFile shows 9-15% better perfor-

mance in all metrics. Finally, we see a mixed trend for the random split of Defectors.

DeepLineDP shows a 1-3% better performance for balanced accuracy, AuROC, and

recall@20%LOC metrics, which are marginally better. For the effort@20%recall met-

ric, DeepLineDP archives 24% better performance (actual metric score reduced by

only 0.022). Nonetheless, for the initial false alarm metric (lower is better), the score

of DeepLineDP increased from ≈ 0.0 to 0.002. This means to find the first defective

lines with DeepLineDP, one has to investigate 0.2% lines of the codebase, while the

amount is ≈ 0% for Bugsplorer. Given the evidence above, our choice of generating

bidirectional representation using a transformer network might be justified.

While BugsplorerFile is trained with a file-level defect prediction objective,

Bugsplorer is trained with a line-level defect prediction objective. Therefore, any dif-

ference in their performances can be attributed to their optimization level. Table 3.5
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shows that Bugsplorer outperforms BugsplorerFile in nearly all metric scores across

all datasets. For balanced accuracy, Bugsplorer shows 25-49% better performance,

while for AuROC, the improvement is 33-65%. Such improvements imply that the

line-level optimization during model training (i.e., Bugsplorer) leads to better classi-

fication performance with a strong capability of discriminating between defective and

defect-free lines. In cost-effectiveness metrics, we see even bigger improvements. The

line-level optimization in defect prediction achieves 98-292% better scores in terms

of recall@20%LOC metric. Similarly, the effort@20%recall score is 68-78% better.

Finally, the initial false alarm score is the same for both variants across all datasets.

All these improvements in metric scores suggest that line-level optimization is a much

better choice than file-level optimization during model training, which justifies our

choice.

Summary of RQ2: Both the bi-directional representation of code elements

and the line-level defect prediction objective lead to better performance in our

technique. Given all the evidence above, our choices regarding token represen-

tation and model optimization might be justified.

Answering RQ3 – Impact of the Choice of Transformer Architecture on

Bugsplorer

In this experiment, we investigate how our choice of the transformer architecture in

the encoder stack affects the performance of Bugsplorer. In particular, we experi-

ment with three popular transformer-based encoder architectures – RoBERTa [90],

BERT [79], and T5 [84]. Among them, RoBERTa is the default choice of Bugsplorer.

We choose these three architectures because of their extensive use in the software

engineering domain and state-of-the-art performances with relevant benchmarks like

CodeSearchNet [112] and CodeXGLUE [114]. To initialize the learnable parameters

of Line Encoder (Section 3.3.3), we use CodeBERT [94] for BERT, CodeBERTa for

RoBERTa, CodeT5 [67] for T5. All of these models were pre-trained with the Code-

SearchNet dataset. The Line Encoder produces encoding for each line and passes

it to the Line Classifier to predict whether a line is defective or not. We initialize

the learnable parameters of Line Classifiers using normally distributed random values
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Table 3.6: Performance of Bugsplorer with different transformer architectures

Dataset Metrics RoBERTa BERT T5

Defectors
(Random Split)

BA ↑ 0.769 0.769 0.709

AuROC ↑ 0.829 0.828 0.795

Recall@20% ↑ 0.690 0.690 0.572

Effort@20% ↓ 0.025 0.025 0.029

IFA ↓ 0.000 0.000 0.000

Defectors
(Timewise Split)

BA ↑ 0.784 0.778 0.710

AuROC ↑ 0.841 0.845 0.791

Recall@20% ↑ 0.754 0.754 0.577

Effort@20% ↓ 0.027 0.027 0.036

IFA ↓ 0.000 0.000 0.000

LineDP

BA ↑ 0.901 0.849 0.909

AuROC ↑ 0.920 0.897 0.914

Recall@20% ↑ 0.985 0.871 0.995

Effort@20% ↓ 0.037 0.037 0.034

IFA ↓ 0.006 0.006 0.006

in all variants. Note that even though a T5 model contains both an encoder and a

decoder, we use only the encoder part in our work. Table 3.6 shows the performance

of Bugsplorer with these three transformer architectures. Since, for some metrics,

increments are better while for other decrements are better, we use the terms better

performance or worse performance, respectively, in our discussion. We also mark

them using up-arrow and down-arrow in Table 3.6 respectively.

When comparing BERT with RoBERTa, there is no clear winner. In most cases,

they achieve nearly the same performance. Even when their scores differ, the differ-

ence is only marginal in a few cases. In particular, for the random split of Defec-

tors, both of them achieve the same scores for balanced accuracy, recall@20%LOC,

effort@20%recall, and initial false alarm metrics. Only for the AuROC metric,

RoBERTa shows 0.2% worse performance, which is marginal. For the timewise

split of Defectors, the performance of RoBERTa varies from 0.5% worse to 0.8%

better in balanced accuracy, AuROC, recall@20%LOC, and effort@20%recall met-

rics. For the initial false alarm metric, the score remains the same. For the LineDP



46

dataset, RoBERTa shows 2-12% better performance in balanced accuracy, AuROC,

and recall@20%LOC metrics. Both architectures achieve the same performance for

effort@20%recall and initial false alarm metrics. Considering the trend in these met-

ric scores, we see that the performance of RoBERTa is marginally better than that

of BERT. Since the RoBERTa model is a successor of the BERT model, such a trend

in their performances might be expected.

When comparing RoBERTa with T5, RoBERTa consistently performs better than

T5 for both of the Defectors datasets but shows dissimilar patterns for the LineDP

dataset. For the random split of Defectors, RoBERTa shows 4-17% better perfor-

mance in balanced accuracy, AuROC, recall@20%LOC, and effort@20%recall metrics.

For the timewise split of Defectors, RoBERTa consistently shows better performance

(6-34%) for balanced accuracy, AuROC, recall@20%LOC, and effort@20%recall met-

rics. However, for the LineDP dataset, we see some mixed trends. RoBERTa

shows 1% worse performance in balanced accuracy and recall@20%LOC metrics while

achieving 1% better performance for the AuROC metric. Nonetheless, for the ef-

fort@20%recall metric, RoBERTa shows 9% worse performance. Finally, for the ini-

tial false alarm, both of the architectures perform the same across all datasets. Thus,

T5 and RoBERTa show mixed performance trends in the LineDP dataset, whereas

T5 consistently performs worse in the Defectors dataset. Since T5 is designed for

both encoding and decoding, whereas RoBERTa is specialized for encoding, such

performance differences among them might be explainable.

Summary of RQ3: RoBERTa shows a mixed result when compared to T5,

and comparable performance when compared to BERT. Such findings indicate

that even though having two transformer models is essential in our technique,

the choice of their architecture does not consistently impact Bugsplorer. It

further confirms that the performance of Bugsplorer comes from its bidirectional

representation and line-level optimization.

Answering RQ4 – Comparison with the Existing Baseline Technique

In this research question, we compare Bugsplorer with the state-of-the-art tech-

nique for line-level defect prediction. In particular, we compare Bugsplorer with
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for the initial false alarm metric, Bugsplorer shows 0-97% better performance. Thus,

Bugsplorer has significantly better classification capability than the baseline while

being more cost-effective at the same time.

Similar to Bugsplorer, DeepLineDP uses a hierarchical structure of neural net-

works. However, it uses two RNNs (inherently GRUs) to build the model, whereas

Bugsplorer uses two transformer networks based on the RoBERTa architecture [90].

Due to a sequential architecture like RNN, DeepLineDP can represent a line only uni-

directionally, either from left to right or right to left. Then it concatenates these two

representations to make a bidirectional representation. On the contrary, Bugsplorer

can directly make a bidirectional representation of a line via the Line Encoder (Sec-

tion 3.3.3). Furthermore, during the training phase, Bugsplorer is optimized for

line-level defect prediction, whereas DeepLineDP is optimized for file-level defect

prediction. Both of these novel contributions (i.e., bidirectional representation and

line-level optimization) are proven to be beneficial in RQ2. Thus, Bugsploer’s better

performance over DeepLineDP is explainable.

Summary of RQ4: Bugsplorer outperforms the state-of-the-art technique for

line-level defect prediction. Bugsplorer is 26-68% more accurate in predicting

the defective lines from source code. It can also reduce the effort in finding

defective lines by 72-81%

‌

3.5 Prototype

In this section, we discuss our web-based prototype for the Bugsplorer technique. It

provides easy access to our technique to the end-users and provides various features

to find defective lines. Fig. 3.8 shows the user interface of our tool. The prototype

consists of three components, Web-based Front End, Application Server, and Defect

Predictor, described below.
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First, it performs the pre-processing on the source code as outlined in Section 3.3.1.

During this pre-processing, the source code document is divided into lines, and each

line is divided into tokens. Then, each token is encoded (i.e., mapped) to an integer

value denoting that token. After the tokenization and encoding, it calls the appropri-

ate defect predictor based on the provided programming language name. The defect

predictor returns the probability of each source code line being defective. Based on

these probability values, the application server generates the ranked list of vulnerable

lines and returns them to the front end.

3.5.3 Defect Predictor

The defect predictor represents our Bugsplorer technique. It comes in two variants

– Python and Java. The application server is responsible for calling the appropriate

defect predictor based on the information provided by the front end. Both of these

defect predictors work the same way, but their underlying models are trained on two

different datasets. While the defect predictor for Python is trained on the Defec-

tors [64] dataset, the defect predictor for Java is trained on the LineDP dataset [20].

As described in the Methodology (Section 3.3), it comprises a hierarchical structure of

transformer networks containing Embedding, Line Encoder, and Line Classifier sub-

components. Using these sub-components, the defect predictor analyzes the defect-

proneness measure of each line from the source code document. These measures are

then captured by the application server and sent to the front end of the prototype.

3.6 Threats To Validity

Threats to internal validity relate to experimental errors and biases. Re-

implementation of the existing techniques could pose a threat. However, while im-

plementing the DeepLineDP technique [9], we use the replication package provided

by the authors. Possible errors in the implementation of our technique could also

pose a threat. To avoid such errors, we carefully developed the technique with several

rounds of revision followed by rigorous testing. Therefore, the threats to the internal

validity posed by Bugsplorer might be minimal.
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Threats to construct validity are factors that may affect how well a test or

measure assesses what it is supposed to measure. We use five evaluation metrics

to evaluate Bugsplorer in both classification and cost-effectiveness aspects. Given

the severe class imbalance in datasets (less than 1% defective lines), we chose the

metrics that are minimally affected by class imbalance. Furthermore, these metrics

were also widely used by similar prior works [9], [20], [21]. The reliability of the

datasets used is another threat since some bug-fix commits might make additional

changes. To minimize the threat, we perform five levels of filtration suggested in

the literature [93], [105] to ensure good quality of the commits. Since Bugsplorer

only takes a single file as input, its capability of finding defects that span multiple

files (e.g., incorrect API use) might pose a threat. However, Bugsplorer learns to

predict defective lines based on previous mistakes. Thus, it could detect some of such

defects if the training dataset contains similar instances. In other words, even though

Bugsplorer accepts single-file input, it could identify defects related to external files.

Nonetheless, we acknowledge that our technique might be limited in this regard.

Threats to external validity relate to the generalizability of our technique. We

evaluate Bugsplorer using two datasets constructed from Python and Java software

systems. These datasets contain 33 software systems in total. Furthermore, the

software systems in the Python dataset – Defectors – are from 18 application domains

and 24 organizations. Thus, our evaluation using these large and diverse datasets

could mitigate the threats to external validity.

3.7 Manual Analysis

In this section, we perform a qualitative analysis to investigate in which scenarios

Bugsplorer shines and in which it struggles. In particular, we categorized the pre-

dictions as false positives, false negatives, true positives, and true negatives. Then,

we analyze 100 random samples from each category to find interesting patterns. We

summarize our findings below.
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False Positives

The most common pattern in this category is the use of long comments that look

like code. In particular, more than half of our samples (52) have comments spanning

three or more lines. Example 1 in Table 3.7 shows such a case where an IPython

code example is added as a comment and spans eight lines. Embedding structural

information with the source code [19], [113] might mitigate such issues. Another

common pattern (Example 2) is the use of valid but rare syntax. Declaring a class

within a class is a valid but rarely used Python syntax. Therefore, Bugsplorer

might predict it as a defective line since it learns from common patterns in the

training data. In the future, training the model with code examples from the official

documentation of the programming language might mitigate the issue.

False Negatives

The most common pattern in the group is the code that depends on the environment.

It is hard to know whether such code is defective or not just by looking at the code

(a.k.a. extrinsic bug) [116]. Some common examples of such a pattern are reading

environment variables, reading a file, or programs concerning operating systems or

software versions (Example 3). Nearly one-fifth of our samples from this group (21)

follow this pattern.

True Positives

An interesting finding is that Bugsplorer cannot only find bugs in various program-

ming languages (e.g., Python or Java), but it also knows the common tools. For

instance, Example 4 shows a git command that uses the missing=print option, which

is added in version 2.22. Bugsplorer identifies the corresponding line as defective. The

fixed version of that code5 also reflects the issue. Another interesting finding is that

Bugsplorer is precise in identifying blocks of defective lines (Example 5). Bugsplorer

is good at identifying security vulnerabilities as well. Example 6 shows a case where

the password is hardcoded, whereas it should be read from some configuration file.

Bugsplorer was able to pinpoint the line containing this security vulnerability.

5https://bit.ly/3LnpaXj
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Table 3.7: Examples of classification by Bugsplorer

Eg Category Code∗

1 FP 1 >>> from torch import Tensor

2 >>> class ExampleModule(DeviceDtypeModuleMixin):

3 ... def __init__(self , weight: Tensor): <---

4 ... super().__init__ ()

5 ... self.register_buffer(’weight ’, weight)

6 >>> _ = torch.manual_seed (0)

7 >>> module = ExampleModule(torch.rand(3, 4))

8 >>> module.weight #doctest: +ELLIPSIS

2 FP 1 class ApiKeyForm(forms.ModelForm):

2 allowed_origins = OriginsField(label=_(’Allowed Domains ’),

required=False ,

3 help_text=_(’Separate multiple entries with a newline.’))

4

5 class Meta: <---

6 model = ApiKey

7 fields = (’label ’, ’scopes ’)

3 FN 1 elif is_path:

2 if compat.PY2:

3 # Python 2

4 f = open(path_or_buf , mode) <---

5 elif encoding:

6 # Python 3 and encoding

7 f = open(path_or_buf , mode , encoding=encoding)

8 else:

9 # Python 3 and no explicit encoding

10

4 TP 1 # Now we need to find the missing filenames for the subpath we

want.

2 # Looking for this ’rev -list’ command in the git --help? Hah.

3 cmd = f"git -C {tmp_dir} rev -list --objects --all --missing=

print -- {subpath}" <---

4 ret = run_command(cmd , capture=True)

5 TP 1 try {

2 // delete done file

3 boolean deleted = operations.deleteFile(doneFileName); <---

4 log.trace("Done file: {} was deleted: {}", doneFileName ,

deleted); <---

5 if (! deleted) { <---

6 log.warn("Done file: " + doneFileName + " could not be

deleted"); <---

7 }

8 } catch (Exception e) {

9 handleException(e);

10 }

6 TP 1 properties.setProperty("user","cloud");

2 properties.setProperty("password","scape"); <---

∗A left arrow (<---) indicates the predicted buggy line.
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True Negatives

Unfortunately, finding any pattern within this group is hard since it contains all the

correctly classified defect-free code.

3.8 Related Work

In this section, we discuss the related work on defect prediction from the following

four perspectives.

3.8.1 Defect Prediction at Different Levels of Granularity

Defect prediction has been a popular research topic for the last few decades. Defects

can be predicted at different granularity levels such as module [15], [16], file [18], [117],

method [19], [118], and commit [21], [63], [105], [106], [119]–[121]. Finding the actual

lines of code that contain defects still consumes significant effort from developers.

Two recent independent studies by Wan et al. [122] and Pornprasit et al. [9] showed

that practitioners could benefit from fine-grained defect prediction such as line-level

defect prediction. It can help developers focus their SQA efforts on the vulnerable

parts of the source code.

3.8.2 Machine Learning Approaches for Defect Prediction

Machine learning approaches for defect prediction primarily rely on different metric

scores to identify defective entities (e.g., file or commit). Kamei et al. [105] perform

a large-scale study on change-level defect prediction using six open-source and five

closed-source projects. They are the first to coin the phrase just-in-time (JIT) defect

prediction. They proposed a total of 14 metric scores to predict defects at the file level

with a logistic regression model. McIntosh et al. [106] conduct a time-series analysis

on JIT defect prediction using two rapidly evolving projects. They extract 17 code

properties and showed that the importance of these code properties in predicting the

defective commits change over time. Jiang et al. [109] attempt to personalize defect

prediction for different developers. They used bag-of-words and characteristics vector

(i.e., count of each node type in AST) to predict the defects at the file level. Even
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though these works lay the ground for further defect prediction research, they are

often limited by their coarse granularity and mediocre performance.

3.8.3 Deep Learning Approaches for Defect Prediction

Previous deep learning-based defect prediction models used various architectures to

extract semantic and syntactic features from source code. Wang et al. [25] proposed

a Deep Belief Network (DBN) architecture that represents a source code document

using semantic features derived from the Abstract Syntax Tree (AST). Li et al. [26],

[27] proposed a Convolutional Neural Network (CNN) architecture that learns the

semantic and structural features of source code documents from the token sequences

and the AST, Program Dependency Graph (PDG) and Data Flow Graph (DFG).

Dam et al. [28] and Zou et al. [29] individually proposed a Long Short-term Memory

(LSTM) architecture that can learn the semantic and syntactic features of source

code documents from the token sequences and the CFG. However, these models only

predicted defects at the file level, which is too coarse-grained. In contrast, our deep

learning-based approach predicts defects at the line level and thus can identify defec-

tive lines of source code.

3.8.4 Line-Level Defect Prediction

Prior studies attempt to predict defects at the line level using various approaches, in-

cluding static analysis [35]–[39]. However, static analysis tools produce too many

false positive results [105] as well as false negative results [45]. In the last few

years, line-level defect prediction with an explainable model has been popular. Wat-

tanakriengkrai et al. [20] train a model to predict defects at the file level. Then, they

attempt to explain the predictions of the model using LIME [34]. LIME provides im-

portance values for each input (i.e., tokens), which, in turn, is used to find defective

lines containing highly important tokens. Later, Pornprasit et al. [21] adapted this

technique to identify defective lines from commit diffs. Recently, Pornprasit et al. [9]

proposed DeepLineDP that trains a Gated Recurrent Unit (GRU) model [73] with

attention mechanism [33] to predict defects at the file level. Then, they rank the lines

with highly attended tokens as the candidate defective lines. The core limitation of
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these approaches is that their models learn with a file-level defect prediction objec-

tive. That is, these models originally learn to predict whether a file is defective or

not. Therefore, their attention or importance values might not be targeted towards

a buggy line and its surrounding lines but rather be scattered over the whole file. As

a result, when these values are later used to predict defects at the line level, their

performance could be sub-optimal. On the contrary, Bugsplorer directly learns to

predict defects at the line level and thus can focus on a finer-grained context of each

line.

3.9 Summary

To summarize, in this study, we propose a novel transformer-based technique to

predict defects at the line level. Our evaluation with five performance metrics shows

that Bugsplorer has a very good capability of predicting defective lines with 26-72%

better accuracy than the state-of-the-art technique. It can rank the first 20% defective

lines within the top 1-3% vulnerable lines of the codebase. Thus, Bugsplorer has the

potential to significantly reduce SQA costs by ranking defective lines higher. While

Bugsplorer identifies certain parts of the code as buggy, it could be less helpful without

any meaningful explanation [23]. Thus, in Chapter 4, we propose a novel technique

to generate natural language explanations for software defects by learning from a

large corpus of defect-fixing commits. Our evaluation using three performance metrics

shows that Bugsplainer can generate understandable and good explanations according

to Google’s standard and can outperform multiple baselines from the literature.



Chapter 4

Bugsplainer: Explaining Software Defects Leveraging Code

Structures in Neural Machine Translation

Our first study in Chapter 3 proposes Bugsplorer that can predict defects at the line

level accurately and cost-effectively. However, these predictions could be less helpful

without any meaningful explanation about the defects [23]. In this study, we propose

Bugsplainer, a transformer-based generative model that generates natural language

explanations for software defects leveraging structural information and defective pat-

terns from the source code. Our evaluation using three performance metrics shows

that Bugsplainer can generate understandable and good explanations according to

Google’s standard and can outperform multiple baselines from the literature. We

also conducted a developer study involving 20 participants where the explanations

from Bugsplainer were found to be more accurate, more precise, more concise, and

more useful than the baselines.

The rest of this chapter is organized as follows. Section 4.1 introduces the study

by outlining current solution for the problem, addressing the gap in the literature, and

our contribution. Section 4.2 illustrates the usefulness of our technique with a moti-

vating example. Section 4.3 presents our proposed technique for explaining software

defects leveraging code structure in neural machine translation. Section 4.4 discusses

our experimental design, datasets, and evaluation results. Section 4.5 introduces a

working prototype of our study. Section 4.6 identifies possible threats to the validity

of our work. Section 4.7 discusses the existing studies related to our research. Finally,

Section 4.8 summarizes this study.

4.1 Introduction

A software bug is an incorrect step, process, or data definition in a computer program

that prevents the program from producing the correct result [1]. Bug resolution is one

of the major tasks of software development and maintenance. According to several

57
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studies, it consumes up to 40% of the total budget [4] and costs the global economy

billions of dollars each year [3], [24].

When a defect prediction tool predicts a software bug, the assigned developer at-

tempts to understand the source code responsible for the bug and then corrects the

code. Over the last five decades, there have been numerous approaches to automati-

cally find the location of a bug [24], [123]. However, they often identify specific parts

of the code as buggy without offering any meaningful explanation [23]. Developers

are thus generally responsible for understanding a bug from the identified code before

making any changes. Understanding bugs by looking at the code claims significant

debugging time. Developers spend ≈ 50% of their time comprehending the code dur-

ing software maintenance [10]. However, neither many studies attempt to explain the

bugs in the source code to the developers, nor are they practical and scalable enough

for industry-wide use [23], [24].

Explaining a bug in the software code is essential to fix the bug, but a highly

challenging task. Many static analysis tools such as FindBugs [35], PMD, SonarLint,

PyLint, and pyflakes [39] employ complex hand-crafted rules to detect the bugs and

vulnerabilities in software code. They use pre-defined message templates to explain

the bugs and vulnerabilities upon detection. Unfortunately, their utility could be

limited due to their high false-positive results and the lack of actionable insights in

their explanations [40]–[42]. In particular, their explanations are often too generic

and unaware of the context due to their pre-defined, templated nature [44]. Thung

et al. [45] also suggest that static analysis tools suffer from a large number of false

negative results, which could leave the software systems vulnerable to bugs.

Unlike traditional, rule-based approaches (e.g., static analysis tools), explaining

software bugs can be viewed as a translation task, where the buggy code is the source

language and the corresponding explanation is the target language. In recent years,

machine translation, especially neural machine translation (NMT) [31], has found nu-

merous applications in several domains [79], [84]. NMT has also been used in different

software engineering tasks including, but not limited to, code summarization [46],

[47], code comment generation [124], [125], and commit message generation [53]–[56].

Traditional NMT models often consist of two items: encoder and decoder. The en-

coder first converts the words of the source language into an intermediate numeric
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representation. Then the decoder generates the target words one by one using the

intermediate representation and previous words from the generated sequence [31].

However, explanation generation from the buggy source code using neural machine

translation poses two major challenges.

Understanding the structures of source code: Natural language is loosely

structured, which exhibits phenomena like ambiguity and word movement [31]. Word

movement is the appearance of words in a sentence in different orders but still being

grammatically correct. On the contrary, programming languages are more structured,

syntactically restricted, and less ambiguous [60]. From the two programs having the

same vocabulary, one could be buggy, and the other could be correct due to their

structural differences (e.g., 4.3b, 4.3c). Thus, capturing and understanding code

structures is essential to explaining the buggy code. Unfortunately, traditional NMT-

based techniques often treat source code as a sequence of tokens and thus might fail

to capture the structures of source code properly [61].

Understanding and detecting buggy code patterns: From a high-level per-

spective, NMT models translate words from the source language into words from the

target language. However, to generate explanations from the buggy code, the model

must accurately reason about the bug from the buggy code and its structures. Such

reasoning is non-trivial and warrants the model to know buggy code patterns. Tradi-

tional NMT models might not be sufficient to tackle all these challenges due to their

simplified assumptions about sequential inputs and outputs. According to Ray et al.

[62], buggy code is less repetitive (a.k.a. unnatural) than regular code, which could

exacerbate the above challenges.

In this study, we propose Bugsplainer, a novel transformer-based generative model

that generates natural language explanations for software bugs by learning from a

large corpus of bug-fix commits (i.e., commits that correct bugs). Our solution can

address the above challenges, which makes our work novel. First, Bugsplainer can

leverage code structures in explanation generation by applying structure-based traver-

sal [47] to the buggy code. Second, we train Bugsplainer using both buggy source

code and its corrected version, which helps the model to understand and detect buggy

code patterns during its explanation generation for the buggy code.

We train and evaluate Bugsplainer with ≈ 150K bug-fix commits collected from
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GitHub using three different metrics – BLEU [65], Semantic Similarity [66] and Ex-

act Match. We find that the explanations from Bugsplainer are understandable and

good. We compare our technique with four appropriate baselines – pyflakes [39],

CommitGen [53], NNGen [56], and Fine-tuned CodeT5 [67]. Bugsplainer outper-

forms all four baselines in all metrics by a statistically significant margin. One major

strength of Bugsplainer is understanding the structure of the code and buggy code

patterns, where the baselines might be falling short. To further evaluate our work,

we conducted a developer study involving 20 developers from six countries, where the

identities of both our tool and the baselines were kept hidden. The study result shows

that explanations from Bugsplainer are more accurate, more precise, more concise,

and more useful compared to that of the baselines.

We thus make the following contributions in this study:

(a) A novel transformer-based technique, Bugsplainer, that can explain software

bugs by leveraging the structural information and buggy code patterns from

source code.

(b) A novel pre-training technique, namely – Discriminatory Pre-training, that is

shown to be effective in generating better explanations.

(c) A benchmark dataset containing ≈ 150K instances of buggy code, corrected

code, and corresponding explanations written by human developers. To the

best of our knowledge, this is the first benchmark of its kind.

(d) A comprehensive evaluation and validation of the Bugsplainer technique using

both popular performance metrics (e.g., BLEU score) and a developer study.

(e) A replication package that includes our working prototype, experimental

dataset, and other configuration details for the replication or third-party reuse1.

4.2 Motivating Example

To demonstrate the capability of our technique – Bugsplainer, let us consider the

example in Fig. 4.1. The code snippet is taken from beetbox/beets repository at

1https://bit.ly/3H7R1aI
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expresses no unnecessary information. Moreover, we see that in the fixed version of the

code (Fig. 4.1), an if condition was used to check whether the HTML fragment exists

(i.e., lyrics were found) or not, which reflects the solution implied by our explanation.

4.3 Methodology

Fig. 4.2 shows the schematic diagram of our proposed technique – Bugsplainer –

for explaining software defects in natural language. We discuss different steps of our

technique in detail as follows.

4.3.1 Extract Buggy and Bug-free AST Nodes from Commit

First, we construct Abstract Syntax Trees (ASTs) of both buggy and bug-free code

using the information from a bug-fix commit. A bug-fix commit contains the bug-free

version of the code while being connected to its parent commit containing the buggy

version. From these two versions of the source code, we construct two different ASTs

– the buggy AST (Step 1a, Fig. 4.2) and the bug-free AST (Step 1b, Fig. 4.2). A

commit also references removed lines (i.e., buggy lines) and added lines (i.e., bug-fix

lines). Using these line numbers, we extract the buggy nodes from the buggy AST

(Step 2a, Fig. 4.2) and bug-free nodes from the bug-free AST (Step 2b, Fig. 4.2). If

a multi-line expression touches these line numbers, we extract the whole expression

node (Line 11, Algorithm 1). Besides the affected lines, the contextual information

(e.g., surrounding lines) often provides useful clues about why the code was changed.

Asaduzzaman et al. [126] suggest that three lines of code around a target line might

be sufficient to capture the contextual information. While extracting the buggy and

bug-free nodes, we thus also extract the nodes representing three lines above and

below the changed lines in the code.

‌

4.3.2 Generate diffSBT Sequence

In this step, we convert the buggy and bug-free AST nodes into diffSBT sequences

(i.e., preserve structural information) using the diffSBT algorithm (Step 3, Fig. 4.2).
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Algorithm 1 Generate diffSBT sequence from commit diff

1: function diffSBT(c) ▷ Generate diffSBT sequence for commit

2: buggyAST ← BuildAST(c.buggyCode)

3: bugfreeAST ← BuildAst(c.bugFreeCode)

4: buggyNodes ← Intersections(buggyAST, c.removed)

5: bugfreeNodes ← Intersections(bugfreeAST, c.added)

6: return SBT(buggyNodes) + ⟨/s⟩ + SBT(bugfreeNodes)

7: end function

8: function Intersections(r, ln)

9: nodes ← ϕ ▷ Initialize nodes with an empty list

10: for all n in r do ▷ Get intersections for all nodes in r

11: if IsInside(n, ln) or IsExpression(n) then

12: Append(nodes, n)

13: else if StartsInside(n, ln) then ▷ Keep n but prune the children outside ln

14: n.children ← IntersectingChildren(n, ln)

15: Append(nodes, n)

16: else if EndsInside(n, ln) then ▷ Node n starts before the ln. Return only the

children of n that intersect with ln.

17: children ← IntersectingChildren(n, ln)

18: Append(nodes, children)

19: end if

20: end for

21: return nodes

22: end function

23: function IntersectingChildren(r, ln)

24: children ← ϕ

25: for all n in r.children do

26: if HasIntersection(n, ln) then

27: node ← Intersections(ch, ln)

28: Append(children, node)

29: end if

30: end for

31: return children

32: end function
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to its pre-train dataset (CodeSearchNet), this RoBERTa tokenizer has common code

elements in its vocabulary, which can reduce the length of tokenized code sequence by

30%-45% [67]. We use this tokenizer to tokenize and encode the inputs (e.g., diffSBT

sequence) and decode the outputs (e.g., commit message). In the following sections,

we describe the training phase in detail.

Discriminatory Pre-training

Pre-trained language models have been found to be effective in improving many natu-

ral language understanding tasks (e.g., news title generation, question-answering) [79],

[84]. During pre-training, a model acquires a general knowledge about a domain which

allows it to understand the input (e.g., text, image) [84]. In natural language process-

ing, pre-training is often performed in an unsupervised fashion (e.g., Word2Vec [127],

missing token prediction [79]). However, many domains also use supervised pre-

training (e.g., Multi-Task Learning [67], [84]). Bugsplainer uses both unsupervised

and supervised pre-training to equip the model with a comprehensive understanding

of the programming language and its bugs.

We use a pre-trained model – CodeT5 [67] – to perform our discriminatory pre-

training with buggy and bug-free code. CodeT5 is a transformer model based on

the Text to Text Transfer Transformer (T5) architecture [30], [84]. It has two ver-

sions – 60M parameters and 220M parameters. We use the 60M parameter version

for Bugsplainer, which is pre-trained on GitHub CodeSearchNet data [112] for three

unsupervised tasks. CodeSearchNet contains ≈ 6M methods written in popular pro-

gramming languages accompanied by natural language documentation. Thus, the

CodeT5 model has a significant understanding of programming and natural languages,

making it an ideal choice for our pre-training task.

The pre-training with the CodeSearchNet dataset provides the model with general

knowledge about programming and language syntax. However, to reason about a bug

in the source code, the model should be able to differentiate between buggy and bug-

free code. To equip the model with such a reasoning capability, we use diffSBT

sequences of both buggy and bug-free AST nodes (Step 4, Fig. 4.2). We pre-train

the Bugsplainer model to predict commit messages from the diffSBT sequences of the
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buggy and bug-free code. We refer to this pre-training step as discriminatory pre-

training since Bugsplainer learns to discriminate between buggy and bug-free code.

The diffSBT sequences for the buggy and bug-free code are separated by a special

token (e.g., </s>). We hypothesize that the model can differentiate and attend to (i.e.,

selectively focus on) the changes in both sides of the separator token and generate

the commit message (a.k.a. bug explanation) accordingly. Our experimental result

reports the effectiveness of discriminatory pre-training in explaining software bugs

(see Section 4.4.3).

Fine-tuning

Once the discriminatory pre-training is complete, we also train Bugsplainer to gen-

erate explanations from only buggy code. We take diffSBT sequences of only buggy

code as the input and corresponding explanation (i.e., commit message) as the output.

We pass both input and output to the RoBERTa tokenizer. Then, we fine-tune our

pre-trained model from the previous phase to generate explanations from the diffSBT

sequence of buggy code (Step 5, Fig. 4.2). The output of the fine-tuning step is the

Bugsplainer model for bug explanation generation.

4.3.4 Generate Explanation

Once the training phase is complete, we test our model using the testing instances.

Fig. 4.4 shows how Bugsplainer generates an explanation from buggy code. During

the generation phase, Bugsplainer takes two inputs – the buggy code and the line

numbers within the code that need an explanation. From the buggy code, Bugsplainer

constructs the AST (Step 1, Fig. 4.4) and extracts the AST nodes that intersect with

the given line numbers (Step 2, Fig. 4.4). Subsequently, Bugsplainer converts the

intersecting nodes into a diffSBT sequence (Step 3, Fig. 4.4). Then, it tokenizes

the diffSBT sequence using the same RoBERTa tokenizer and passes the tokens to

the fine-tuned model (Step 4, Fig. 4.4). Finally, the fine-tuned model generates an

explanation for the buggy code.
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• RQ3: Can Bugsplainer outperform the existing baseline techniques in terms of

automatic evaluation metrics?

• RQ4: How accurate, precise, concise, and useful are the explanations of

Bugsplainer compared to baselines?

4.4.1 Dataset Construction

To conduct our experiments, we curate a dataset of ≈ 150K bug-fix commits from

GitHub3 using its REST API4. We discuss different steps of our dataset construction

process as follows.

Repository Selection

First, we aim to find ≈ 10K Python repositories with high star counts to ensure high-

quality commits. We choose Python since it is the second most popular programming

language according to StackOverflow survey 20215 and the most wanted programming

language to work with6. As GitHub’s search API does not return more than 1K

results from a single query, we use small buckets of star counts to renew our query

contents. We found the 10,000th repository falls in the bucket of 300-399 stars. Thus,

we collect all the repositories with a star count of ≥ 300, leading us to a total of

10,154 repositories.

Collection of Bug-fix Commits

We collected all the commits from the above repositories, which led to a total of

≈ 11.8M commits. Then, we attempt to find the bug-fix commits from them. Similar

to previous studies [58], [128], we consider a commit as a bug-fix commit if it contains

either ‘fix’ or ‘solve’ in its commit message. This filtration step led us to ≈ 1.4M

bug-fix commits.

3Accessed: April 18, 2022
4https://docs.github.com/en/rest
5https://bit.ly/3cmooLv
6https://bit.ly/3PSFhLv
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Filtration of Noisy Commits

To ensure the quality of the collected commits, we manually analyzed randomly

sampled 500 commits from the above commit collection. We found seven machine-

generated templates in the commit messages (e.g., ”Merge branch X to master”) that

can be easily detected using appropriate regular expressions (see replication package

for details). We remove these machine-generated templates from commit messages.

If a commit message contains only machine-generated texts, then the whole commit

is discarded from the dataset. We also note that Python repositories contain non-

Python files (e.g., configuration files) and test scripts in their commits, which are

out of the scope of this work. We thus keep the commits with at least one modified

Python file (excluding test scripts).

Vaswani et al. [30] report that the complexity of transformer models increases

quadratically with the length of input and output sequences. Therefore, we limit the

maximum length of both commit diff and commit message. In particular, we retain

such commits with ≤30 tokens in their commit message and ≤170 tokens in their

commit diff. These limits cover >85% of both commit messages and commit diffs

from the ≈ 1.4M bug-fix commits. Then, we remove commits with less than five

tokens in their messages to discard trivial commits. We also keep only the commits

with one diff hunk (i.e., change location) to avoid tangled commits (i.e., commits

doing more than one task). After performing all these noise filtration steps, we end

up with ≈ 180K bug-fix commits.

To determine the reliability of our constructed dataset, we performed a manual

analysis using 385 commits. We randomly sample these commits from ≈ 180K com-

mits above with a 95% confidence level and 5% error margin. We find that 92.1%

of these commits are bug-fix and 5.2% are style-fix, indicating a negligible amount

of noise (i.e., 2.7%) in our constructed dataset. Previous studies [58], [128] also use

datasets with similar amounts of noise. Furthermore, manually filtering ≈ 180K

commits was prohibitively costly or impractical, which possibly justifies our choice of

using the current version of the dataset.
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Embedding Structural Information

We generate a diffSBT sequence for each commit as described in Section 4.3.2. We

first generate AST for both the buggy and bug-free code from the commit using the

ast parser of Python 37. After discarding syntactically incorrect programs, we find

≈ 150K diffSBT sequences.

Construction of Training and Testing Data

First, we randomly select 110K entries as the training dataset for both pre-training

and fine-tuning steps. Second, we randomly split the remaining 40K entries into four

sets that are allocated for validation and testing in both pre-training and fine-tuning

steps. Thus, the training data are shared by both pre-training and fine-tuning steps,

whereas the validation and testing data are not shared. Finally, we remove the part

of the diffSBT sequence corresponding to the fixed version of the source code from

the three fine-tuning splits (training, validation, and testing) since Bugsplainer aims

to generate an explanation from the buggy code only.

4.4.2 Evaluation Metrics

To evaluate the explanations generated by Bugsplainer, we use three different metrics

– BLEU score [65], Semantic Similarity [66], and Exact Match. Relevant studies [30],

[67], [78], [84] frequently used these metrics, which justifies our choice. They are

defined as follows.

Bi-lingual Evaluation of Understudy (BLEU)

BLEU score [65] is a widely used performance measure for NMT. It has been used in

software engineering context as well [47], [53]–[56], [61]. It calculates the similarity

between auto-generated and reference sequences in terms of their n-grams precision

as follows.

BLEU = BP · exp

(︄

N
∑︂

n=1

wn · log(pn)

)︄

(4.1)

Here, pn is the ratio of overlapping n-grams from both generated and reference se-

quences and the total number of n-grams in the generated sentence, and wn is the

7https://docs.python.org/3/library/ast.html
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weight of the n-gram length. Following existing studies [47], [54], we use N = 4 and

wn = 0.25 for all n ∈ [1, N ]. In other words, we compute the mean BLEU score for

all n-gram lengths. The brevity penalty, BP , lowers the BLEU score if the candidate

translation is too small. BP is defined as

BP =

⎧

⎨

⎩

1 if c > r

e1−r/c if c ≤ r
(4.2)

Here, c is the length of the candidate translation, and r is the length of the

reference sequence.

There exist several variations of the BLEU score. In our study, we use case-

insensitive BLEU score with add one smoothing [129], which aligns the most with

human judgement [54] among other variants of BLEU score.

Semantic Similarity

Although the BLEU score is widely adopted for evaluating machine translation, it

does not take the meaning of the text into account. Haque et al. [66] conduct a

human study to determine which metric better represents the perception of human

evaluators. They find that Sentence-BERT encoder [32] with cosine similarity has the

highest correlation with the human-evaluated similarity. Sentence-BERT provides a

fixed-length numeric representation for any given text. As suggested by Haque et al.

[66], we use stsb-roberta-large8 pre-trained model to generate the embedding for

the input text. We compute the Semantic Similarity as follows.

SemSim(ref, gen) = cos(sbert(ref), sbert(gen)) (4.3)

where sbert(x) is the numerical representation from Sentence-BERT for any input

text x, ref is the reference explanation, and gen is the generated explanation.

Exact Match

We also use the Exact Match metric to evaluate our explanation. As the name

suggests, Exact Match checks whether a generated explanation exactly matches the

corresponding reference explanation. It is analogous to string equality checks in many

programming languages, which are case-sensitive and space-sensitive.

8https://bit.ly/3dR9mxD
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4.4.3 Evaluating Bugsplainer

Answering RQ1 – Performance of Bugsplainer

Table 4.2 shows the performance of Bugsplainer in terms of BLEU score, Semantic

Similarity, and Exact Match. We run Bugsplainer five times with random initial-

ization and report the average performance. The replication package contains the

detailed results from our five runs.

When the dataset is split randomly into training, validation, and testing sets,

Bugsplainer achieves a BLEU score of 33.15, which is considered as understandable to

good translation according to Google’s AutoML Translation documentation9. Expla-

nations from Bugsplainer also have an average of 55.76% Semantic Similarity, which

indicates a major semantic overlap with the explanations from developers. Finally,

22.37% of the explanations exactly match the reference explanations. To achieve an

Exact Match with the reference, an NMT model warrants a substantial knowledge

of the domain. All these statistics are highly promising and demonstrate the high

potential of our technique in explaining software bugs.

Allamanis [130] report that overlap between training and testing datasets might

lead to overestimating performance measurement. In our experiment design, we en-

sure no overlap between our training and testing datasets (see Section 4.4.1). How-

ever, we also use a pre-trained CodeT5 [67] model, which is pre-trained on millions

of code snippets from thousands of repositories in CodeSearchNet dataset [112]. As

a result, there might be an unavoidable overlap between pre-training and testing

datasets. To ensure a fair evaluation, we thus discard the testing instances from

CodeSearchNet repositories (≈ 14% instances) to avoid any possibility of overlap and

re-evaluate Bugsplainer. Table 4.2 shows that after discarding the overlapping repos-

itories, Bugsplainer demonstrates a marginal improvement both in BLEU score and

Semantic Similarity.

In the real world, when adopting Bugsplainer for a new project, data from the

new project might not always be available to re-train Bugsplainer. Therefore, we in-

vestigate how the performance of Bugsplainer varies in a cross-project setting. That

9https://bit.ly/3wGpCIx
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Table 4.2: Performance of Bugsplainer

Model Dataset BLEU Semantic
Similarity

Exact Match

Bugsplainer

Random split 33.15 55.76 22.37

No CodeSearchNet
Repository

34.53 56.67 19.55

Cross-project 17.16 44.98 07.15

Bugsplainer
220M

Random split 33.87 56.35 23.50

No CodeSearchNet
Repository

35.59 57.29 20.74

Cross-project 23.83 49.00 15.47

is, each of the training, validation, and testing datasets contains commits from mu-

tually exclusive projects. From Table 4.2, we see that even though the performance

of Bugsplainer decreases in a cross-project setting, it is still promising, especially in

terms of the Semantic Similarity metric. We see that the BLEU score decreases by

48% whereas the Semantic Similarity decreases by only 19%. That is, in the cross-

project setting, the generated explanations might express similar information but with

different words. To verify the case, we manually compare a sample of 385 explana-

tions from Bugsplainer (95% confidence level and 5% error margin) with the reference

explanations. We find that a substantial amount of generated explanations express

information either more precisely or with different phrases, which might cause the

BLEU score to be low. For instance, for a particular bug10, Bugsplainer generates

“Improve the message in IncompleteRead. init ”, whereas the reference is “fixing

incorrect message for IncompleteRead”. Even though the generated explanation is

accurate and more precise, it returns a BLEU score of only 11. Such a phenomenon

also explains the low BLEU score and comparatively high Semantic Similarity score

for the cross-project setting of Bugsplainer.

Recent studies suggest that increasing the model size can significantly improve

the performance of deep learning models [67], [84], [90]. We thus were interested

to see how the performance of Bugsplainer changes with an increased number of

parameters. For this experiment, we train a 220M parameter variant of Bugsplainer

10https://bit.ly/3RoSpsT
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Table 4.3: Performance of Bugsplainer by input length

#Words BLEU Semantic Similarity Exact Match

# < 50 32.05 54.90 17.84

50 ≤ # < 100 34.22 56.25 18.65

100 ≤ # < 150 34.72 56.99 21.10

150 ≤ # < 200 32.92 56.50 23.91

Table 4.4: Performance of Bugsplainer by the length of ground truth

#Words BLEU Semantic Similarity Exact Match

# < 10 35.75 56.32 22.72

10 ≤ # < 20 27.70 53.16 8.93

20 ≤ # < 30 21.62 52.03 1.26

and call it Bugsplainer 220M. Both variants share the same architecture (i.e., T5) but

have different hyperparameters. The detailed hyperparameter values can be found in

the replication package. Table 4.2 also shows the performance of Bugsplainer 220M

in the random split and cross-project settings. We see improved performance in both

cases, which aligns with the existing findings [67], [84]. Interestingly, in cross-project

settings, Bugsplainer 220M achieves a big bump of ≈ 39% in BLEU score and ≈ 117%

in Exact Match. Such a finding suggests that Bugsplainer 220M can generalize the

acquired knowledge better across multiple projects than Bugsplainer.

Finally, we investigate how the performance of Bugsplainer is affected by the input

and output length. Table 4.3 shows the metric scores categorized by the number of

words in the input buggy code segments. The table shows no clear correlation between

the input length and the performance. With increasing input length, the performance

both increases and decreases. On the contrary, Table 4.4 shows that the performance

of Bugsplainer tends to decrease with increasing ground truth lengths. Interestingly,

the drop in Semantic Similarity is not as substantial as the BLEU score or Exact

Match score. This suggests that even with increasing output length, Bugsplainer can

provide semantically coherent explanations with the ground truth.
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Summary of RQ1: Bugsplainer can generate bug explanations that are under-

standable and good according to Google’s standard. It shows promising results

not only in random split settings but also in cross-project settings. With a

higher number of parameters, Bugsplainer can better generalize the acquired

knowledge across multiple projects.

Table 4.5: Role of structural information and discriminatory pre-training

Model BLEU Semantic Similarity Exact Match

Bugsplainer 33.15 55.76 22.37

Bugsplainer without
structural information

30.78 53.74 15.42

Bugsplainer without
discriminatory pre-training

30.32 53.51 16.62

Answering RQ2 – Role of structural information and discriminatory

pre-training in Bugsplainer

In this experiment, we analyze the impact of structural information and discrim-

inatory pre-training on bug explanation generation. We remove one of these two

components from Bugsplainer and keep the rest as is. Such an experiment helps us

understand the contribution of individual components toward Bugsplainer. Table 4.5

shows the performance of Bugsplainer for these two particular cases.

To analyze the impact of structural information, we use raw commit diff as input

rather than diffSBT sequences. In the pre-train dataset, we keep the commit diff as

is, while in the fine-tuning dataset, we remove the added lines (i.e., bug-free lines)

from the commit diff. From Table 4.5, we see that the BLEU score of Bugsplainer

reduces by 7.15% due to the absence of structural information. Interestingly, the

Exact Match score also drops by 31.07%, which is significant. To analyze the impact

of discriminatory pre-training, we use only fine-tuning dataset and avoid the pre-

training step. In this experiment, we use the diffSBT sequences as input during the

fine-tuning step. From Table 4.5, we see that the BLEU score of Bugsplainer reduces

by 8.54% due to the absence of discriminatory pre-training. Interestingly, the Exact
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Match score also drops by 25.70%, which is significant.

The significant performance drops due to the absence of structural information

and discriminatory pre-training indicate their essential roles in Bugsplainer. Our

technique also performs best when both items are incorporated.

Summary of RQ2: Both structural information and discriminatory pre-

training have a major contribution to the performance of Bugsplainer. Fur-

thermore, they are the most effective when they are used together.

Answering RQ3 – Comparison with existing baseline techniques

In this research question, we compare Bugsplainer with existing techniques from the

literature and investigate whether Bugsplainer can outperform them in terms of var-

ious evaluation metrics. To the best of our knowledge, there exists no work that

explains software bugs in natural language texts. Since the generation of commit

messages is similar to explanation generation, we use state-of-the-art commit mes-

sage generation techniques as our baseline. The main difference between commit

message generation and explanation generation is the former takes both buggy and

bug-free lines as input, whereas the latter takes only buggy lines as input. In par-

ticular, we compare Bugsplainer with three commit message generation techniques,

namely – CommitGen [53], NNGen [56], and Fine-tuned CodeT5 [67] and a static

analysis tool pyflakes [39]. None of these existing approaches for commit message gen-

eration learns to differentiate between buggy and bug-free code. Thus, our approach

has a better chance of generating meaningful explanations for the buggy code. We

do not use another state-of-the-art NMT-based technique, ATOM [55], since they do

not publish the code for a crucial part of their work due to commercial reasons [54].

As a result, ATOM cannot be evaluated using new datasets.

To generate error messages from pyflakes, a static analysis tool, we run pyflakes

on the whole buggy source code. Once we have the error messages, we keep only the

messages generated for the buggy lines. If we get multiple errors for the same data

point, we keep them all and report the one with the highest automatic metric score

(e.g., BLEU score).

CommitGen uses an NMT framework, namely nematus [131], which we use to
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Table 4.6: Comparison of Bugsplainer with existing baseline techniques (Using five
random runs)

Technique BLEU Semantic Similarity Exact Match

pyflakes 0.49 5.68 0.00

CommitGen 9.94 35.39 1.04

NNGen 24.16 47.33 14.17

Fine-tuned CodeT5 26.19 54.52 8.85

Bugsplainer∗ 32.90 55.22 18.14

∗The scores differ from the earlier tables due to five random runs

replicate the technique. The authors also provide the values of all the important

parameters in their paper, which were carefully adopted in our replication.

According to a recent study [54], NNGen [56] is the state-of-the-art tool for gen-

erating commit messages. Being an IR-based technique, NNGen does not require any

training phase. It solely depends on the K-Nearest Neighbours algorithm. NNGen

first finds k most similar commit diffs from the training set using bag-of-words model

(i.e., term frequency) and cosine similarity measure. Since the authors do not provide

any details of their bag-of-words implementation, we use the CountVectorizer API

of the scikit-learn library in our replication. As suggested in the paper, we set the

value of k to 5. From the top-k commits, NNGen selects the message from the most

similar commit (using the BLEU score) as the final translation.

The fine-tuned CodeT5 model has the same architecture and the same hyper-

parameters as those of Bugsplainer. However, unlike Bugsplainer, it neither uses

the structural information from the source code nor performs any discriminatory

pre-training.

Table 4.6 compares Bugsplainer and four baselines in terms of BLEU score, Se-

mantic Similarity, and Exact Match. The results in the table are the mean of five

runs with different random initialization of the parameters. We see that Bugsplainer

outperforms all the baselines in terms of all three metrics. Only Fine-tuned CodeT5

is comparable with Bugsplainer. Therefore, we perform the Mann-Whitney U rank

test [132] to see whether their performances over the five runs differ significantly. We

found that Bugsplainer performs significantly higher than Fine-tuned CodeT5. That

is p-value = 0.008 < 0.05 and Cliff’s d = 1.0 (large) for all three metrics.
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CommitGen relies on specific patterns in commit messages that might be gener-

ated by machines [56]. However, we removed auto-generated messages to ensure a

high-quality dataset (Section 4.4.1). CommitGen is also based on the LSTM architec-

ture that performs poorly with long inputs [30]. Thus, the low scores of CommitGen

are explainable.

According to Google’s AutoML Translation documentation, a BLEU score be-

tween 20 and 29 indicates that the gist of a generated message is clear but has

significant errors. NNGen reuses existing commit messages from the training set and

thus cannot analyze the dynamic behavior of software programs. Thus, such errors

in the translation are also explainable.

Thung et al. [45] report that static analysis tools produce a lot of false negatives.

This means they often do not produce any output for potentially buggy code. Our

experiment with pyflakes shows a similar result, generating error messages for only

7.70% cases. Therefore, its poor metric scores are also understandable.

Summary of RQ3: Bugsplainer outperforms all four baselines in terms of

three performance metrics. According to our statistical tests, our technique

outperforms the closest competitor – Fine-tuned CodeT5 – by a statistically

significant margin.

Answering RQ4 – Evaluation of Bugsplainer using a developer study

The metric-based evaluation demonstrates the benefit of our technique in generating

bug explanations. Nonetheless, to address the subjective nature of the task, we also

conduct a developer study that further demonstrates the benefit of Bugsplainer in

a practical setting. Given the reference explanations of a software bug (e.g., the

message of a bug-fix commit), we ask the developers to assess how accurate, precise,

concise, and useful the explanations are. During the study, we anonymize the model

names to avoid bias.

Study participants: The target population of our study is English-speaking

software engineers with experience in Python programming language. We invite our

participants in two ways. First, we contact software companies with a history of

participation in academic studies to contribute to this research. Second, we advertise
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Table 4.7: Quality aspects of generated explanations

Quality Overview

Accurate It provides the same factual information as the reference.

Precise It can pinpoint the issue in the code.

Concise It is short and still conveys the whole message.

Useful The provided information has the potential to fix the bug.

the study on the authors’ social networks to reach potential participants and increase

the diversity of samples. As of August 31, 2022, we have received 20 responses

to our developer study. Existing studies [133], [134] on bug reproduction and bug

fixing conducted surveys with ≈ 20 participants to evaluate their tools or to validate

their hypothesis. Bug reproduction and fixing are closely related to our research.

Therefore, we believe that 20 participants might be sufficient to evaluate our tool and

its generated explanations with the acceptance of fellow researchers. The participants

have professional software development experience of 1 to 10 years and bug-fixing

experience of 1 to 7 years. All of them are familiar with Python programming language

as well. Such experience makes them suitable candidates for our study.

Study setup: In the developer study, each participant worked with 15 bug-fix

commits and spent 30 minutes on average. To select these examples for our developer

study, we apply random sampling without replacement to the testing set. To avoid

information overload, we take the examples that (1) do not have more than five

changed lines or more than 15 word-tokens in a single line within the commit diff,

and (2) do not require any project-specific knowledge to understand the bug. We

take the first 15 randomly sampled examples matching these two criteria.

We ask the participants to assess the accuracy, precision, conciseness, and useful-

ness of the explanations from Bugsplainer and baselines with respect to the reference

explanations. Table 4.7 provides our definitions for these aspects. The participants

assess these four aspects using a five-point Likert scale, where 1 indicates strongly

disagree, and 5 indicates strongly agree. Please note that we anonymize the model

names and do not show the participants which explanation comes from which model

to avoid any potential bias. We collect 300 data points (15 questions × 5 explanations

× 4 aspects) from each participant.

Our survey has been rigorously reviewed and approved by the Dalhousie University
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Research Ethics Board (REB file #: 2022-5980).

Table 4.8: Comparison of Bugsplainer with baselines using developer study

Quality Model Mean Median Mode 2nd Mode

Accurate

pyflakes 1.841 1 1 3

CommitGen 2.176 2 1 2

NNGen 2.653 3 1 4

Fine-tuned CodeT5 2.842 3 4 3

Bugsplainer 4.074 4 5 4

Precise

pyflakes 1.768 1 1 3

CommitGen 1.884 2 1 2

NNGen 2.529 2 1 2

Fine-tuned CodeT5 2.772 3 4 2

Bugsplainer 3.891 4 4 5

Concise

pyflakes 2.182 2 1 4

CommitGen 2.350 2 1 2

NNGen 2.881 3 4 1

Fine-tuned CodeT5 3.044 3 4 3

Bugsplainer 3.974 4 4 5

Useful

pyflakes 1.724 1 1 3

CommitGen 1.960 2 1 2

NNGen 2.576 2 1 4

Fine-tuned CodeT5 2.728 3 4 1

Bugsplainer 3.923 4 4 5

Study result and discussion: Table 4.8 summarizes our findings from the de-

veloper study. We note that the participants find the explanations from Bugsplainer

to be the most accurate, most precise, most concise, and most useful. Based on the

median and mode values, we see that the participants agree the most with explana-

tions from Bugsplainer. Similar to our findings in RQ3, according to the develop-

ers, the closest competitor of Bugspaliner is Fine-tuned CodeT5. According to the

mode values, the developers agree with Fine-tuned CodeT5 in many cases. However,

looking at the 2nd mode values, we see that the developers also strongly noticeably

disagree with Fine-tuned CodeT5, making the mean agreement poor. We also per-

form the Wilcoxon Signed Rank test to check whether the developers’ agreement
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Figure 4.5: Comparison of Bugsplainer with the baselines using Likert scores

with Bugsplainer is significantly higher than that of Fine-tuned CodeT5. For ac-

curacy, conciseness, precision, and usefulness, the p-values are 5.16e−23, 2.74e−17,

7.45e−18 and 2.63e−23 respectively; all are below the threshold of 0.05, which make

the differences significant.

Fig. 4.5 shows the distribution of participants’ agreement levels in different as-

pects. We see that the participants disagree with Bugsplainer very few times (highest

14% times in precision) with a substantial amount of agreement (highest 76% in

accuracy). The developers strongly disagree with pyflakes and CommitGen nearly

half the time. Such disagreement with pyflakes is explicable since it generates no

error message for 13 out of 15 cases. However, CommitGen, even after explaining

all cases, receives a high disagreement due to its generic and less informative ex-

planations. The IR-based approach NNGen receives a similar amount of agreement
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to Fine-tuned CodeT5 but also much more disagreement. Being a retrieval-based

technique, NNGen cannot adapt to dynamic and unseen code segments. Therefore,

having a high disagreement in such cases might be explainable.

Summary of RQ4: Professional developers with bug-fixing experience find

the bug explanations from Bugsplainer to be accurate, precise, concise, and

useful. Their preference levels for Bugsplainer over other baseline techniques

are also significantly higher.

4.5 Prototype

In this section, we discuss BugsplainerWeb – a web-based prototype of our Bugsplainer

technique. It enables easy access to our technique to end-users and provides various

features to aid them in debugging. In particular, BugsplainerWeb provides the follow-

ing features to explain software defects to the developers.

(a) Given a code segment, Bugsplainer can generate succinct explanations for the

bug in the code.

(b) Provides three different variants of the explanation generation model –

Bugsplainer, Bugsplainer 220M, and Fine-tuned CodeT5, and can help devel-

opers understand bugs from different perspectives.

(c) Facilitates code changes on-the-fly and allows one to check how the changes in

the code affect the generated explanations.

(d) Provides two working modes – production and experimental, and allows a user

to compare Bugsplainer with human written explanations and reason about the

generated explanations.

Fig. 4.6 shows the user interface of our tool – BugsplainerWeb. It is composed of

four different components and has two different working modes. They are described

as follows.
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Upon clicking, the front-end application sends a request containing the selected code

segment to the back-end server. Then, the back-end server generates and sends the

top three explanations against the code segment back to the front-end application.

Finally, the explanations are visualized to the user for review.

Code Editor

Fig. 4.6b shows the code editor of BugsplainerWeb. Once a file is chosen from the

selection panel, the code editor shows the contents of the file. From there, the user

can choose one or more lines of code for explanation. This choice works synchronously

with the selection panel. That is, choosing one or more lines in the code editor will

update the line numbers in the selection panel and vice versa. For the user’s conve-

nience, the code editor highlights previously explained code segments as well as the

current ones. Such highlighting not only prevents a user from generating duplicate

explanations but also helps her quickly track back to previously explained code seg-

ments. The user can also change the code on-the-fly and receive an explanation for

the change code. Comparing the explanations for different versions of the code can

help the user better understand the underlying bug.

Explanation Generator

In BugsplainerWeb, a back-end server is responsible for generating the explanations.

It provides two different HTTP APIs – to access the list of deep learning models and

to get explanations for a source code segment.

BugsplainerWeb offers three different deep learning models for explanation gen-

eration – Bugsplainer, Bugsplainer 220M, and Fine-tuned CodeT5. Among them,

Bugsplainer and Bugsplainer 220M use structural information (e.g., abstract syntax

tree) to generate the explanations. Therefore, they can explain a bug even if it lies

in the structure of the code. On the contrary, Fine-tuned CodeT5 treats the source

code as natural language text. Depending on the context, these different deep learn-

ing models can focus on various aspects of the bug in generating their explanations,

which can help the user understand a bug comprehensively.

The front-end application sends an HTTP request to the back-end explanation
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generator upon clicking the Explain button in the selection panel. The request con-

tains the source code, starting and ending line numbers of the selected code segment,

and the name of the chosen deep learning model. If the selected model is either

Bugsplainer or Bugsplainer 220M, then the server captures the structural informa-

tion from the source code in an encoded form. First, it converts the whole source

code into an Abstract Syntax Tree (AST) and recursively prunes the AST nodes

that are not a part of the selected code segment. Second, the explanation generator

module converts the partial AST into a token sequence using an algorithm, namely

diffSBT. diffSBT captures structural information from the partial AST by traversing

the remaining nodes and edges.

Once the diffSBT sequence is generated from the selected code segment, they are

passed to the deep learning model. Then the model generates explanations for the

bug in the code with a confidence score. Finally, the back-end server returns the top

three explanations along with their confidence scores to the front-end application.

Explanation Visualizer

The Explanation Visualizer component (Fig. 4.6d) is responsible for visualizing the

explanations received from the back-end server in a user-friendly manner. It groups

all the received explanations based on the location of the source code segment. Since

there can be several explanations for the same code segment from different models,

it might get cluttered. As a solution, we keep all the explanations collapsed by

default. When the user hovers on (i.e., moves the cursor on) an explanation group

or corresponding source code segment, the explanations are shown along with their

confidence score.

To differentiate between different explanation groups, we color the groups cycli-

cally with six different colors. These colors contrast with each other and the back-

ground according to the Web Content Accessibility Guidelines (WCAG)11. We also

use a set of colors that color-blind persons can distinguish [135].

11https://www.w3.org/TR/WCAG
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4.5.2 Working Modes

BugsplainerWeb can work in two different modes – production and experimental. A user

can choose either mode using a toggle button on the top right corner of the application

(Fig. 4.6). The production mode is the default mode where BugsplainerWeb delivers

automatically generated explanations for the buggy code as described in the above

sections.

In the experimental mode, instead of selecting a file from the machine’s file

system, the user can select a file from a pre-defined set provided by BugsplainerWeb.

Each file from the set has a pre-defined bug location with human-written explanations

associated with it. Upon selecting a file, along with the file contents, BugsplainerWeb

shows the corresponding human-written explanations. It also highlights the buggy

code segments connected to these human-written explanations. Then, the user can

generate explanations for any code segment and compare them against the human-

written explanations. Such comparison not only helps the user grow confidence in

BugsplainerWeb but also helps reason about why BugsplainerWeb explains a bug in a

certain way.

4.6 Threats To Validity

Threats of internal validity relate to experimental errors and biases. Re-

implementation of the existing baseline techniques could pose a threat. However,

our implementation of NNGen [56] is based on the well-known k-nearest neighbor

algorithm. CommitGen [53] uses a framework and reports all important hyperpa-

rameters. We use the same framework and the reported parameters for our imple-

mentation. For pyflakes [39], we use the officially provided package and follow the

official documentation. Fine-tuned CodeT5 adopts the same model architecture as

that of Bugsplainer. Thus, the threats related to replication might be mitigated. We

also repeat our experiments five times and compare the performance with that of

baselines to mitigate any bias due to random trials.

Threats to external validity relate to the generalizability of our work. Even

though Bugsplainer is evaluated using only Python code, the underlying algorithm
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is language-agnostic and can be easily adapted to any traditional programming lan-

guage. The use of metric-based evaluation might also pose a threat to the real-world

usability of our approach [54], [66]. To mitigate this threat, we also conduct a de-

veloper study involving 20 participants from six different countries. As the developer

study suggests, our bug explanations were also found to be accurate and useful in

real-world scenarios.

The performance of Bugsplainer might depend on the precision of defect predic-

tion tools (e.g., Bugsplorer). To minimize this dependency, Bugsplainer accepts a

range of lines containing both buggy lines and their surrounding lines as input during

explanation generation. However, we do not indicate which lines among them contain

a bug. Thus, precise localization of the bug either by developers or by existing tools

might not be necessary to generate explanations using our tool.

4.7 Related Work

4.7.1 Explanation of Software Bugs

Software claim 50% of development time and cost the global economy billions of dol-

lars every year [3], [24]. While there have been numerous approaches to finding or

repairing software bugs, neither many approaches attempt to explain the bugs in the

source code to the developers, nor are they practical and scalable enough for industry-

wide use [23], [24]. Several tools (e.g., FindBugs [35], PMD [36], SonarLint [37],

PyLint [38], and pyflakes [39]) attempt to explain bugs using static analysis. Un-

fortunately, their utility could be limited due to their high false-positive results and

lack of meaningful, actionable explanations [40]–[42]. Furthermore, their explana-

tions can be too generic and limited by their templated natures [44]. Recent studies

suggest complementing these messages with rule graphs [136], assertive error expla-

nation [40], and interactive feedback from developers [137]. However, static analysis

tools are always likely to be restricted to a fixed set of rules.

Besides the static analysis, there have been several attempts to explain a program’s

behaviors, failed tests, bug-fixing patches, undocumented code, and intelligent behav-

iors. Ko et al. [137] design an interrogative debugging system for the Alice program-

ming environment [138] where a novice learner can inquire why a program behaves
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unexpectedly or why it does not show an expected behavior. Lim et al. [139] later

suggest that these why and why not questions are essential to improve a user’s un-

derstanding or perception of an intelligent system. Zhang et al. [140] explain a failed

test case by automatically performing failure-correcting edits (e.g., replacement of

identifiers’ values) and synthesizing a code comment from them. Tabaei Befrouei et

al. [141] use program execution traces to explain concurrency bugs. Later, Bragaglio

et al. [142] remove irrelevant information from the execution traces to understand the

cause of the unexpected behavior. Rahman et al. [143] also explain the quality con-

cerns of a piece of code using relevant comments mined from a popular programming

Q&A site – Stack Overflow. Liang et al. [144] investigate what should be included

in a patch explanation, such as expected program behaviors or a high-level summary

of code changes. Recently, Pornprasit et al. [145] also explained why the changed

code can be defect-prone by visualizing how specific local rules are satisfied by a

change. Although all these studies and approaches are relevant and are a source of

our inspiration, they might be restricted to only specific problem contexts (e.g., Alice

programming language [138], failed tests [140]) or certain types of bugs (e.g., concur-

rency bugs [141]). Besides, their explanation might not always contain what needs to

be done to correct the buggy code.

Unlike these traditional approaches, Bugsplainer is not restricted to any specific

context or bugs. Besides, it can generate explanations that resemble that of humans

and are accurate, precise, concise, and useful (see Section 4.4.3 for details).

4.7.2 Translation of Source Code into Texts

Our work is also related to code translation into natural language texts. Existing ap-

proaches translate code into the natural language to generate code comments, review

comments, and commit messages.

Earlier works on code comment generation utilize hand-crafted templates [146],

[147] and Information Retrieval (IR) [148], [149], while recent works more depend

on learning-based approaches [47], [61], [150]. Wei et al. [151] combine both IR and

NMT in comment generation. Recently, Mastropaolo et al. [152] used the Text-To-

Text Transfer Transformer (T5) to perform several tasks, including code comment

generation. Their comments explain what happens in the code rather than what
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makes it buggy. On the contrary, Bugsplainer not only explains the buggy code but

also suggests useful information to correct the bug in the code (e.g., Table 4.1).

To generate code review comments, Tufano et al. [124] make use of the CodeT5 [67]

model with Stack Overflow data and fine-tune their model with pairs of function and

review comment pairs from GitHub. Later, Hong et al. [125] use Gestalt Pattern

Matching (GPM) to mine candidate review comments of similar methods from a

large corpus of source code repositories. However, both approaches treat source code

as regular texts (e.g., a sequence of tokens) overlooking the structures. On the other

hand, Bugsplainer leverages the structures of code through diffSBT sequences and

learns to differentiate between buggy and bug-free code as a part of explanation

generation.

To generate commit messages, several studies adopt an attention mechanism with

RNN [46], [53], [55], [153] and leverage structural information [55], [153]. Xu et al.

[153] jointly model the semantic representation and structural representation of code

changes where they substitute identifier names with placeholders in the code. While

they treat structure and semantics as different information, Bugsplainer embeds the

structural information within the code using diffSBT. Liu et al. [55] capture both

ASTs of code changes where they convert each AST into path sequence. However,

converting each change from the AST into its own path might lead to long, redundant

sequences, which could hurt the translation performance. Surprisingly, Liu et al. [56]

show that a simple IR-based approach, NNGen, has promising capability in commit

message generation due to its repetitive nature. NNGen is closely related to ours

due to their nature of translation. We thus compare Bugsplainer with them using

experiments, and the details can be found in Section 4.4.3.

4.8 Summary

While Section 3 predicts defects at the line level, this study – Bugsplainer – com-

plements the former with useful and precise explanations. Bugsplainer learns from

thousands of bug-fix commits and leverages structural information and defective pat-

terns from the source code to generate an explanation for a defect. Our evaluation

using three performance metrics shows that Bugsplainer can generate understand-

able and good explanations according to Google’s standard and outperform multiple
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baselines from the literature. We also conducted a developer study involving 20 par-

ticipants where the explanations from Bugsplainer were found to be more accurate,

more precise, more concise, and more useful than the baselines.



Chapter 5

Conclusion and Future Work

5.1 Conclusion

Software defects not only claim precious development time but also cost billions of

dollars every year. Predicting these defects at the line level and explaining them to

the developers can significantly reduce the costs of software quality assurance. Un-

fortunately, existing techniques for line-level defect prediction might fail to capture

the local context of a software defect. Furthermore, explaining the root cause of

software defects is an open problem that warrants significant investigation. In this

thesis, we propose two novel tools to predict defects at the line level and explain their

root causes using natural language texts, respectively. Our first tool, Bugsplorer, is

a novel transformer-based technique that predicts defects at the line level. It lever-

ages a hierarchical structure of transformer networks to estimate the attention values

for two types of code elements: code tokens and code lines. We train and evaluate

Bugsplorer with two benchmark datasets and determine its classification performance

and cost-effectiveness. We find that Bugsplorer can predict defective code lines with

26-68% higher accuracy than that of the state-of-the-art model. It can also reduce

the effort in finding defective lines by 72-81%. Our second tool, Bugsplainer, is a

novel neural machine translation technique that generates explanations for defective

code segments. Our technique leverages both structural information and defective

code patterns from source code and employs neural machine translation with a trans-

former model to generate the explanations for defects. We evaluate Bugsplainer using

three metrics (i.e., BLEU score, Semantic Similarity, and Exact Match) where our

technique outperforms the baselines. We also conducted a developer study involving

20 participants, and our explanations were found to be more accurate and useful

compared to the baselines.

92



93

5.2 Future Work

There are several research avenues that can be pursued in the future. We discuss

possible future works from each of our studies as follows.

5.2.1 Bugsplorer

Code Structure: Our manual analysis with Bugsplorer reveals that embedding

structural information to the source code might prevent the model from being con-

fused with long comments resembling code. To enhance Bugsplorer’s robustness

against rarely used syntax, it can be trained on examples from the official docu-

mentation of programming languages.

Model Architecture: Experimenting with different model architectures is a cru-

cial aspect of future work. Currently, Bugsplorer uses RoBERTa [90] as its transformer

architecture, which limits the maximum number of lines in a source code document

(i.e., L = 512). However, newer transformer architectures like TransformerXL [91]

eliminate this limitation and can handle variable-length inputs. Another approach

worth considering is implementing the entire model using decoders (e.g., GPT) instead

of encoders. This would enable the model to predict defective lines autoregressively

(see Section 2.4) and handle inputs of any length. It provides more flexibility and

freedom for the model’s predictions.

5.2.2 Bugsplainer

Code Structure: Future works might investigate how to encode the structural

information from source code in a more compact and efficient format and how to

better leverage the structural differences between buggy and bug-free code. They

might also experiment with different types of structural information, such as Data

Flow Graph (DFG) [154], Control Flow Graph (CFG) [155], and Program Dependency

Graph (PDG) [156]. This might help us better understand the underlying semantics

of software bugs.

Transfer Learning: Another direction for future works could be transferring or

reusing the parameters learned by defect prediction for explanation generation. Our
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experiments with Bugsplorer show that it can achieve reasonable performance with

the T5 encoder model (see Section 3.4.4, RQ3). Since Bugsplainer also uses the T5

architecture for explanation generation, these two techniques might be able to share

their knowledge.
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Appendix A

Complementary Materials

A.1 Published Papers

• Parvez Mahbub, Ohiduzzaman Shuvo, and M. Masudur Rahman. Explain-

ing Software Bugs Leveraging Code Structures in Neural Machine Translation.

In Proceeding of The 45th IEEE/ACM International Conference on Software

Engineering (ICSE 2023), pp. 12, Melbourne, Australia, May 2023 (To appear).

• Parvez Mahbub, Ohiduzzaman Shuvo, and M. Masudur Rahman. Defectors:

A Large, Diverse Python Dataset for Defect Prediction. In Proceeding of The

20th International Conference on Mining Software Repositories (MSR 2023),

pp. 5, Melbourne, Australia, May 2023 (To appear).

A.2 Replication Packages

Bugsplorer : https://github.com/parvezmrobin/bugsplorer-replication-package

Bugsplainer : https://github.com/parvezmrobin/bugsplainer-replication-package

A.3 Prototypes

Bugsplorer : https://github.com/parvezmrobin/bugsplorer-webapp

Bugsplainer : https://github.com/parvezmrobin/bugsplainer-webapp

A.4 Demo Video

Bugsplorer : https://youtu.be/mrp5W-WR5Jk

Bugsplainer : https://youtu.be/xga-ScvULpk
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pp. 640-652, Melbourne, Australia, May 2023.

Following is the copyright agreement with Institute of Electrical and Electronics

Engineers.
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B.2 Defectors in MSR 2023

Parvez Mahbub, Ohiduzzaman Shuvo, and M. Masudur Rahman. Defectors: A Large,

Diverse Python Dataset for Defect Prediction. In Proceeding of The 20th Interna-

tional Conference on Mining Software Repositories (MSR 2023), pp. 393-397, Mel-

bourne, Australia, May 2023.

Following is the copyright agreement with Institute of Electrical and Electronics

Engineers.
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B.3 Bugsplainer Tool in ICSME 2023

Parvez Mahbub, M. Masudur Rahman, Ohiduzzaman Shuvo, and Avinash Gopal.

Bugsplainer: Leveraging Code Structures to Explain Software Bugs with Neural Ma-

chine Translation. In Proceeding of The 39th IEEE International Conference on Soft-

ware Maintenance and Evolution (ICSME 2023), pp. 5, Bogota, Columbia, October

2023 (to appear).

Following is the copyright agreement with Institute of Electrical and Electronics

Engineers.
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