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Abstract

This thesis investigates deep learning techniques, particularly unsupervised image

classification, for identifying and clustering fish images captured with underwater

cameras. In collaboration with Innovasea, the goal is to streamline fish species iden-

tification and reduce labor-intensive manual labeling of camera data at the White

Rock Dam test site in Nova Scotia, Canada. We developed an unsupervised clus-

tering framework based on the DeepDPM deep learning model. We first reproduced

DeepDPM results on several standard datasets. We then integrated ViT MAE em-

beddings with DeepDPM and applied ESRGAN-based image processing to enhance

fish images, which are often blurry and low resolution. These techniques improved

clustering accuracy from 30% to 80% for five species of fish. However, using a cluster

visualization tool we developed, we observed that fish with similar appearances were

clustered together. Our results demonstrate progress towards automating fish species

classification and suggest future avenues of research towards this goal.
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Chapter 1

Introduction

The monitoring of fish migration is crucial for various reasons, including maintaining

healthy fish stocks and monitoring the impact of human activity and pollution on fish

[3]. The majority of fish observation is still done manually, either by people fishing

[84] or by professionals watching videos and painstakingly counting fish. This process

is not only time-consuming and tedious [12] but also highly prone to errors due to

human limitations such as fatigue and a limited attention span [23]. Also, manual

monitoring can lead to species misidentification, producing false-positive and false-

negative errors, which can result in systematic bias in data [76] [70], make it harder

to understand the actual status or distribution of species [72] [11] [22], and negatively

influence management decisions [39]. Misidentification problems can happen when

identifying small, hard-to-see fish [59], new invaders [57], fish underwater or on video

[43] [44], or when data are collected by resource users or volunteers [83] [69] [39] [24].

To overcome these limitations, there is a growing need for automated methods that

can identify and classify fish species accurately and efficiently.

This is where machine learning techniques may provide a promising solution by

automatically grouping fish based on their species, thereby reducing the need for

manual counting and increasing the accuracy and efficiency of fish identification and

classification. For example an algorithm that can be used to detect patterns in fish

behavior and count the fish more accurately than a human observer, even in heav-

ily polluted waters as done in [29]. Another example can be a convolutional neural

network as used by Chen et al. [19] could be trained to recognize the distinguish-

ing features of various fish species based on their appearance in photos and videos.

Similarly, an automated system based on a deep convolutional neural network was

developed by [55] to identify and group fish species and assists marine biologists learn

more about the different kinds of fish and where they live. Knausgaard et al. con-

structed a deep learning system [58] to recognise temperate fish, whereas Shafait et
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al. created a system [85] that detects and counts fish from underwater films collected

in an uncontrolled environment.

Unfortunately, all these still requires vast quantities of expert-labeled training

data. According to Kandimalla et al. (2022) [53] and Ayyagari et al. [9], we need

1000-2000 labeled images of each species of interest across multiple environments

(2022). As deep learning models are made up of complex neural networks that learn

to recognize patterns and make accurate predictions based on the training data.

For deep predictive models to work well, it needs many training data labeled by

experts. The more labeled training data, the better the model can learn to find

relevant features and work well with new data. If there is not enough training data,

the model might try to fit the data too well or not learn the patterns in the data,

making it bad at handling new data. Due to the diverse range of fish species, it is

often difficult to monitor them without human intervention, which can result in a

waste of time and resources. These resources could otherwise be put toward more

valuable tasks like improving data analysis methods, which would help us learn more

about fish populations and how they act, or doing more research on fish populations,

which would help us learn more about their current status and needs, and could help

us come up with more effective ways to protect them.

Innovasea has created a system based on deep learning that automatically classi-

fies and counts fish by integrating video and sonar data to monitor underwater fish

[53]. Equipment has been installed and tested at the White Rock hydropower dam.

Even though the system is automated, it must be taught to identify the fish captured

on video as salmon, trout, redfish, or bluefish. Supervised learning involves learning

a mapping between input data and output labels, using a labeled dataset. In con-

trast, unsupervised learning involves identifying patterns and structure in the input

data, without the use of output labels. Supervised learning is frequently used for

classification tasks, whereas unsupervised learning is used for tasks like clustering or

dimensionality reduction. To overcome the problem we have, unsupervised clustering

may be used which can automatically group fish species with comparable character-

istics, which may greatly reduce the time and effort needed to label images of new

species or in new environments.

Unsupervised clustering is a more difficult task than supervised clustering because
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the model must separate clusters based on inherent qualities of the data rather than

specified categories. For this reason, unsupervised clustering is not commonly used

and, to the best of our knowledge, has not previously been used for fish. However,

recent unsupervised models such as SCAN [37] and DeepDPM [79] have shown great

potential to cluster common deep learning datasets such as ImageNet [25] which

suggests they may be useful for clustering fish species.

Unsupervised clustering falls into two categories: parameterized (like SCAN [37])

and non-parametric (like DeepDPM [79]). With parameterized models, some data-

related hypotheses are formed. On the other hand, non-parametric techniques are

made up of a group of algorithms that don’t make any assumptions about how training

data is mapped. This means non-parametric models are more flexible and can capture

more complex relationships in the data but may require more data to perform well.

When it comes to clustering, which is a technique of grouping similar data points

together based on their characteristics, the difference between parametric and non-

parametric models in terms of K value is as follows:

Parametric clustering models: Before training a parametric clustering model,

the number of clusters (K) is usually set as a fixed parameter; the user must specify

the value of K (the approximate number of clusters), and the correct choice of K is

always debatable. The model’s architecture and hyperparameters limit the number

of clusters in parametric models. In these models, the number of clusters that the

algorithm will try to find is based on the value of K. If the K value is well estimated,

the number of clusters may only sometimes be ideal. One way to solve the problem

is to run the clustering algorithm many times with different K values and choose the

one that gives the best results.

Non-parametric clustering models: In these models, the number of clusters

is not set as a fixed parameter ahead of time. Instead, the algorithm determines the

number of clusters based on the data itself. These models can be more flexible than

parametric models, as they do not make assumptions about the number of clusters.

However, they may require more data to achieve good performance.

Nevertheless, this has several limitations that make it challenging to implement.

Executing the method multiple times on massive datasets can be highly challenging,

especially in Deep Learning, as training with various alternative cluster sizes may
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not always be feasible. It is computationally costly to train, requires a great deal

of energy, and has a bad environmental influence; it cannot be scaled. Thus, non-

parametric techniques such as DeepDPM developed by Ronen et al [79]. come into

play; being a non-parametric model, it does not need the user to provide the K value;

instead, the model guesses it by adjusting the K value via split-merges of clusters.

It also employs a novel amortized inference for Expectation-Maximization (EM) in

mixture models [79]. While this technique has demonstrated promising results in

managing big datasets and addressing dataset imbalance, we wanted to explore if it

is relevant to our particular use case of classifying fish from underwater footage.

Machine learning classification models use sets of input values called ’features’ to

make classifications. For unsupervised clustering of images we need to convert an

image to an embedding of image features such that the image embedding captures

relevant differences between the images. Embedding models pre-trained on large im-

age datasets are commonly used to improve the utilization of unlabeled data and

achieve better generalization [20]. However, in many cases, better performance can

be achieved by fine-tuning a pre-trained embedding on the dataset of interest or by

training a new feature embedding model from scratch, but at the expense of increased

training time. DeepDPM [79] uses unsupervised pretrained features extractor namely,

MoCo [45] for extracting features from the images similar to how SCAN does. In our

case, this was not showing much promising results. So, we used ViT-MAE [46] for

pretraining and extracting the embeddings from images. This gave a major boost to

the clustering results. Detecting the fish species accurately, it is reasonable to assume

that high-quality images can produce good quality embeddings during pretraining.

However, detecting fish species from low-resolution images captured by a camera can

be challenging for deep learning models. Therefore, ESRGAN, a deep learning tech-

nique, was used to improve the image quality and subsequently enhance the accuracy

of the classification model. Utilizing these techniques, we observed improvements in

clustering metrics (NMI, ARI, and accuracy) from 0, 0, and 37 to 75, 74, and 83

for five fish species when comparing the pre-trained MoCo model without enhance-

ment to the enhanced ViT-MAE model trained with a latent dimension of 64 for 400

epochs. Overall, our results demonstrate that DeepDPM has the potential to cluster

fish images by species which may reduce the time needed to label new datasets of fish
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images.

Our contributions include :

• Replicating the results of DeepDPM on the datasets mentioned in their paper.

• Using DeepDPM model on Fish4knowledge dataset to cluster images into dif-

ferent species.

• Used a deep learning technique ESRGAN to enhance the low-quality images

present in fish4knowledge dataset to increase performance of the clustering

model.

• Applying embeddings obtained from ViT-MAE pretraining instead of MoCo

pretraining to achieve much better quality clusters.

• Developing a tool to visualize the clusters created from the model to better

understand them. By analyzing the generated clusters, we observed that sim-

ilar fish species were clustered together, which provides valuable insights into

the model’s performance and suggests promising directions for future work in

automated fish species classification.



Chapter 2

Related Work

Supervised learning is an approach that facilitates the discovery and optimization

of a function capable of associating an input with its corresponding output within

an input-output pair, commonly referred to as a ”training example” [60]. It teaches

computers how to solve problems using a set of examples. The goal is to create a

function (f) that can understand the relationship between the input and output in

these examples and then use it to predict outputs for new, unseen inputs [81].

The two most common types of supervised learning are classification and regres-

sion.

Classification is a machine learning technique that predicts categorical outputs

by assigning instances to specified classes based on known input values. It can be

applied to structured and unstructured datasets and includes binary and multi-label

classification types [31].

Regression is a supervised learning technique that identifies correlations between

variables and predicts continuous values based on these relationships. It can be

categorized into simple linear regression and multiple regression, which includes linear

and non-linear types [31].

For the case of fish classification task, we have a set of images (input) and labels

(output) that tell us what type of fish is in the image. Instead of manually selecting

features of the fish from the images, which can be challenging and time-consuming,

it is often better to gather a large dataset of labeled images and use supervised

learning to find the function (f) that maps the input to the output. The model

learns the relationship between the images (input) and their corresponding species

labels (output). Once trained, the model can predict the species of new, unseen

fish images and classify them into families or species. This approach simplifies the

classification by automating the identification process [81].

Classification of underwater fish images is difficult because of factors like image

6
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size, color, texture, and similarities between different species. Since manual classifi-

cation takes a lot of time and effort, researchers have developed machine learning and

deep learning techniques to help with this task [36] [73].

The process of fish classification typically involves three main steps: preprocessing,

feature extraction, and classification. Different techniques and algorithms are used

in each step [7]. In preprocessing, the fish images are resized, detected, and cropped.

Feature extraction involves extracting image characteristics like shape, size, texture,

and color. Different methods are used, like measuring distances and angles, GLCM,

Gabor filters, SIFT, and SURF [7].

Some methods used for classification include measuring the fish’s length, width,

and thickness with laser light [87] and looking at their shape, texture, and color [86]

[74]. However, variations in water conditions, background, and similarities between

species make classification difficult [73]. Different techniques have been developed

to classify fish based on their shape, texture, biomass content, and other physical

features. These include algorithms like Support Vector Machine (SVM), Back Propa-

gation (BP) algorithm, hybrid algorithms like HGAGD-BPC, GAILS-BPC, Bayesian

classifier, and Convolutional Neural Networks (CNNs) [7].

These methods have varying levels of accuracy, with some reaching up to 100%

[73] [7]. Some techniques are less time-consuming and cheaper, like those using a

mix of feature extraction and clustering algorithms. For instance the paper proposed

by Sarika [82] provided a hybrid CNN architecture for recognizing underwater fish

species using the Fish4Knowledge [4] dataset, tackling the problems of low-quality

images and complex backgrounds. The system used CNN to find features and SVM

and K-Nearest Neighbor (k-NN) to classify them. This gave it better results than

traditional and existing deep learning methods at the time. In addition, CNN and

other deep learning models like AlexNet, ResNet-152, VGGNet, and YOLO have

been used for fish classification, with some achieving high accuracy rates. Real-time

applications like Mask R-CNN and GOTURN have also been developed [73].

Unsupervised learning is an approach that focuses on identifying patterns, struc-

tures, or relationships within unlabelled data without relying on pre-defined input-

output pairs. It enables computers to analyze and process data without being explic-

itly programmed, allowing the model to discover hidden structures within the data.



8

The goal is to create a function (f) that can identify these patterns and group similar

inputs together, even when no explicit output is provided [52]. Clustering, Principal

Component Analysis, Anomaly Detection, and Autoencoders are the four different

types of unsupervised tasks that may be performed [52]. Clustering might be the

most important unsupervised learning task. It involves finding a pattern in a data

set that is not labeled. Hence, a cluster is a group of items that are ”similar” to one

another but ”dissimilar” to the objects in other clusters [52] [32].

Clustering can be broadly categorized into two types: parametric and nonpara-

metric [42]. Parametric clustering methods assume a fixed number of clusters (K),

while nonparametric methods do not assume a fixed number of clusters and can

adapt to the data structure. Some examples of parametric clustering algorithms in-

clude k-means, Gaussian mixture models, and hierarchical clustering. Examples of

nonparametric clustering algorithms include DBSCAN and mean-shift. The Dirichlet

Process Mixture (DPM) model is another good example of Bayesian nonparametric

(BNP) clustering.

Recently, deep clustering models, which leverages deep neural networks to learn

clustering-friendly representations, has been widely applied in various clustering tasks

[99]. These methods can also be broadly classified into parametric and nonparamet-

ric approaches. Parametric deep clustering methods can be divided into two types:

two-step approaches and end-to-end methods. In two-step approaches, clustering is

performed on features extracted in a pretext task, such as running K-means on em-

beddings transformed by UMAP [71]. Examples include the work of McConville et

al. and SCAN [90], which employs unsupervised pre-trained feature extractors. On

the other hand, end-to-end deep clustering methods learn both features and cluster-

ing simultaneously, often through alternation, using autoencoders [49] or variational

autoencoders (VAEs) [56] with an extra clustering loss.

SCAN clustering is a two-step procedure that separates feature learning and clus-

tering. In the first stage, a self-supervised task employs an unsupervised contrastive

learning method to obtain semantically meaningful features. This process involves

training a deep neural network using a pretext task to facilitate learning useful fea-

tures from unlabeled data. The authors of SCAN utilize either MoCo [45] or SimCLR

[16] for feature representation learning.
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In the second stage, the clustering task, SCAN [90] performs clustering on the

learned feature representations using the K-means algorithm. The model is fine-

tuned with a clustering goal that makes it easier for meaningful groups to form. The

objective function comprises two main components: (i) maximizing the similarity

between each data point and its cluster centroid and (ii) promoting uniformity across

clusters via maximization of the entropy of the cluster assignments [90].

In the absence of ground-truth annotations, SCAN [90] is employed to group im-

ages into clusters that make semantic sense automatically. SCAN assumes a fixed

number of clusters (K) and uniform class weights, implying a balanced dataset as-

sumption. This assumption may be unrealistic in purely unsupervised scenarios, and

SCAN’s performance deteriorates when the estimate of K is inaccurate. Despite these

limitations, SCAN achieves state-of-the-art (SOTA) results in unsupervised image

classification tasks [90].

Nonparametric deep clustering methods combine deep learning and nonparametric

clustering techniques to find the optimal number of clusters. Some methods, like

AdapVAE [100], use a DPM prior [8] [35] [8] for a VAE [56], while others, like DCC,

use a nearest-neighbor graph in the latent space of an AE [49] [79].

DeepDPM [79] is a state-of-the-art (SOTA) nonparametric deep clustering method

that figures out the number of clusters (K) as it learns, so it does not need to know K

ahead of time. DeepDPM used two ways to extract features: an end-to-end method

where features and clustering are learned using alternative optimization and a two-

step method where features are learned once before clustering and kept the same.

The two-step technique used SCAN [90] and MoCo [45] for unsupervised feature ex-

traction. In end-to-end, similarly to DCN [97], an autoencoder is trained with a

reconstruction loss. The method beats both deep and non-deep nonparametric meth-

ods. It gets SOTA results through a dynamic architecture that adapts to changing K

values and a unique loss based on new amortized inference in mixed models [79]. Our

system uses DeepDPM as the primary clustering model to group the fish images.

In the case of unsupervised fish classification task, we have a set of images (input)

without any labels (output) indicating the type of fish in the image. Instead of

manually selecting features of the fish from the images or relying on labelled data,

unsupervised learning can be applied to find patterns within the images themselves.
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This can be achieved by gathering a large dataset of unlabelled images and using

unsupervised learning techniques, such as clustering or dimensionality reduction, to

identify groups or structures in the data.

The model learns to group the images (input) based on their similarities or inher-

ent patterns, allowing for the classification of fish into families or species even without

explicit labels. Once the model has identified these groups, new, unseen fish images

can be assigned to the existing groups based on their resemblance to the patterns

discovered during the learning process. This approach simplifies the classification

by automating the identification process while leveraging the information contained

within the unlabelled data itself.

There is limited study on fish image clustering. In our review of the research on

fish image classification, we found that the majority of studies focused on supervised

algorithms. Notably, Rodrigues [78] worked on the evaluation of fish clusters using

five automatic fish species classification schemes based on image analysis, combining

various feature extraction techniques, data clustering algorithms, and input classifiers,

while Hong Yao [98] developed a fish image segmentation method that combines an

improved k-means clustering algorithm with mathematical morphology to enhance

accuracy and stability. Sun, Y [88] worked on an adaptive fast clustering algorithm

for fish swarm image segmentation that combines the extraction of fish swarm hy-

poxia image features and the K-Means++ algorithm. Ibrahim [51] developed a fish

image segmentation model using the Salp Swarm Algorithm (SSA) and Simple Linear

Iterative Clustering (SLIC) method, with initial parameters optimized by SSA. The

model works well in various situations and is better than previously used methods

for finding fish in real-world images. Saifullah’s [80] study uses K-means cluster-

ing for fish object detection based on color and grayscale images. In order to get

fish contours, the process includes image preprocessing, segmentation with K-means

clustering, and morphological processing. However, these studies primarily focus on

parametric clustering techniques. According to our knowledge, this is the first study

to employ non-parametric, unsupervised deep clustering of fish images and classify

them into different species.



Chapter 3

Materials and Methods

In this study, only five species from the Fish4Knowledge (fish4k) dataset [4] were

used, and the DeepDPM [79] clustering algorithm was applied to them. Even though

there are 23 species in total in this dataset, the dataset is very unbalanced and only

10 of them have at least 200 images. In addition, the species with the most and

second most images have a similar appearance so we excluded the most common

species to provide a better comparison. The images were divided into train and

validation sets as detailed below. Real-ESRGAN deep learning [93] approach was

used to enhance the low-quality images before clustering to increase the clustering

accuracy. We compared the impact of various embedding methods, such as MoCo

and ViT-MAE, to assess their effectiveness. In addition, a tool was made to help see

and understand the clusters better.

3.1 Datasets

As was stated in the initial research analysis, the outcomes of DeepDPM were re-

produced using the MNIST [27], Fashion-MNIST [95], USPS [50], STL10 [21], and

ImageNet [26] datasets in both balanced and unbalanced configurations.

Datasets Used Train samples Val samples Data dimension GTK
MNIST [27] 60,000 10,000 28×28 10
USPS [50] 7,291 2,007 16×16 10

Fashion-MNIST [95] 60,000 10,000 28×28 10
STL10 [21] 5,000 8,000 96×96×3 10

ImageNet-50 [26] 64,274 2,500 224×224×3 50

Table 3.1: Summary of the datasets used in the initial analysis

The Fish4Knowledge dataset [4] consists of 27,370 verified fish images acquired

from live video footage. The dataset is divided into 23 classes, with each class repre-

sented by a species based on distinctive characteristics such as the presence or absence

11
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of components, specific number, or particular shape. The data is very imbalanced,

with the most frequent species being approximately 1000 times more common than

the least common. The fish images are obtained using fish detection and tracking

software, and the species are manually labeled by marine biologists. Overall, the

Fish4Knowledge dataset is a significant resource for study on fish recognition, track-

ing, and behaviour analysis, with different features representing each species and the

dataset grouped into digestible clusters.

In the Fish4Knowledge dataset, only six species have at least 2,500 images each,

while the remaining species have a maximum of 500 images each [4]. Although Ronen

et al [79]. claimed that DeepDPM should theoretically be capable of identifying

clusters of rare species, we opted to include just five of the 23 species due to the

extreme imbalance and the prevalence of low-resolution images. The selected five

species represent a diverse mix among the 23 species, as three of the six species with

a substantial count exhibit strong similarities. The representative images of these five

species are illustrated in Figure 3.1.

3.1.1 Train and Test Sets

The dataset was acquired from the official fish4Knowledge website, and images in each

of the five folders were randomly divided into train and validation folders with an 8:2

split ratio between the train and validation sets. The order of the images within these

sets was then randomised before performing the clustering to reduce training bias.

The count of each species included in the train and validation sets is shown in Table

2. The species distributions in this dataset are extremely uneven, ranging from 241

total photos connected with Hemigymnus fasciatus to 4049 images associated with

Amphiprion clarkii, while the validation set exhibited a similar distribution.

The images include the fish and small amount of background and are only a small

portion of the original camera images that were used to identify these fish. These

images are usually blurry and of low resolution. Using the ESRGAN deep learning

approach, enhanced higher resolution versions of the photos were made from the

train and validation folders, and this set of folders was then utilised for clustering

evaluation.

The enhanced pictures were put to use in the pretraining process utilising the
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MoCo and ViT-MAE algorithms to generate embeddings, which were then used to

execute the unsupervised clustering approach with the DeepDPM.

Chromis
chrysura

Amphiprion
clarkii

Chaetodon
lunulatus

Myripristis
kuntee

Hemihym-
nus fasciatus

Figure 3.1: Images of the five fish species used in the study

Fish Species Train samples Val samples
Chromis chrysura 2826 707
Amphiprion clarkii 3208 803
Chaetodon lunulatus 2045 512
Myripristis kuntee 277 70

Hemigymnus fasciatus 192 49

Table 3.2: Summary of five species of fish used in the study

3.2 Machine learning models

3.2.1 DeepDPM

DeepDPM [79] is a nonparametric deep clustering approach that, unlike the majority

of deep unsupervised clustering algorithms, does not need the number of clusters to

be specified beforehand. It dynamically infers and changes the number of clusters

during training using split and merge method. It consists of two main components:

the first is a clustering net, which produces soft cluster assignments for each input

data point, while the second consists of K subclustering nets (one for each cluster k,

k ∈ 1, . . . , K ). These subclustering nets generate soft subcluster assignments

based on the previously generated soft cluster assignments from the clustering net [79].

Soft cluster assignments involve a probabilistic approach to assigning data points to

clusters. Unlike hard clustering, where each data point is assigned to a single cluster,

soft clustering assigns a degree of membership to each data point across multiple

clusters. This means that a data point can belong to more than one cluster with
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varying degrees of membership [2] [1]. The subcluster assignments support split and

merge decisions that enable the number of clusters to change on the fly. Introducing a

new loss function in DeepDPM, inspired by the expectation-maximization algorithm

used in Bayesian Gaussian mixture models (EM-GMM) made it more stable and

efficient.

Differentiation is the computation of a function’s derivative, which measures the

sensitivity of a function’s output to changes in its input. In machine learning, dif-

ferentiation is frequently used to calculate gradients, which are subsequently used

to update model parameters during training [10]. DeepDPM [79] is a deep cluster-

ing model leveraging neural networks to learn flexible data clustering. Unlike offline

clustering approaches like K-means, DeepDPM is differentiable for most of the train-

ing process, enabling the computation and propagation of gradients throughout the

model for gradient-based optimization. The only exception to DeepDPM’s differen-

tiability occurs when discrete splits or merges transpire within the model, as these

non-differentiable operations prevent gradient computation at these points. Deep-

DPM’s use of differentiation enables optimization using gradient-based approaches,

which can help the model discover more accurate data clusterings. This might be one

of the reasons why DeepDPM outperforms other clustering techniques including the

traditional and deep non-parametric clustering algorithms on a wide range of datasets

and metrics [79].

Figure 3.2: DeepDPM architecture : DeepDPM’s pipeline - given features X, the
clustering net outputs cluster assignments, R, while the subclustering nets generate
subcluster assignments, R. Upon the acceptance of split/merge proposals, all those
nets are updated during the learning. [79]

The clustering portion of the technique employs split-merge as inspired by [15] to

modify the K value for clusters having a subcluster pair associated with it. There

are two main components to it: the first is a clustering net made up of an MLP

architecture with one input layer, one hidden layer, and an output layer (K neu-

rons). K subclustering nets are present in the second (one for each cluster k). As in
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citechang2013parallel, split-merge is utilised to modify the K value during training.

The model architecture, including the last layer of the clustering net, evolves as K

varies. The Bayesian GMM’s EM (Expectation Maximization) employs a new loss

in this situation. The new amortised EM has improved point prediction across all

batches, not just the current batch. As a result of the function’s smoothness, loca-

tions in the observation space that are close to one another should have labels that

are comparable.

Authors of DeepDPM found that the model dominated consistently across all

datasets and measures, and its performance advantage only grew in unbalanced sce-

narios. Altogether, the results show that DeepDPM does better than other paramet-

ric, nonparametric clustering algorithms on most datasets and metrics (both classical

and deep) [79]. Therefore, we chose DeepDPM as our unsupervised model for this

thesis.

3.2.2 MoCo

Momentum Contrast (MoCo) is a self-supervised technique for unsupervised repre-

sentation learning based on deep learning. [45]. MoCo uses contrastive learning to

acquire visual representations that may be used for subsequent tasks such as image

categorization. In contrastive learning, the model is taught to tell the difference be-

tween two pictures that are the same and two pictures that are different. MoCo uses

momentum contrast, in particular, to do this.

Momentum contrast is a method that uses a momentum encoder to help the model

learn better ways to represent things. The model maintains two encoders throughout

training: a current encoder and a momentum encoder. The momentum encoder is

updated by gradually averaging the current encoder’s weights over time, enabling the

model to acquire more stable picture representations. It has also been helpful for

tasks like object detection and semantic segmentation [45] .

MoCo v2 [17], an upgraded version of the Momentum Contrast (MoCo) [45] self-

supervised learning algorithm, incorporates several improvements over the original

MoCo method. The improved version has a larger batch size, a better plan for

negative sampling, and a dynamic queue for storing negative examples. The old

1-layer fully connected layer has been replaced with a 2-layer MLP head, and blur
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Figure 3.3: MoCo architecture - MoCo model trains a visual representation encoder
by matching an encoded query q to a dictionary of encoded keys using a contrastive
loss. The dictionary keys k0,k1,k2,... are defined on-the-fly by a set of data samples.
The dictionary is built as a queue, with the current mini-batch enqueued and the
oldest mini-batch dequeued, decoupling it from the mini-batch size. The keys are
encoded by a slowly progressing encoder, driven by a momentum update with the
query encoder. This method enables a large and consistent dictionary for learning
visual representations [45]

.

enhancement has been added. These changes have made it easier to set up more

reliable baselines and do better than SimCLR without needing long training batches.

The training process has become more efficient and stable, resulting in improved

performance on subsequent tasks. MoCo v2 [17] has achieved impressive results on

several benchmarks, such as ImageNet classification, object detection, and instance

segmentation. It has also been used as a pre-training method for transfer learning in

many fields, such as natural language processing and medical imaging [17].

3.2.3 ViT-MAE

Masked autoencoder for vision transformer (ViT-MAE) [46] is a new methodology

for training a vision transformer [30] to recognize an incomplete image and predict
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its original version. Vision Transformers (ViT), are a sort of deep neural network

that apply the self-attention mechanism of Transformers to computer vision tasks

[30]. Transformers [91] were initially developed to do problems related to natural

language processing. In ViT-MAE, a set of masks is applied to the image before

feeding it into the encoder transformer, which only processes the visible part of the

patches. The model then learns to reconstruct the original image from the masked

version through an asymmetrical encoder-decoder architecture using mask tokens and

positional encodings. It uses the mean squared error (MSE) to evaluate the loss be-

tween the reconstructed and original images. The model’s primary purpose is to

make predictions about the raw pixel values for the areas that have been masked.

Being a self-supervised pre-training model which uses autoencoders, there is no la-

beling requirement because the model can internally mask patches and learn how to

reassemble them.

Figure 3.4: ViT-MAE architecture [46]

Coming to the main architecture of the model, the masked autoencoder employs

the typical ViT (Vision Transformer) design, which consists of a stack of Transformer

blocks, each of which has a multi-head self-attention block and an MLP block with

LayerNorm (LN). The end of the encoder is LN. After the encoder, a linear projection

layer is utilised to accommodate the varying widths of the MAE (Multi-Adversarial



18

Encoder) encoder and decoder. The MAE adds sine-cosine positional embeddings to

both the encoder and decoder inputs. The network does not employ layer scaling or

relative positioning. To accommodate ViT’s class token, an auxiliary dummy token

is added to the encoder input during MAE pre-training; this token will be used as

the class token for training the classifier in linear probing and fine-tuning. The MAE

functions properly with or without the token.

The performance of the MAE (masked autoencoder) model was compared with

other techniques, such as DINO, MoCov3, or BEiT, after pre-training on ImageNet-

1K and fine-tuning it end-to-end.

ViT-MAE embeddings are obtained by training a ViT model with a masked au-

toencoder (MAE) objective. The MAE objective is to mask random patches of the

input image and reconstruct the missing pixels. This forces the model to learn rich

visual representations that can capture both local and global information. MoCo

embeddings are obtained by training a convolutional neural network model with a

contrastive learning objective. The contrastive learning objective is to distinguish

between positive and negative pairs of image patches based on their similarity in a la-

tent space. This encourages the model to learn invariant features that can generalize

across different views or augmentations.

Some benefits of employing ViT-MAE embeddings as opposed to MoCo embed-

dings [45] include:

• ViT-MAE embeddings do not require large batch sizes or memory banks for

contrastive learning, which makes them more efficient and easier to train.

• ViT-MAE embeddings are not dependent on data augmentations or hard neg-

ative mining, which can add biases or noise into the training process.

3.2.4 Real-ESRGAN

Most of fish images present are small and blurry which resulted in poor classification

performance. To deal with this, Real-ESRGAN [93] was used as an image enhancer to

increase the resolution of the fish images with the goal of improving classification per-

formance. Real-ESRGAN is a state-of-the-art image super-resolution algorithm based

on an enhanced version of the ESRGAN architecture. Enhanced Super-Resolution
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Generative Adversarial Network (ESRGAN) [94] is a deep learning-based method

used for increasing the resolution of low-quality images. It works by using a genera-

tor and discriminator network both made up of deep convolutional neural networks

(CNNs) [62] to improve the quality of the generated image. The generator network

uses a series of residual blocks and feature fusion modules to learn high-level image

features and create realistic-looking high-resolution images.

Figure 3.5: Real-ESRGAN architecture [93]

ESRGAN in fact is an improved version of SRGAN [64]. ESRGAN attempted to

improve SRGAN by altering its model’s architecture and loss mechanisms. SRGAN,

like other GANs [40], consists of two algorithms: one that generates a picture and

another that determines if the image is real or fake. GANs (Generative Adversarial

Networks) [40] are a type of generative, unsupervised neural networks that approxi-

mate the data-generating distribution used to make a given dataset [40]. They have a

generator (G) and a discriminator (D) network [40]. The generator makes new pieces

of data similar to the training data, and the discriminator decides whether a piece of

data is accurate. In a zero-sum game, the two networks are trained together. The

generator tries to trick the discriminator by making more realistic data, while the

discriminator tries to get better at spotting fake data [40]. Comparing a generated

image against a genuine image, ESRGAN determines which is more realistic.

ESRGAN can be a useful tool for improving the quality of low-quality fish images

by generating high-quality, super-resolved images. These images can provide more

detailed information and make it easier to accurately identify and classify different

species of fish.
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3.2.5 Training

The training of the DeepDPM clustering model typically requires two steps. First,

embeddings are created from the images, which are then used as inputs to the main

clustering model. There are several ways to create these embeddings, including using

the deep unsupervised feature extractors MoCo or SimClr [16], as described in the

original paper. The feature extractor can be trained from scratch for the given data

or pre-trained weights can be used. If the dataset is small, the feature extractor can

be skipped and UMAP can be applied directly to the raw data or an autoencoder

followed by a UMAP [71] can be used to generate the low-dimensional representations

of the images to be clustered. Although the DeepDPM clustering algorithm can work

on higher dimensions, the authors recommend keeping the maximum dimension to

128D. If the dataset is relatively low-dimensional (< 128D), it is possible to train the

algorithm on the raw data itself. Before passing the embeddings to the clustering

stage, an autoencoder [48] must be trained on top of the embeddings. An autoen-

coder is a type of artificial neural network used for unsupervised learning. It learns to

produce a compressed representation of input data by training itself to ignore signal

’noise’ . It has three layers: an input layer, a hidden layer for encoding, and an output

decoding layer [48]. If the datasets mentioned in the original DeepDPM paper are

used, they already have pre-trained autoencoder weights. Thus, for any new datasets

we perform end-to-end training in the script, training an autoencoder on top of the

MoCo embeddings, including the feature extraction pipeline where learning of cluster-

ing and features takes place. For implementing DeepDPM the original implemenation

has been used which can be found on the GitHub [13].

For our use case, we compared embeddings generated using MoCo from scratch

against pre-trained MoCo weights that were trained on the ImageNet dataset. In

all experiments, the clustering net is configured with 50 hidden units. A batch size

of 128 is used, and the clustering net is trained with a learning rate of 0.002, while

the subclustering nets use a learning rate of 0.005. The end-to-end DeepDPM al-

ternation clustering model was trained for 400 epochs. The total training time for

this model was approximately. For performing the MoCo pretraining from scratch

lightly’s implementation has been used which can be found on the documentation

page [68].
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The original authors of ViT-MAE found that masking a high proportion of the

input image, such as 75, yields a nontrivial and meaningful self-supervisory task. The

target for training contained normalized pixel values. The total training batch size

was calculated as the product of training-args-train-batch-size, training-args-gradient-

accumulation-steps, and training-args-world-size. The base-learning-rate was set to

1.5e-4, and the model was trained with 100 epochs. For training ViT-MAE embed-

dings Hugging face’s image-pretraining has been used, which can be found on its

GitHub [34] In addition to this Real-ESRGAN was used to improve the quality of im-

ages of fish4knowledge. For this, the original github documentation of Real-ESRGAN

was used. Default scale factor of 3.5 was used to enhance the images. For performing

image enhancement using the Real-ESRGAN, the original source code has been used

which can be found on Github [92].

3.3 Metrics

Unsupervised clustering models are difficult to evaluate since there are no goal values

or labels to compare with [65]. Unsupervised models, in contrast to supervised models,

lack a defined objective function or performance metric that can be improved or

measured [38]. As a result, assessing unsupervised clustering models necessitates

a variety of methodologies that are dependent on the data and the purpose of the

analysis [54]. As a result, we decided to use a dataset consisting of fish in which the

target value is already present and evaluated it using supervised clustering metrics.

3.3.1 Evaluating DeepDPM

For evaluation metrics, we employed the same clustering metrics as DeepDPM [79].

These include the three main ways of measuring the efficacy of supervised clustering

evaluations namely Accuracy, NMI and ARI. Here, the accurary measures the propor-

tions of instances that are correctly clustered, while the NMI and ARI tell us about

the quality of the clusters. A point that should be considered while evaluating the

clustering model’s performance is that there may be certain instances, particularly

with highly imbalanced datasets, where all images may be classified into one or two

clusters. In such situations, the resulting clusters may be meaningless, even if the

accuracy is high. So, while looking at the overall clustering performance, it is better
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to take a holistic approach where we consider multiple factors, including the ARI and

NMI values. Suppose if these values are close to or near zero, they indicate that the

clusters are either randomly assigned or of poor quality.

Clustering Accuracy (ACC), is represented as

ACC = max
m

∑︁N
i=1 1(yi = m(zi))

N
(3.1)

where N is the total number of data points and yi represents the Ground-Truth

(GT) class label associated with each data point. i, zi represents the forecasted clus-

ter assignment in accordance with the clustering algorithm that is being considered,

⊮(·) is the indicator function, and m is defined by all of the feasible one-to-one

mappings that exist between the anticipated class membership and the actual one.

DeepDPM uses the Hungarian algorithm to determine how accurate a cluster is by

fixing problems with how the predicted labels match the actual labels. It generates a

confusion matrix, identifies the optimal one-to-one mapping between labels to min-

imize discrepancies, and computes the accuracy by dividing correct assignments by

the total number of data points. It effectively represents clustering performance while

accounting for potential label assignment discrepancies.;

Normalized Mutual Information (NMI) is defined by

NMI =
2× I(y; z)

H(y) +H(z)
(3.2)

where H(.) represents entropy and I(.; .) stands for mutual information (MI). The

fact that this measure does not take into account high cardinalities while calculating

the MI term, which is included in the numerator, is one of its shortcomings (i.e.,

over clustering). The NMI does not have a sensitive enough detection system for

overclustering.;

Adjusted Rand Index (ARI) : The Rand index (RI) is a metric that is used to

quantify the percentage of ”right” judgements made for each pair of data points. If

two instances come from the same GT class and are given the same cluster assignment

(also known as a true positive, or TP), then a choice was made correctly. However,

if the examples came from separate GT classes and were given different clusters,

then the decision was incorrect (a true negative, TN). In a similar manner, clustering
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mistakes may be divided into two categories: false positives (FP) and false negatives

(FN) (FN). Hence, RI may be calculated as follows:

RI =
TP + TN

TP + TN+ FP + FN
(3.3)

The Rand index provides the basis for the ARI measure, which is an adjusted

version of the original index. Given a set S of N elements, and two groupings or

partitions (e.g. y and z ) of these elements, a contingency table can show the overlap

between y and z. table [ckl] where each value ckl is the number of things that are

shared by both yk and zk : ckl = |yk ∩ zk|. Let ak be the sum (f each row, meaning,

ak =
∑︁

l ckl, and bk the sum of each column, i.e. bk =
∑︁

k ckl.

The ARI measure is then computed by:

ARI =

∑︁
k,l

(︁
nkl
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The greater their values, the better.

3.3.2 Evaluating ESRGAN

The Real-ESRGAN model uses a combination of four loss functions during training

to generate high-quality super-resolved images. These loss functions include: L1 loss:

The L1 loss measures the absolute difference between the generated image and the

ground truth image on a pixel-by-pixel basis. The formula for L1 loss is:

L1(x, y) = ||x− y||1 (3.5)

where x and y are the generated image and the ground truth image, respectively;

and ||.||1 denotes the L1 norm. Perceptual loss: The perceptual loss measures the

difference between the high-level features of the generated image and the ground truth

image. It is calculated using a pre-trained deep neural network that extracts feature

maps from the input images. The formula for perceptual loss is:

Perceptual(x, y) = ||Φ(x)− Φ(y)||1 (3.6)

where Φ(.) denotes the feature extraction function; and ||.||1 denotes the L1 norm.

Adversarial loss: The adversarial loss measures how well the generated image can fool
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the discriminator network, which is trained to distinguish between real and generated

images. The formula for adversarial loss is:

Adversarial(x) = − log(D(G(x))) (3.7)

where x is the generated image; G(.) denotes the generator function; D(.) denotes

the discriminator function; and log(.) denotes the natural logarithm. Total Variation

(TV) loss: The TV loss measures the total variation of the generated image, which

is used to preserve the edges and fine details of the original image. The formula for

TV loss is:

TV (x) = ||∇x||1 (3.8)

where ∇x denotes the gradient of the generated image with respect to its spatial

coordinates; and ||.||1 denotes the L1 norm. The overall loss function for the Real-

ESRGAN model is a weighted sum of these individual losses, as follows:

Totalloss(x, y) = w1∗L1(x, y)+w2∗Perceptual(x, y)+w3∗Adversarial(x)+w4∗TV (x)

(3.9)

where w1, w2, w3, and w4 are the weights assigned to each loss term, respectively.

3.3.3 Evaluating ViT-MAE

The Mean Squared Error (MSE) is a loss function used in the training of masked au-

toencoder for vision transformer to measure the difference between the reconstructed

output and original input images in the pixel space. Similar to BERT, the loss is

computed exclusively on masked patches. The formula for MSE loss is:

MSE(ytrue, ypred) =
1

N

∑︂
(ytrue − ypred)

2 (3.10)

where ytrue is the ground truth input image, ypred is the output image generated by

the autoencoder, and N is the total number of pixels in the image. The objective

is to reduce the MSE loss during training, which is achieved by modifying the au-

toencoder’s weights through backpropagation. The autoencoder may learn to create

output pictures that are as comparable as feasible to the input images by minimizing

the MSE loss.
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Results

All the experiments were conducted on Google Colab Pro having a single Tesla T4

gpu. The training process, which included creating embeddings from the MoCo pre-

trained model and performing clustering, required approximately 6 hours. In contrast,

training the MoCo model from scratch and then clustering consumed around 10 hours.

The time taken for ViT-MAE was comparable to that of training MoCo from scratch.

4.1 Initial results

Table 4.1 displays the findings that were replicated on both balanced and imbalanced

MNIST [27], Fashion-NIST [95], USPS [50], STL10 [21], and ImageNet [25] datasets.

As per the original paper [79], for the MNIST, USPS, and Fashion-MNIST datasets,

as well as their unbalanced versions, the same (and fixed) data embeddings were used

as input, and parametric clustering was done with ground truth K given to them and

compared with DeepDPM. It can be observed from the results in Table 4.1 that the

algorithm was usually successful in estimating the value of K for each of the datasets.

Surprisingly, we detected fewer clusters and with reduced accuracy than reported by

the authors for both USPS datasets. In addition, as reported by the authors, we

observed that DeepDPM may overestimate the number of clusters on the ImageNet

dataset. The model underestimated the K value for the USPS dataset, but the K

value was overstated for the ImageNet dataset. The original value of K for the Ima-

geNet dataset was 50, but the value of K in the paper and in the new results was 52.

In the USPS dataset, the original value of K was 10, but the value of K in the paper

and the new results were 9 and 7. Similarly, for the USPS-imbalanced dataset, K

value in the paper and the new results were 9 and 8. Thus, it became apparent that

replicating the results of DeepDPM on the USPS dataset proved to be challenging.

However, by training the model for an extended duration and increasing the number

of epochs, there is potential for the model to converge towards the accurate value of

25
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value of K. The Acc column indicates the accuracy of the clustering findings, whereas

the PaperAcc column indicates the accuracy stated in the original study DeepDPM

research paper. In general, the Acc scores were marginally lower than the PaperAcc

scores, showing a certain degree of variation in the clustering results. Only, the USPS,

USPS-imbalanced datasets showed a noticeable gap between Acc and PaperAcc. In

the USPS dataset, the Acc was 0.727, while the Paper Acc was 0.89, indicating a

difference of 0.163. Similarly, in the USPS-imbalanced dataset, the Acc was 0.809,

while the Paper Acc was 0.94, indicating a difference of 0.131. The performance of

DeepDPM was affected by the imbalance of the datasets, with better performance

achieved on balanced datasets. Overall, the difference between the original K values

and the values used in the paper and in the new results is small, ranging from 1 to 2.

Despite observing some differences, as detailed above, DeepDPM’s initial results

were quite promising, as the model was able to figure out the exact number of clusters

most of the time without being told. So far, DeepDPM has only been tested on

standard datasets and not on real datasets of fish. The next step was to test the

algorithm on a set of real fish in fish4knowledge.

Table 4.1: Results obtained by evaluating the DeepDPM algorithm on different
datasets.

Datasets Used Evaluation Metrics

NMI ARI Acc PaperAcc K PaperK OrgK

MNIST 0.941 0.953 0.9787 0.98 10 10 10
MNIST-imbalanced 0.941 0.953 0.978 0.98 10 10 10
Fashion-MNIST 0.687 0.534 0.663 0.62 10 10 10

Fashion-MNIST-imb 0.670 0.515 0.612 0.61 10 10 10
USPS 0.826 0.70137 0.727 0.89 7 9 10

USPS-imbalanced 0.864 0.807 0.809 0.94 8 9 10
STL 10 0.768 0.670 0.832 0.85 10 10 10
ImageNet 0.736 0.515 0.645 0.66 52 52 50

4.2 Image Enhancement

Our initial findings from clustering the original fish4knowledge dataset using Deep-

DPM were not impressive. We hypothesised that, given that DeepDPM operates on

extracted picture features, the majority of image pixel values would fall within a 50
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to 250 range. These blurry low resolution underwater camera images may be of insuf-

ficient quality to extract distinguishing characteristics from, preventing the clustering

algorithm from classifying them properly based on species. So, we chose to apply an

image enhancement technique to the original fish4knowledge dataset’s photos. After

conducting some research, we determined that the Real-ESRGAN model can serve

our needs.

Real-ESRGAN is an effective way to increase the resolution of low-quality fish

images, resulting in improved image quality. This can help intensify the features of

the fish, such as their scales and fins, and help better identify the fish species. More-

over, ESRGAN is a cost-effective and time-efficient method to enhance the quality of

low-quality fish images. It can be applied directly to poorly captured images, thus

reducing the need for expensive equipment and saving time and effort in capturing

new images, mainly when dealing with a large volume of images.

Pixel intensity refers to the value associated with each pixel in an image [5] [6].

Following picture enhancement, the range of pixel intensities grew from 50-250 to

500-2500. This may be seen by comparing the before and after photographs in figures

4.3 and 4.4. The average size of images also increased from being in the range of

50-150 before enhancement figure 4.1 to 200-500 after enhancement figure 4.2.

Figure 4.1: Image size distribution be-
fore enhancement

Figure 4.2: Image size distribution af-
ter enhancement

4.3 DeepDPM results using MoCo before enhancement

Table 4.2 and Table 4.3 show the results of training and validation experiments for the

DeepDPM clustering algorithm using the pre-trained MoCo embeddings trained on
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Figure 4.3: Pixel intensity distribution
before enhancement

Figure 4.4: Pixel intensity distribution
after enhancement

Figure 4.5: Amphiprion clarkii before
enhancement using Real-ESRGAN

Figure 4.6: Amphiprion clarkii after
enhancement using Real-ESRGAN
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Figure 4.7: Chaetodon lunulatus
before enhancement using Real-
ESRGAN

Figure 4.8: Chaetodon lunulatus after
enhancement using Real-ESRGAN

Table 4.2: Results of MoCo model pretrained on ImageNet

Train

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.02± 0.031 0.01± 0.032 0.38± 0.013 1.66± 0.57 5 32 400
2 0.0± 0 0.0± 0 0.37± 0.001 1.33± 0.57 5 64 400
3 0.005± 0.008 0.02± 0.035 0.38± 0.017 2± 1 5 128 400

Validation

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.001± 0.002 0.0± 0.0 0.37± 0.001 2± 0 5 32 400
2 0.0± 0.0 0.0± 0.0 0.37± 0.0 1.33± 0.57 5 64 400
3 0.02± 0.033 0.02± 0.032 0.38± 0.014 2± 1 5 128 400

Imagenet and the MoCo embeddings trained on the fish image dataset from scratch,

respectively. The ”Experiment No” (Exp No) column implies different runs of the

DeepDPM model on the same dataset. Each experiment is executed under varying

settings of latent dimensions (L-dim) and epochs, factors that may impact the fi-

nal result. The table presents the results of three different settings, showcasing the

mean and standard deviations of three independent runs for all performance metrics,

including K.

The results displayed in Table 4.2 reveal that the NMI, ARI, and accuracy values

for all three experiments are relatively low, suggesting suboptimal clustering algo-

rithm performance. The performance remained consistently low across the exper-

iments regardless of the latent size suggesting that this factor did not impact the
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Table 4.3: Results of MoCo model trained from scratch on fish4k dataset

Train

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.31± 0.078 0.28± 0.085 0.56± 0.048 2.33± 0.57 5 32 400
2 0.34± 0.09 0.29± 0.099 0.57± 0.043 3.66± 0.57 5 64 400
3 0.19± 0.038 0.15± 0.044 0.50± 0.027 2.33± 0.57 5 128 400

Validation

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.31± 0.064 0.28± 0.076 0.56± 0.043 2.33± 0.57 5 32 400
2 0.33± 0.082 0.29± 0.093 0.57± 0.041 3.66± 0.57 5 64 400
3 0.20± 0.040 0.17± 0.047 0.50± 0.028 2.33± 0.57 5 128 400

clustering process. The final K value for all experiments reaches up to 2, which is

considerably different from the original K value of 5. In particular, the final K value

is approximately 2 for experiments 2 and 3, and around 3 for experiment 3. This in-

dicates that not only did the algorithm struggle to perform well, but it also failed to

identify the correct number of clusters within the dataset. The NMI and ARI scores

of the three experiments in Table 4.2 are more or less zero. Moreover, the accuracy

remains relatively constant across all experiments, with a value of approximately

0.38. This behaviour is also reflected in the validation results, further supporting the

observation.

In contrast, the results in Table 4.3 show an improvement in the performance of the

clustering algorithm when using the embeddings trained from scratch on the dataset.

In all three settings, we observed much higher NMI, ARI, and accuracy values than

in the previous table. The NMI and ARI scores of the three experiments in 4.3 have

reached an average value of 0.28 and 0.24. The highest NMI score observed was 0.34,

which is in experiment 2. Similarly, the accuracy score improved when training from

scratch, with the highest score of 0.57 achieved in experiment 1. All the experiments

ended up with K values of around 3, which is still less than the original K value

of 5. In particular, experiment 3 in Table 4.3 shows the best performance, with

an NMI value of 0.34, an ARI value of 0.29, and an accuracy value of 0.57. These

values are much higher than the corresponding values in Table 4.2. It is also observed

that as the latent dimensions increase, the model performance slightly improves up

to 64 dimensions. However, when the latent dimensions reach 128, the performance

experiences a decline. This trend is more evident when examining the NMI and

ARI values, which exhibit approximately a 45% drop in percentage. The accuracy
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demonstrates a similar behavior. The final K value showed only a slight variations

in these experiments. Likewise, the measures in the validation data, as presented in

Table 4.3, exhibit a comparable pattern.

Overall, these results show that the MoCo embeddings trained on the given fish

dataset were better at grouping the fish images in the Fish4Knowledge dataset than

the MoCo embeddings pre-trained on ImageNet.

4.4 DeepDPM results using MoCo after enhancement

Comparing the two tables, we can observe that the clustering performance is better in

Table 4.5 than in Table 4.4, as the NMI, ARI, and accuracy values are higher in Table

4.5. The highest average NMI value in Table 4.4 is 0.046, while in Table 4.5, it is 0.35.

The highest average ARI value in Table 4.4 is 0.025, while in Table 4.5, it is 0.31.

The highest average accuracy value in Table 4.4 is 0.38, while in Table 4.5, it is 0.60.

The NMI, ARI, and Acc values in Table 4.5 are higher than those in Table 4.4 across

all experiments. Furthermore, the final number of clusters consistently approximates

3 in Table 4.5, which implies that the clustering algorithm can identify better clusters

compared to Table 4.4, where the final number of clusters varies between 2 and 4.

Based on these metrics, Table 4.5 outperforms Table 4.4 on both the training and

validation datasets.

A similar pattern was observed in Table 4.5, where the NMI and ARI values

experienced a slight increase as the latent dimensions expanded and subsequently

decreased when the dimensions reached 128. However, the accuracy did not follow

this trend; it continued to increase as the dimensions grew. This observation suggests

that the latent dimensions indeed had an impact on the clustering performance, as

previously noted before the enhancement was made.

In conclusion, Table 4.5 performs better than Table 4.4 regarding NMI, ARI,

accuracy and K; it indicates that the MoCo embeddings trained from scratch are

better than the MoCo models trained with ImageNet weights.
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Table 4.4: Results of MoCo model pretrained on ImageNet after enhancement

Train

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.046± 0.019 0.02± 0.015 0.33± 0.013 2± 0 5 32 400
2 0.025± 0.016 0.018± 0.001 0.38± 0.012 1.66± 0.57 5 64 400
3 0.035± 0.01 0.025± 0.021 0.38± 0.003 2± 1 5 128 400

Validation

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.040± 0.007 0.019± 0.025 0.32± 0.0291 2± 0 5 32 400
2 0.019± 0.001 0.019± 0.002 0.38± 0.009 1.66± 0.57 5 64 400
3 0.034± 0.037 0.025± 0.021 0.37± 0.01 2± 1 5 128 400

Table 4.5: Results of MoCo model trained from scratch on fish4k dataset after en-
hancement

Train

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.29± 0.024 0.26± 0.062 0.60± 0.028 2.33± 0.57 5 32 400
2 0.35± 0.093 0.31± 0.053 0.57± 0.035 3.66± 0.57 5 64 400
3 0.21± 0.082 0.15± 0.039 0.51± 0.033 3.33± 0.57 5 128 400

Validation

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.32± 0.049 0.26± 0.009 0.60± 0.013 2.33± 0.57 5 32 400
2 0.34± 0.034 0.30± 0.097 0.57± 0.021 3.66± 0.57 5 64 400
3 0.21± 0.004 0.19± 0.078 0.51± 0.046 3.33± 0.57 5 128 400

4.5 Comparing results before and after Real-ESRGAN enhancement

Tables 4.2, 4.3, 4.4, and 4.5 illustrate the performance contrast in terms of image

enhancement between a MoCo model pre-trained on ImageNet (Tables 4.2 and 4.4)

and a MoCo model trained from scratch on the fish4k dataset (Tables 4.3 and 4.5).

While comparing Tables 4.2 and 4.4, we can observe that pre-training on ImageNet

results in lower performance before the image enhancement. The NMI values in the

training and validation experiments range between 0.0 and 0.02, the ARI between

0.0 and 0.02, and the accuracy between 0.37 and 0.38. After performing the image

enhancement, we can notice the performance improvement (Table 4.4) for all three

parameters. The NRI, ARI, and accuracy increased to a range between 0.025 and

0.046, 0.018 and 0.025, and 0.33 and 0.38, respectively. The number of clusters

obtained on the dataset became consistent after enhancement.

Similarly, comparing tables 4.3 and 4.5, we can observe that the NMI, ARI, and

accuracy for the training and validation datasets before enhancement ranged between
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0.19 and 0.34, 0.15 and 0.29, and 0.50 and 0.57, respectively, resulting in 3 clusters

in all the cases. In contrast, the results after enhancement show better performance.

After enhancement, the NMI values range from 0.21 to 0.35, the ARI values range

from 0.15 to 0.31, and the accuracy values range from 0.51 to 0.60, with the final

number of clusters reaching up to 4 in some cases (Table 4.5).

When comparing the K values to earlier experiments without enhancement, they

are slightly higher, indicating that both MoCo pretraining from scratch and image

enhancement have an influence on the choice of K.

Overall upon comparing the results from these tables to those from previous tables

before enhancement, it is seen that Real-ESRGAN image enhancement has a positive

impact on clustering performance. And the MoCo model trained from scratch on the

fish4k dataset results in better clustering performance than pre-training on a larger,

more general dataset such as ImageNet.

4.6 Use of ViT-MAE embeddings

Despite the picture enhancements, the clustering model still did not perform well

enough to be used to automatically cluster fish images for labeling. To address this,

we decided to try a new method of picture embedding extraction. After attempting

a few various embeddings and realising that MoCo, as utilised by the developers of

DeepDPM, was not well suited to low resolution fish images, we settled on utilising

the embeddings acquired using ViT-MAE.

4.7 DeepDPM results before and after enhancement with ViT-MAE

The below tables, Table 4.6 and Table 4.7 present the results of DeepDPM clustering

experiments conducted with ViT-MAE embeddings using different settings before and

after applying the Real-ESRGAN image enhancement technique.

The experiments were performed on the same five classes of the Fish4Knowledge

dataset for consistency, and the models were evaluated based on NMI, ARI, accuracy,

and K value. Although Experiment 2, which used a latent dimension of 64 for 400

epochs, had the best overall performance in terms of NMI, ARI, and K values (0.64,

0.63, and 4 in Table 4.6, and 0.75, 0.74, and 4 in Table 4.7), Table 4.7 generally had
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higher NMI and ARI values for other experiments. Additionally, Table 4.7 had higher

accuracy values for most experiments, with the highest accuracy being in Experiment

3 at 0.84 and 0.84 in Experiment 5 in Tables 4.6 and 4.7, respectively. The accuracy

values showed a slight increase in most of the cases except in experiments 2 and 3.

Regarding the final K value, Table 4.6 and Table 4.7 have a similar range of values

(3-5) for most of the experiments, and there is little difference in the average value of

the final K between the two tables. However, the number of matches between the final

K and the original K value, which is the number of clusters in the original dataset,

is higher in Table 4.7 than in Table 4.6 for all experiments, indicating that Table 4.7

can match the original K value, thus producing better clustering results than Table

4.6.

Table 4.6: Results obtained using ViT-MAE embeddings before image enhancement
under different settings

Train

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.47± 0.023 0.42± 0.003 0.69± 0.006 4± 0 5 64 200
2 0.64± 0.069 0.63± 0.089 0.79± 0.007 4.33± 1.15 5 64 400
3 0.63± 0.009 0.61± 0.028 0.84± 0.001 3± 0 5 64 800
4 0.59± 0.052 0.57± 0.062 0.78± 0.025 4.6± 1.15 5 32 400
5 0.60± 0.065 0.55± 0.050 0.76± 0.065 3.66± 0.57 5 128 400

Validation

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.45± 0.048 0.41± 0.016 0.68± 0.011 4± 0 5 64 200
2 0.63± 0.068 0.62± 0.089 0.80± 0.004 4.33± 1.15 5 64 400
3 0.62± 0.001 0.61± 0.002 0.83± 0.003 3± 0 5 64 800
4 0.58± 0.048 0.56± 0.063 0.78± 0.027 4.6± 1.15 5 32 400
5 0.59± 0.052 0.54± 0.044 0.76± 0.063 3.66± 0.57 5 128 400

The results shows that the performance in Table 4.7 is generally better than that

in Table 4.6 in terms of NMI, ARI majorly and also accuracy. The higher original K

values in Table 4.7 also suggest that it produces more precise clustering results than

Table 4.6. This means that the models in Table 4.7 were better at classifying the fish

images into their respective species.

Experiments 1, 2, and 3 have the same latent dimension (64) but different epoch

counts (200, 400, and 800, respectively). The clustering performance (NMI, ARI, and

Acc) typically improves as the number of epochs grows, but Experiment 2 resulted in

the most outstanding performance in both tables. It achieved the highest performance
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Table 4.7: Results obtained using ViT-MAE embeddings after image enhancement
under different settings

Train

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.64± 0.085 0.62± 0.117 0.73± 0.087 6± 1 5 64 200
2 0.75± 0.011 0.74± 0.006 0.83± 0.006 4.66± 0.57 5 64 400
3 0.70± 0.005 0.68± 0.012 0.79± 0.009 4± 0 5 64 800
4 0.72± 0.027 0.72± 0.030 0.82± 0.019 4± 1 5 32 400
5 0.67± 0.004 0.61± 0.005 0.84± 0.002 3± 0 5 128 400

Validation

Exp No NMI ARI Acc Final K Org K L-Dim Epochs

1 0.64± 0.084 0.60± 0.154 0.69± 0.081 6± 1 5 64 200
2 0.74± 0.009 0.74± 0.006 0.83± 0.005 4.66± 0.57 5 64 400
3 0.69± 0.002 0.68± 0.004 0.79± 0.008 4± 0 5 64 800
4 0.69± 0.011 0.71± 0.029 0.81± 0.024 4± 1 5 32 400
5 0.66± 0.002 0.60± 0.003 0.84± 0.001 3± 0 5 128 400

metrics (NMI, ARI), and the accuracy is almost close to the best one for both train and

validation sets, with NMI at 0.64 and 0.75, ARI at 0.63 and 0.74, and Acc at 0.79 and

0.83, respectively. This shows that if the latent dimension is large enough, increasing

the number of epochs makes the model learn better up to a certain threshold, after

which it may stop improving or even worsen. In both Tables 4.6 and 4.7, as the

number of epochs and latent dimensions increased, the performance of the clustering

model in terms of ARI and NMI initially improved but declined when the latent

dimensions reached 128. However, this observation does not hold for accuracy, as

Table 4.6 exhibited the same trend as discussed previously, whereas, in Table 4.7,

accuracy increased alongside the latent dimensions.

Considering Experiments 4 and 5, we observe that they each have 400 epochs

but different latent dimensions (32 and 128, respectively). The performance of Ex-

periment 4 is somewhat similar, if not better, than that of Experiment 5 in all the

metrics except for the K value, where Experiment 4 performed better in Table 4.6,

resulting in number of clusters close to 4 (Final K = 4) compared to the original

number (Original K = 5). While in Table 4.7, Experiment 4 had a better perfor-

mance than Experiment 5, the only exception being in terms of accuracy for both

training and validation sets. This suggests that the configuration was not as effective

in clustering and classification tasks. This shows that the latent dimension and no

of epochs act as a tunable hypermeter specific to the dataset enabling the model to
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capture complicated data patterns, resulting in enhanced clustering performance.

In our case, with a latent dimension of 64 and 400 epochs, Experiment 2 had the

best clustering performance overall. This combination of latent dimension and epochs

gives the ideal balance between the model’s capacity to learn complicated patterns,

training duration, and convergence.

Upon analyzing the training and validation results for the five experiments, with

three replicates each, we did not observe indications of overfitting or underfitting

in most cases. In most experiments, the training and validation metrics are close,

indicating a good balance and suggesting that our results do not suffer from overfitting

or underfitting. The only exception is in the case of Experiment 1 where the validation

accuracy value was lower than the train (Table 4.7). Experiment 1 demonstrates

lower performance metrics, especially when compared to other experiments. This

could be attributed to underfitting, possibly caused by an inadequate number of

training epochs. Experiments 2, 3, and 4 exhibits relatively stable performance across

training and validation sets, with only minor differences in the metrics. This suggests

that these models are better at generalizing to unseen data and have achieved a

better balance between overfitting and underfitting. Lastly, Experiment 5 has a

lower NMI and ARI on both the training and validation sets compared to other

experiments, suggesting that the model may be underfitting the data. However,

the overall performance is still good, which indicates that overfitting is not a major

problem in these models.

In conclusion, a suitable latent dimension and a number of epochs are required

for effective clustering performance. The right latent size typically enables the model

to capture and learn complex patterns in the data, while the right number of epochs

allows the model to learn effectively without overfitting or underfitting. Finding the

best combination of these two factors is key to achieving the best clustering per-

formance. Altogether, the improved results indicate that the embeddings generated

using ViT-MAE are of higher quality and more suitable for clustering fish images

from the Fish4Knowledge dataset, independent of the image enhancement methods

used compared to the earlier MoCo embeddings. DeepDPM gave variable results with

each run, so it may be necessary to run the clustering algorithm multiple times to

obtain valuable clusters under each setting. In our experiments we ran the DeepDPM
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model for three times for every setting and reported the average result along with its

standard deviation.

4.8 Visualizing the clusters

Figure 4.9 presents a visualization tool that allows for the examination of clustered

data about various fish species. Upon analysis of the clustered outputs, our model

did not find the correct clusters; however, it was capable enough to identify the major

fish species in the dataset to a certain extent. The three major clusters correspond

closely to the three most common fish in this dataset. The model primarily struggled

to cluster fish species with lower frequencies accurately. The two least common fish

were grouped together with Chromis chrysura in the fourth cluster.

A more comprehensive understanding of these findings can be gleaned from the

stacked bar graph in Figure 4.14, which displays the count of each fish species within

the respective clusters. This visualization is derived from the most favorable experi-

ment we conducted, which utilized ViT-MAE embeddings of the ESRGAN-enhanced

dataset with a latent dimension of 64 and a training duration of 400 epochs.

Cluster 3 is the largest having 859 images, with Chromis chrysura constituting 82%

of them. The remaining proportions are comprised of Myripristis kuntee (8%), Hemi-

gymnus fasciatus (5%), Amphiprion clarkii (3%), and Chaetodon lunulatus (1%).

Cluster 2 contains the least number of images, totaling 22. It is predominantly com-

posed of Chaetodon lunulatus (14 images), followed by Amphiprion clarkii (5 images),

Hemigymnus fasciatus (2 images), and a minor presence of Chromis chrysura (1 im-

age). Cluster 0 is nearly exclusively Chaetodon lunulatus (99.79%), with an insignifi-

cant presence of Chromis chrysura. Cluster 1 primarily consists of Amphiprion clarkii

(98.72%), accompanied by a small percentage of Chaetodon lunulatus and an even

smaller percentage of Hemigymnus fasciatus. Cluster 4 mainly comprises Amphiprion

clarkii (98.02%), with minor proportions of Chaetodon lunulatus and Hemigymnus

fasciatus.

Upon examining the final clustering results, it is important to recognize that

this model should be applied cautiously, as it primarily distinguishes species with

high counts while failing to recognize the rare-group species, which were combined

into single clusters. To address this issue, we hypothesize that the clustering model
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or other approaches could be further applied to the combined clusters to subdivide

them and identify the rare species. Also, it is worth noting that the clustering results

are influenced by the choice of embeddings, latent dimensions, and number of epochs

utilized in the training

Figure 4.9: Visualization dashboard to view the clusters - Cluster 1

Figure 4.10: Cluster 4 Figure 4.11: Cluster 3

Figure 4.12: Cluster 0 Figure 4.13: Cluster 2
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Figure 4.14: Fish species count in each cluster



Chapter 5

Conclusion and Future work

5.1 Conclusion

In this analysis, non-parametric and unsupervised clustering algorithm models were

tested on the Fish4Knowledge dataset to see how well they clustered fish images

using different embeddings with and without image enhancement. The goal was

to investigate the potential for unsupervised clustering methods to separate fish by

species and reduce the time needed to label datasets for supervised models. After

reviewing our final outcome on the Fish4Knowledge dataset, it is worth noting that

achieving a close approximation, rather than an exact number of clusters, may be

considered acceptable if the resulting clusters demonstrate strong consistency with

the actual species classification.

The original Fish4Knowledge dataset had low-resolution images from software

that found and tracked fish, which made clustering less accurate. As expected, after

enhancing the images using the Real-ESRGAN deep learning approach, the clustering

results improved slightly, resulting in higher accuracy rates for all three evaluation

metrics (NMI, ARI, and Acc). Our results showed that the initial pre-trained MoCo

model had poor performance. After applying the image enhancement, the perfor-

mance was slightly improved, and the final number of clusters became a bit more

consistent. From our findings, the MoCo model trained from scratch on the fish4k

dataset outperformed the ImageNet pre-trained model in terms of NMI, ARI, and

accuracy. The image improvement on top of it also led to better performance; in the

end, the number of clusters averaged between 3 and 4. In the end, the results of the

study suggest that the embeddings made with ViT-MAE are better suited to grouping

fish images from the Fish4Knowledge dataset. Overall, the combination of ViT-MAE

embeddings with the Real-ESRGAN image enhancement improved the mean values

of NMI, ARI and accuracy values from 58, 55, 77 to 69, 67, 80. Our results suggest it

is possible to achieve good clustering results by enhancing the picture’s quality and

40
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employing embeddings generated by a suitable self-supervised model. Our study pre-

sented the results by calculating the mean of three separate runs for each experimental

setting and subsequently comparing these values using the standard deviation.

It is important to note that we did not conduct an in-depth statistical analysis

to assess the validity of our findings, which may necessitate further investigation to

confirm the robustness of the results.

In summary, we found that unsupervised clustering models (DeepDPM) [79] could

be a promising alternative to supervised deep learning for classifying fish images. We

also discovered that image enhancement techniques helped improve clustering per-

formance. Additionally, we observed that embeddings from ViT-MAE outperformed

those obtained from MoCo on Fish4Knowledge dataset. Later, we wish to apply our

model on the remaining species of fish4k dataset as well.

Our study demonstrates that unsupervised clustering models hold promise for

accelerating the process of fish species labeling by utilizing the unsupervised clustering

algorithm DeepDPM and enhancing its performance through image improvement

techniques, suitable embeddings, and ideal latent dimensions. These models could

shorten the time needed for human labeling by grouping the bulk of fish species into

discrete groups, making labeling easy. However, more research and validation are

required to prove that these models successfully reduce the burden associated with

manual labeling.

5.2 Limitations and Future work

Our goal with this work was to investigate whether unsupervised clustering methods

could be applied to group fish images into clusters of species without the need for

manual labeling of species. As such, there are several limitations to our results and

many avenues that require further exploration.

The first problem is the lack of enough training data. Deep learning models trained

with a large amount of data can perform more effectively and prevent overfitting. [47].

One alternative to this is to use self-supervised pretraining. We generally observe

that the performance of deep learning models on supervised tasks is improved by

unsupervised pretraining, which leads to improved initialization, regularization, and

feature extraction[33]. DeepDPM paper for instance, uses self-supervised pretraining
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using models such as MoCo and then performs clustering.

In our particular use case, we observed that the embeddings obtained from pre-

training using the ViT-MAE model were more effective than those obtained from

the MoCo model. Several self-supervised learning approaches have been proposed re-

cently, including I-JEPA [41], which is a non-generative approach for self-supervised

learning from images that predicts the representations of different parts of an im-

age from a single context part. It is based on JEPA, a general framework for self-

supervised learning that captures dependencies between two inputs [63] [61]. In addi-

tion to I-JEPA, other approaches such as BeiTv2, SimMIM, DINO, and MoCo v3 have

also been proposed. BeiTv2 involves masked image modeling with vector-quantized

representations [75], while SimMIM utilizes a ViT encoder with both masked and

non-masked patches as inputs [96]. DINO, which stands for self-distillation with no

labels, is a self-supervised learning approach that predicts the output of a teacher net-

work using a standard cross-entropy loss [14]. Meanwhile, MoCo v3 has a structure

similar to SimCLR but differs in its momentum encoder [18].

Another problem that arises is due to the absence of high-resolution images in

the Fish4Knowledge dataset because fish are usually a small part of the total cam-

era image. It is well known that the quality of images has a crucial influence on

the performance of deep learning models. It can affect the models’ ability to gen-

eralize and maintain robustness. The presence of low-quality images in the training

dataset may introduce biases or outliers, which can hinder the model’s performance

on new, unseen data. This phenomenon was observed in the results of the clustering

analysis conducted on the Fish4Knowledge dataset, where images with poor quality

contained less informative data and were more challenging to classify using unsuper-

vised learning. Factors such as noise or blur in images can obscure important object

features, making it difficult for deep-learning models to detect or classify them [89].

It is important to note that low-quality images may not accurately represent the true

distribution of real-world data, causing the models to perform poorly on unseen data.

Examples of factors that can cause image degradation include compression artifacts

or low resolution, which can alter the shapes or colors of objects and make them

appear different from what the model learned during training [28] [77]. Although

ESRGAN was utilized to enhance the quality of fish images in the Fish4Knowledge
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dataset, there are numerous other image enhancement techniques that can also be

employed. One such technique is Swin2SR, an improved version of SwinIR, which

incorporates Swin Transformer v2 layers to address issues such as training instabil-

ity, resolution gaps between pretraining and fine-tuning, and data requirements [67].

Swin2SR has demonstrated state-of-the-art performance in classical, lightweight, and

real-world image super-resolution tasks [67]. SwinIR, on the other hand, is an image

restoration tool based on the Swin Transformer architecture, which comprises shallow

and deep feature extraction modules and a high-quality image reconstruction module

[66].

In some of our experiments we successfully obtained five clusters, which matched

the original number of clusters in the dataset. However, these clusters grouped infre-

quent species together and were not fully coherent enough to effectively classify the

fish according to their respective species. It is essential to note that these results, al-

though promising, have been obtained from a limited dataset. Also, the performance

of DeepDPM exhibited a slight variability across different runs; this variability, al-

though it is less, represents a limitation of the DeepDPM method, as it may require

knowing the suitable configuration so that the data can be clustered easily. After

looking at the clusters, it is essential to consider that there may be instances where it

needs to be clarified whether the clustering was performed based on specific attributes

such as color, shape, or size. So, to validate the effectiveness of the proposed cluster-

ing model in real-world applications, further testing on more extensive and diverse

datasets is necessary. Also, it is necessary to check how well the model works on new,

unlabeled datasets to see if the clusters it makes help cut down on labeling time and

classify fish by species.

In conclusion, the clustering results from this work are promising and suggest that

unsupervised learning models can be used to classify fish by species, which will cut

down on the time needed to label them. Nevertheless, it is crucial to continue to refine

the models, and experiment with different enhancement techniques and embeddings,

and evaluate their performance on a broader range of datasets to fully understand

their potential impact on the fish species labeling process.

Unsupervised learning techniques may potentially aid in accelerating the process

of labeling fish species and, to some extent, assist in identifying rare or previously
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unobserved species in new datasets. Since these methods do not use already-made la-

bels, they can find unique patterns in outlier species and group them reasonably well.

This capability facilitates the efforts of researchers and professionals in identifying

and tracking uncommon species that might otherwise be overlooked or misidentified

through traditional supervised learning techniques. DeepDPM clustering has the po-

tential to assist in the identification of uncommon fish; however, the current results

suggest that further refinement is required to distinguish rarer species when dealing

with highly unbalanced data properly. By solving this issue, unsupervised learn-

ing approaches can become even more important discovery and monitoring tools for

elusive or uncommon fish species.
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