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Abstract

Photoelasticity refers to the change in index of refraction of a material due to

applied stress or strain, and in glass, results in birefringence. Understanding and

controlling this effect is an important aspect in the design and technological appli-

cation of glass. Further complicating the issue is that photoelasticity shows a com-

plicated dispersive behaviour, which has been very little studied. In this thesis, the

dispersion of the photoelastic response of a set of CDGM commercial glasses was

investigated using a modified acousto-optic technique. Electron microprobe analysis

paired with Raman and solid-state nuclear magnetic resonance spectroscopy proved

the importance of verifying the compositional discrepancies that may occur when ac-

quiring samples from commercial suppliers. The structural insight provided by these

techniques was used to understand trends in the photoelastic data. This understand-

ing was contextualized based on the calculated parameters of the bond polarizability

model for the first time for these glasses.

xi



Chapter 1

Introduction

Although the dispersion of the stress-optic coefficient has been previously studied

in literature, focused research on measuring the dispersion of the individual photoe-

lastic tensor elements p11 and p12 is lacking [1, 2, 3, 4]. Structural knowledge of

how these elements change with composition can aid in the design of optical devices

with specific photoelastic response. Some examples include but are not limited to,

fiber optic cables with low p12 to suppresses the undesirable phenomenon of stimu-

lated Brillouin scattering that limits signal transmission, and zero-stress optic glasses

whose optical properties remain isotropic with applied stress. This thesis describes

modification of the acousto-optic Dixon-Cohen method to investigate the dispersion

of the photoelastic tensor elements. In addition, the relation of structural network

features on the photoelastic response is investigated on a set of commercial optical

quality glasses.

The content of this thesis is divided into five chapters. Chapter 2 briefly introduces

the important theoretical background information on the three main topics of this

thesis. The first topic defines glass formation along with the structural tendencies

and theories that surround the subject. The next topic centers around photoelasticity

and outlines several theories which try to relate structure to photoelastic response.

Lastly, the subsection of photoelasticity being acousto-optics is described.

Experimental methods to determine the mechanical, optical, structural and pho-

toelastic properties are given in Chapter 3. The mechanical properties, ie, the elastic

moduli are calculated from the measured density and sound velocity of samples. The

1
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structural properties are measured using X-ray diffraction, electron microprobe analy-

sis, Raman spectroscopy and nuclear magnetic resonance spectroscopy. A description

of the Dixon-Cohen method for determining the magnitude of the individual photoe-

lastic tensor elements is also provided.

Chapter 4 presents the experimental data measured using the aforementioned

techniques. This chapter further discusses the results that surround the structural

and photoelastic trends that are recognized between samples.

Finally, the prominent results are summarized in Chapter 5 along with future

suggestions to improve our understanding in this line of research.



Chapter 2

Background

This chapter briefly explains the background concerning the three main com-

ponents that make up this dissertation. The first topic is glass. This exposition

comprehensively explains glass formation, including its structural tendencies, typical

glass-forming materials, and relevant glass properties. The next topic is that of pho-

toelasticity. Stress can induce changes in the optical properties of materials. This

section provides background on the phenomenon and outlines the major models of

it in the literature. Finally, the last topic is that of acousto-optics. This is a tech-

nique used to measure the photoelastic tensor elements from sound-induced density

perturbations in samples. Notably, glasses can be structurally tuned to design a wide

variety of devices with specific photoelastic behaviour, which will be discussed.

2.1 Glass

Though easily overlooked in daily life, the success of glass as a material is sig-

nificant. On the macroscopic scale, glass is a brittle, transparent and lustrous solid

that is widely used for practical, decorative and technological applications. Whereas,

microscopically, the structure of glass shows no long-range periodicity and has all the

mechanical properties expected of a solid. Glasses are most commonly manufactured

using high amounts of silica. As a consequence, it forms naturally from volcanic

magma (obsidian) and from lighting striking sand (fulgurite) amongst others [5]. For

which there is archaeological evidence, natural glass such as obsidian have been used

by man since the Stone Age as sharp cutting and projectile objects [6]. The origin

3
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of man-made glass is not certain. Yet, the earliest known glass glaze on stone beads

date back to 12000 B.C. and the oldest pure glass item is an amulet from 7000 B.C.

[6]. Glass was mainly used for decoration until the invention of glass blowing during

the first century B.C., then the production of household items with this material had

accelerated. Amidst the nineteenth century, high-precision optical glasses had been

developed and used in instruments. This lead to a systematic approach to developing

glasses with varied optical properties by altering the glass recipe.

2.1.1 Glass Formation

The formation of glass is most simply described using a volume (V ) versus tem-

perature (T ) diagram. On the right side of the V -T diagram of Figure 2.1 is a liquid

held at a temperature above its melting point Tm. As this liquid cools, it will typically

undergo a sudden decrease in volume resulting from a phase change into its crystalline

state where the atoms rearrange into a more condensed periodic structure. However,

if the liquid is cooled at a considerably higher rate where the viscosity of the cooling

liquid becomes so high and that there is not enough kinetic energy for the atoms to

rearrange to their crystal lattice sites, the liquid is described to be super-cooled. The

product of the super-cooled liquid is an meta-stable solid material in the glassy state

that has a higher volume than its crystalline counterpart [7].

Although glass transformation occurs over a range of temperatures, it is convenient

to refer the fictive temperature Tf as a single temperature at which a liquid steadily

transforms from a super-cooled liquid state to a glassy state [5]. It is also important

to note that Tf is a material property and can vary significantly between different

glasses, and moreover, in a single glass as a function of cooling rate. It is also often

referred to as the glass transition temperature Tg in literature.

Additionally, the free volume VF of a material defines the temperature dependent

volume difference between the non-crystalline V pT q and crystalline solid V0pT q. Below
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Tf , the free volume is roughly constant and above Tf the free volume is a function

depending on temperature. Cooling a material at different rates will result in a

different free volume.

VF ptq “ V pT q ´ V0pT q (2.1)

It is worth mentioning without going into detail that other methods can be used

to form a glass which do not utilize cooling such as the sol-gel process as well as

chemical vapor deposition [5].

Figure 2.1: V-T diagram demonstrating the conventional glass formation from a liquid
state. The volume of the glassy state being higher than that of the crystalline state

Pair Distribution Function of Glass

The pair distribution function (PDF) is often used to conceptualize the average

distribution of atoms within amorphous materials from the local density around a
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typical atom, and is given by Equation 2.2.

gprq “
1

xρy

dnpr, r ` drq

dV pr, r ` drq
(2.2)

Consider a sphere of radius r centralized around an arbitrary atom with a shell

with a thickness dr and volume dV surrounding it. dn is the number is atoms within

the shell and xρy is the average particle density. Namely, this is the probability of

finding an atom at a certain distance r from an atom within the material that is

normalized to the overall density of the material.

Figure 2.2: a) Example of pair distribution around a central atom, b) PDF of a gas,
c) PDF of an amorphous solid or a liquid and d) PDF of a crystal

The PDF of a crystal is a set of discrete peaks at certain distances from the atom,
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showing long-range order and is dependent on the crystal structure of the material.

The PDF of a non-crystalline material shows broad features that eventually reach an

asymptotic value of 1, demonstrating only short range order [5, 8].

2.1.2 Structural Theory of Glass: Zachariasen’s Random Network

In 1932, Zachariasen publicized an empirical theory relating oxide glass formation

and the structural tendencies of the glasses that is now widely used as a foundation

for glass models. His initial intrigue sparked when Goldschmidt observed how oxide

systems AmOn which have a radius ratio RA{RO between 0.2-0.4 form a glass [9].

This radius ratio corresponds to a tetrahedral arrangement of O anions around the A

cation. Though this was a good starting point for predicting glass formation, it is not

a universal fit. Zachariasen expanded on Goldschmidt’s concept and stated that the

silica glass structure is formed by a random network of tetrahedron that contrasts

that of a periodic crystal structure [7]. The three-dimensional network must obey

four rules:

1. The oxygen atoms cannot be linked to more than two cations

2. The cation coordination number must be small at either 3 or 4

3. The oxygen polyhedron cannot share edges or faces, only corners

4. The network can only be 3-D if the oxygen polyhedra share at least three corners

For instance, oxides of the formulas AO and A2O do not fit the criteria that favors

glass formation as they are not flexible enough to form a random network. The oxide

glass network must have a connectivity balance in order to satisfy glass formation.

The network must be flexible enough but not too flexible in order to avoid induction

of crystallization.



8

Though the network of a glass is described in three dimensions, it is conventional

to represent the structure in two dimensions. Both the crystalline and glass structures

shown in Figure 2.3 are comprised of triangles of open circle anions connected to black

dot cations, showing they have identical short-range connectivity. The disordered

character of the glass network arises from the diverse A–O–A bond angles, as well as

minute changes in anion-cation bond length compared to that of the crystal.

Figure 2.3: a) 2-D tetrahedral arrangement of atoms [eg. SiO2 where the black dots
are Si and the open circles are O] and b) 2-D amorphous arrangement of atoms of
the same system

2.1.3 Glass Formers, Modifiers and Intermediates

Zachariasen’s theory applies to glass network formers, which are oxide compounds

capable of forming glass networks on their own. At the same time, the connectivity of

glass networks can be greatly influenced by the introduction of network modifiers and

intermediates to the system. Modifiers and intermediates are oxide compounds that

are mixed with a network former to alter the physical properties of the glass. Modifiers

are not able to form a glass network on their own, while intermediates can have
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characteristics of both formers or modifiers. For example, when the modifier Na2O

is added to the network former SiO2, several Si–O bonds are broken, creating non-

bridging oxygens (NBOs) in the system [7]. Structures with less network connectivity

are more pliable and will therefore have lower melting temperatures than a highly

connected pure SiO2 network.

Figure 2.4: The connectivity of a silica glass network [black dots are Si and the open
circles are O] is broken down by the addition of a Na2O modifier [represented by the
striped circles], increasing the number of NBOs

2.1.4 Silica Structures in Glass

As previously established, silica tetrahedrons may have different degrees of con-

nectivity within a glass network. This depends on how many vertices of a silicon
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tetrahedron are shared with other structures. They are classified as Qn units, where

n is the number of vertices shared [7]. This is often envisioned as the number of

NBO atoms connected to the silicon atom. When all four vertices of a tetrahedron

are connected to other polyhedrons, there are no NBOs, thus these structures are

classified as Q4 units. Q3 units occur when three vertices are shared with one NBO,

Q2 when two vertices are shared and two are not, and finally Q0 are isolated units

that share no vertices and have all four NBOs.

2.1.5 Optical Properties of Glass

A key element to what makes glass an extensively important material is how it

interacts with light. The optical properties of glass are crucial to the many design and

technological applications that they are used for. One of the most measured optical

properties of glass is the index of refraction n and is defined by a materials ability to

refract light. Microscopically, light interacts with the electron density (polarizability)

of a material. Glasses that contain atoms high atomic number (lead, bismuth, thal-

lium) will generally have a higher index of refraction than those with lighter elements

(silicon, boron, phosphorus) [7]. Additionally, NBOs in a glass network are more po-

larizable than bridging oxygens (BO), thus modifiers that form more NBO will also

increase the refractive index.

Another feature of the index of refraction is its dependence on the wavelength of

light. The variation of n with respect to λ determines a materials optical dispersion.

Glasses are commonly classified by the Abbe number νd, which is a measure of the

dispersion and is defined by Equation 2.3.

νd “
nd ´ 1

nF ´ nC

(2.3)

where nd, nF and nC are the refractive indices measured at the d, F and C emission
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lines of hydrogen (587.56, 486.13 and 656.27 nm respectively) [7]. Glass manufacturers

often have an Abbe diagram of their sample catalogue, which plots nd with respect

to νd. Crown glasses are traditionally categorized as having high Abbe number (νd ą

50) and generally have small indices of refraction, whilst flint glasses have a small

Abbe number (νd ă 50) and usually have large indices of refraction [10]. That is to

say crown glass has relatively low dispersion in comparison to flint glass which has

relatively high dispersion. Figure 2.5 shows the Abbe diagram of CDGM Inc. glasses

(K for crown and F for flint).

Figure 2.5: Abbe diagram of CDGM Inc. glasses
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2.2 Photoelasticity

The term “photoelastic” can be interpreted in a literal sense: photo- being the

optical properties of a material and -elastic being a materials ability to return to its

original shape after being deformed. Thus, photoelasticity describes how a material

under mechanical stress within the elastic limit will exhibit changes in its optical

properties. Before elaborating on photoelasticity, it is reasonable to start by defining

stress and strain.

2.2.1 Stress and Strain in the Elastic Region

Stress is a measure of a materials internal resistance to an applied force, and within

the elastic limit, the internal resistance is equal to the external force. Consider a cubic

volume as shown in Figure 2.6, where the stress is decomposed into three normal

components and six shear components that form the stress tensor.

Figure 2.6: Directions of stress of a cubic volume
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σij “

»

—

—

—

—

–

σ11 σ12 σ13

σ21 σ22 σ23

σ31 σ32 σ33

fi

ffi

ffi

ffi

ffi

fl

(2.4)

With any applied stress σ there is strain ε, since stress is what is done to a material

and strain is what happens to the material as a result. Strain is a measure of the

deformation undergone by the material. In the elastic region, these two mechanical

properties are related to one-another by way of the elastic compliance constant s,

where this linear relationship is known as Hooke’s law [11, 12].

ε “ sσ (2.5)

This can also be written in terms of the elastic stiffness constant, or Young’s modulus

E, where E “ 1{s.

σ “ Eε (2.6)

and the generalized form of Equations 2.5 and 2.6 may be written as

εij “ sijklσkl σij “ Eijklεkl (2.7)

In order to meet the requirement of static equilibrium, the cross-diagonal shear com-

ponents of stress and strain are equal.

σij “ σji, εij “ εji

The elastic compliance and the elastic stiffness constants have 81 coefficients each,

forming fourth-rank tensors. They also have symmetry conditions that reduce the
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number of independent coefficients from 81 to 36.

sijkl “ sjikl “ sijlk, Eijkl “ Ejikl “ Eijlk

An abbreviated notation may also be used for these terms

11 22 33 23, 32 13, 31 12, 21
1 2 3 4 5 6

Therefore Equation 2.7 shortens to

εi “ sijσj σi “ Eijεj pi, j “ 1, 2, ...6q (2.8)

For isotropic materials, the sij and Eij matrices have only two independent coefficients

and have the form
»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

‚ › › 0 0 0

› ‚ › 0 0 0

› › ‚ 0 0 0

0 0 0 İ 0 0

0 0 0 0 İ 0

0 0 0 0 0 İ

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(2.9)

where İ “ 2ps11 ´ s12q for s and İ “ 1
2
pE11 ´ E12q for E.

2.2.2 Photoelastic Effect

Annealed glass is an example of a solid that is optically isotropic, a term used to

describe uniform index of refraction in all directions. The photoelastic effect or the

acousto-optic effect is the change in the optical properties when a material in under

mechanical stress. We can depict the the index of refraction as an ellipsoid with the
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following constraint equation called the optical indicatrix:

x2
1

n2
1

`
x2
2

n2
2

`
x2
3

n2
3

“ 1 (2.10)

An unstrained isotropic material has a spherical optical indicatrix. Upon application

of uniaxial strain, two of the indices would be equal, while one would be different

along the stress axis. For convenience, the impermeability tensor
ř

ij Bijxixj “ 1 is

often called in to replace 1{n2
i . Thus Equation 2.10 is now:

B11x
2
1 ` B22x

2
2 ` B33x

2
3 “ 1 (2.11)

Figure 2.7: Glass sample with residual internal stress viewed from a polariscope
(table top instrument where a light source travels through a sample, a polarizer, a
quarter-wave plate and an adjustable analyzing polarizer to detect internal stress
birefringence).

One can assume the change in Bij between the strained and unstrained (superscript

0) states is a linear function of stress and strain in the elastic regime.

Bij ´ B0
ij “ ´qijklσkl “ pijklεkl (2.12)
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where qijkl and pijkl are the piezo-optic and photoelastic tensors, respectively. This

photoelastic effect may be written with abbreviated Voigt notation as:

∆Bi “
1

∆n2
i

“ pijεk (2.13)

For isotropic materials, the tensor takes the same form as Equation 2.9.

pij “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

p11 p12 p12 0 0 0

p12 p11 p12 0 0 0

p12 p12 p11 0 0 0

0 0 0 p44 0 0

0 0 0 0 p44 0

0 0 0 0 0 p44

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(2.14)

Where p11 is related to the change in the index of refraction along the extraordinary

direction, p12 is related to the change in the index of refraction along the ordinary

direction and the shear element p44 depends on p11 and p12.

2p44 “ p11 ´ p12 (2.15)

Moreover, birefringence b refers to the difference between the index of refraction along

the direction of stress ne (extraordinary axis) and the index of refraction perpendicular

to the direction of stress no (ordinary axis). Birefringence varies linearly with applied

stress, and the constant of proportionality is the stress-optic coefficient C.

b “ ne ´ no “ Cσ (2.16)
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2.2.3 Mueller’s Theory of Photoelasticity in Amorphous Solids

In order to explain photoelasticity at an atomistic scale, Hans Mueller considered

how the deformation of a solid affects the Lorentz-Lorentz field and the Coulomb field

from the ions within a strained boundary. However, there was a discrepancy between

the calculated value of the refractive index and what was measured experimentally

[13]. He thus introduced a correction factor from the optical anisotropy of the atoms.

When the atomic structure of a solid is deformed under stress, the distance between

atoms parallel to the stress decrease, and the distance between atoms perpendicular to

the stress increase, causing anisotropic strain. As a result, the physical properties that

depend on the atomic arrangement of the atoms must also account for the anisotropy

of the strain, such as the polarizability of the ions [14].

Consider the displacement of an arbitrary electron from an applied electric field.

The Coulomb fields from the other surrounding ions will affect the electron and the

Lorentz-Lorentz force from the induced polarization from the external field must also

be considered. This gives rise to an induced dipole moment, µj,

µj “ αjEeff (2.17)

where αj is the polarizability of the ion and Eeff is the effective electric field. The

applied electric field causes dielectric displacement D, thus from Maxwell’s equations,

D “ εE (2.18)

D “ E ` 4πP (2.19)

where P is the polarization which can be described as the density of dipole moments
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within a volume.

P “
ÿ

j

Njµj “
ÿ

j

NjαjEeff (2.20)

where Nj is the number of oscillators per unit volume of type j. For non-magnetic

materials, the dielectric constant is directly related to the index of refraction via the

relation ε “ n2. Combining Equations 2.18, 2.19 and 2.20 yields

pn2 ´ 1qE “ 4πP “ 4π
ÿ

j

NjαjEeff (2.21)

Finally, apply strain to the index of refraction by differentiating Equation 2.21 with

respect to strain ε to obtain an equation that represents the three constituents that

make up Mueller’s theory of photoelasticity.

2n
dn

dε
E “ 4π

ÿ

j

ˆ

dNj

dε
αjEeff ` Nj

dαj

dε
Eeff ` Njαj

dEeff

dε

˙

(2.22)

The first term within the brackets is the change in number density of atomic

sites as a function of strain. The third term within the brackets is the change in

the effective field as a function of applied strain. These two terms were previously

determined from earlier works, but alone did not correlate well with experimental

data. The second term within the brackets describes the change in the polarizability

of the ions with applied strain and is Mueller’s contribution to the atomistic theory

of photoelasticity [13].

For the sake of deriving expressions with respect to the photoelastic tensor ele-

ments, Mueller proved that for an amorphous solid, an ellipsoidal boundary must be

considered in the deformation state [14]. When a strain z occurs in the z-direction

the axial ratio is 1:1:1+z. Now, the effective field components outside the boundary

are:
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Eeff,x “ Ex ` 4πPx

ˆ

1

3
`

2

15
z

˙

Eeff,y “ Ey ` 4πPy

ˆ

1

3
`

2

15
z

˙

Eeff,z “ Ez ` 4πPz

ˆ

1

3
´

4

15
z

˙

(2.23)

Substituting in Equation 2.21, Equation 2.23 can be written in terms of the indices

of refraction. The following equation only shows the x-component. However the y-

and z-components also have corresponding equations for ny and nz.

n2
x ´ 1 “ 4π

ÿ

j

Njαρ

„

1 ` pn2
x ´ 1q

ˆ

1

3
`

2

15
z

˙

(2.24)

To obtain equations for the photoelastic tensor elements in terms of the index of

refraction, Equation 2.24 is differentiated with respect to strain, keeping the polariz-

ability α constant. In doing this Mueller had found this resulted in poor agreement

with experimental pij data. This confirms the need to take the dependence of strain

on the polarizability into account.

Hence the polarizability of the atoms must behave anisotropically. Since the

photoelastic effect varies linearly with strain, the same assumption is made for α.

αz “ αp1 ` λ1zq

αx,y “ αp1 ` λ2zq

(2.25)

where λ1 and λ2 are the strain polarizability constants. The optical deformability

constants for each atom are also defined as

L1,2 “

ř

pλ1,2Nα{Mqi
ř

pNα{Mqi
(2.26)
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whereM is the molar mass. Thus, the expressions for the photoelastic tensor elements

are:

p11 “

ˆ

n2 ´ 1

3n4

˙„

pn2 ` 2q `
4pn2 ´ 1q

5
´ L1pn

2 ` 2q



p12 “

ˆ

n2 ´ 1

3n4

˙„

pn2 ` 2q ´
2pn2 ´ 1q

5
´ L2pn

2 ` 2q



2p44 “ p12 ´ p11 “

ˆ

n2 ´ 1

3n4

˙„

6pn2 ´ 1q

5
` pL2 ´ L1qpn2 ` 2q



(2.27)

It can be concluded that experimental photoelastic data is needed in order to obtain

L1,2 as these are not known. The major gripe about Mueller’s model is the fact that

is does not carry much, if any, predictive value in terms of which glass compositions

will have a desired effect on the photoelastic response.

2.2.4 Bond Polarizability Model of Photoelasticity

In contrast to the Mueller model described above, Cardona and colleagues devel-

oped a model of photoelasticity based on polarizability of the bonds, rather than the

ions. The total crystal polarizability Pij may be written as a sum of bond polariz-

abilities between nearest-neighbour pairs of atoms i and j [15, 16].

PijpR
bq “

ÿ

b

“

R̂b
i R̂

b
jα

b
|| ` pδij ´ R̂b

i R̂
b
jqα

b
K

‰

(2.28)

where α|| and αK are the parallel and perpendicular components of the bond polar-

izabilities that depend on the bond length Rb. The incentive of this model stems

from a history of physical chemists using bond polarizabilities to describe the polar-

izability of molecules [15]. In this case, crystals are assumed to be large molecules.

The atomic bonds are also assumed to have cylindrical symmetry with respect to the

“line” connecting two atomic centers. In the field solid-state physics, many models
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are built to fit experimental first- and second-order Raman spectra with bond po-

larizabilities since they correlate directly with the vibrational frequencies of lattices

[17, 16]. Equation 2.28 may also be written in terms of the linear susceptibility χij,

given that it is related to the total polarizability of materials (χe,ij “ nb{V Pij), where

nb{V is the bond density (number of bonds/unit volume).

For small strains, Equation 2.13 can be written as

ÿ

j

pijεj “ ´
∆εi

εp0q2
(2.29)

which can be related to the bond polarizabilities through εij “ 1`χe,ij, where εp0q is

the unstrained permittivity [18]. When an isotropic cubic volume is subject to pure

dilation, the strain εj = ε for j = 1, 2, 3 and εj = 0 otherwise. And since strain is

the fractional change in the length of the cube (ε “ 1{3 dV {V ), Equation 2.29 yields

p11 ` 2p12 “ ´
3V

εp0q2

ˆ

Bεi
BV

˙

(2.30)

where

Bεi
BV

“
B

BV

ˆ

1 `
nb

V
Pij

˙

“
nb

V

BPij

BV
´

nb

V 2
Pij (2.31)

Note that the total polarizability may be written as P “ α|| ` 2αK. Thus, Equation

2.30 can finally be written as

p11 ` 2p12 “
3nb

εp0q2
pαV ´ α1q (2.32)

where

αV “
nb

V
pα|| ` 2αKq ” χe ” ε ´ 1 (2.33)

α1 “ nb

B

BV
pα|| ` 2αKq (2.34)
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are the pure dilation polarizability parameters. αV is essentially the permittivity and

will always be positive. α1 is less straightforward as it deals with the change in the

polarization with respect to volume, thus combining changes in the structure with the

electronic properties. Similarly, under anisotropic strain, the photoelastic constants

may be written in terms of the anisotropy polarizability parameter αQ.

p11 ´ p12 “ ´
1

ε2
αQ (2.35)

αQ “
n

V
pα‖ ´ αKq (2.36)

To average over all directions, the nb{V can be replaced with xy. From Equations

2.32 2.33, 2.34, 2.35, and 2.36, all average polarizability parameters can be calculated

from experimental values of p11, p12 and εp0q “ n2.

2.2.5 Empirical Model of Photoelasticity

In an effort to correlate the stress-optic response to the atomic bonding of a glass,

Zwanziger and Guignard noticed a trend with the sign of the stress-optic coefficient

C and the bond metallicity and coordination number of common glass compounds.

They approached the problem by combining first principles calculations and literature

values to develop an empirical model of photoelasticity [19]. They then used this

model to predict glass systems with a zero stress-optic response and confirmed their

predictions by testing synthesized samples.

Bond metallicity involves the strength and type of chemical bonds between atoms.

In glasses, this usually refers to a cation A bonded to an oxygen anion O. For example,

due to the differences in metallicity and polarizability, a Si–O bond will exhibit an

exceedingly different stress response compared to a Pb–O bond. The difference in

polarizability along and perpendicular to the bonds is synonymous to the distortion

in the corresponding bond directions with an applied stress. High metallicity bonds
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are less directional and will exhibit distortions in both directions. The cation-anion

bond length d is associated with the bond metallicity.

In addition to this, the stress response also depends on the local cation envi-

ronment. The cation coordination number Nc determines the structural anisotropy.

Compounds with low coordination number are more susceptible to distortions than

those with high coordination number. The model concludes that the ratio of d{Nc can

predict whether a compound will have a positive or negative stress-optic response. A

d{Nc less than 0.5 Å was noticed to have a positive stress-optic coefficient, while a

d{Nc greater than 0.5 Å had a negative stress-optic coefficient. Table 2.1 lists the ra-

tio of d{Nc and signs of C of several common glass formers and modifiers. Since most

glasses are composed of more than a single compound, the ratio is molar weighted xi

to find the average d{Nc, as Equation 2.37 demonstrates.

B

d

Nc

F

“
ÿ

i

xi

ˆ

d

Nc

˙

i

« 0.5 Å (2.37)

Table 2.1: Examples of d{Nc and associated sign of the stress-optic coefficient C of
common glass oxide compounds from [19]

Oxide d{Nc (Å) sign of C

P2O5 0.38 `
SiO2 0.40 `
BaO 0.46 `
B2O3 0.46 `
ZnO 0.50 `
PbO 0.58 ´
Sb2O3 0.67 ´

2.3 Acousto-Optic Effect

As mentioned in Section 2.2.2, the acousto-optic effect is a particular case of the

photoelastic effect. What makes the acousto-optic effect unique is how mechanical
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strain is applied to cause birefringence. In this circumstance, acoustic waves are used

to induce molecular perturbations within the material causing variations in the index

of refraction between regions of higher and lower density. There are a multitude of

optical devices that are designed to take advantage of the acousto-optic effect such

as switches, modulators and filters to name the least [20].

2.3.1 Bragg Diffraction

Simply put, sound acts as a diffraction grating travelling at a characteristic sound

velocity dependent on the medium. When an incident optical wave with a wavelength

λ interacts with the sound wave with a wavelength Λ in the medium, the optical beam

is diffracted if the angle of incidence satisfies the Bragg condition θB for constructive

interference.

sin θB “
λ

2Λ
(2.38)

Figure 2.8: Bragg diffracting occurring when the incident light is set to the Bragg
angle dependent on the medium
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Acousto-Optic Figure of Merit

Suppose an acoustic plane wave travelling in the x-direction of a material with

velocity va creates a time-dependent strain of the form of Equation 2.39.

εpx, tq “ A cospΩt ´ qxq (2.39)

where A is the amplitude, Ω “ 2πf is the angular frequency and q “ 2π
Λ

is the

wavenumber. As mentioned previously, strain creates a change in the index of re-

fraction between the unperturbed and strained states of the optically transparent

material. Although strain does not produce a large change in n, thus the following

approximation can be made:

1

∆n2
i

“
n2 ´ n2

i

n2n2
i

“
pn ´ niqpn ` niq

n4
“

2∆ni

n3
(2.40)

as n « ni, where n is the unstrained index of refraction. Substitution this expression

for 1{∆n2
i into Equation 2.13.

∆npx, tq “ ´
1

2
pijn

3εpx, tq (2.41)

where the negative sign represents a reduction of n from positive strain. The resulting

index of refraction can then be represented as a inhomogeneous time-dependent wave

by combining Equations 2.39 and 2.41.

npx, tq “ n ´ ∆n0 cospΩt ´ qxq (2.42)

where the amplitude ∆n0 is:

∆n0 “
1

2
pijn

3A (2.43)
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The acoustic intensity in a medium, Ia “ 1
2
ρv3aA

2, may be substituted into Equa-

tion 2.43 to get an equation that shows the proportional relationship between ∆n0

and I
1{2
a .

∆n0 “

d

p2ijn
6

ρv3a

Ia

2
“

c

1

2
MaIa (2.44)

The acousto-optic figure of merit Ma is a material-dependent parameter that de-

scribes the effectiveness of the acousto-optic effect (diffracted light intensity per unit

of ultrasonic power) [20].

Ma “
p2ijn

6

ρv3a
(2.45)

2.3.2 Stimulated Brillouin Scattering

An application of determining the individual photoelastic tensor elements is the

connection between p12 and stimulated Brillouin scattering (SBS). SBS is a nonlin-

ear optical photon scattering phenomenon that can limit the signal transmission in

optical fibers [21]. Essentially, a portion of light travelling through an optical fiber is

converted to an acoustic phonon by means of electrostriction (strain in a bulk mate-

rial caused by an external electric field) [22]. The acoustic wave acts as a diffraction

grading in the fiber, which scatters part of the incident photon in the backward di-

rection, causing interference with the rest of the signal. On top of that, there is an

input power threshold that once exceeded will back scatter any excess signal that

could result in tremendous signal loss [23]. This threshold controls the maximum

input power for fiber-optic communications.

Spontaneous Brillouin scattering can occur in optical fibers due to thermal motions

of the molecules that make up the material, but is generally a very weak elastic

scattering process. The problem arises when this becomes a stimulated process as

the intensity of the incident (pump) wave is so high that the backscattered (Stokes)

wave propagates further without significant attenuation. In turn, this causes an
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intensity (thus density) modulation that amplifies the acoustic wave, which amplifies

the Stokes wave, which amplifies the intensity modulation, and the process continues

[23].

The intensity of the Stokes wave IS depends on the fiber material with a specific

Brillouin gain coefficient gB, the intensity of the pump wave IP and the signal atten-

uation ξ and is given by Equation 2.46. A similar relationship for the intensity of the

pump wave is given by Equation 2.47.

dIS

dz
“ ´gBIP IS ` ξIS (2.46)

dIP

dz
“ ´gBIP IS ´ ξIP (2.47)

The Brillouin gain coefficient influences the intensity of the Stokes wave and has

a spectral distribution with a relatively narrow bandwidth. The peak Brillouin gain

gBpmaxq depends on several material parameters and is given by Equation 2.48.

gBpmaxq “
4πn8p212

cλ3
PρfA∆fA

(2.48)

where λP is the wavelength of the pump wave, fA is the frequency shift between the

pump and Stokes wave and ∆fA is the linewidth distribution of the Brillouin gain.

Due to the dependence of the maximum Brillouin gain on the photoelastic properties

of the fiber, materials that have larger p12 will exhibit larger SBS [24]. Consequently,

having a small refractive index, small photoelastic constant, large density, and large

acoustic attenuation are fitting properties when it comes to designing optical fibers

with minimal Brillouin gain. Theoretically, p12 is the only parameter in Equation

2.48 that can have a value of zero [21].



Chapter 3

Experimental Methods

This chapter will briefly describe the techniques used to analyze the optical and

structural properties of a selection of commercial glass samples studied in this thesis.

3.1 Glass Samples and Preparation

3.1.1 CDGM Commercial Glasses

All samples analyzed in this thesis were manufactured by CDGM Glass Co., Ltd.

Four optical-grade glasses were chosen based on their compositional similarities re-

ported in their MSDS sheets. The samples in question are H-BaK1, H-BaK3, H-BaK8

and H-BaF2. The prefix H- is designated for glasses that do not contain lead, arsenic,

cadmium and other radioactive elements. The classification BaK is a barium crown

glass and BaF is a barium flint glass. Recall that crown glasses typically have low

dispersion and small index of refraction and flint glasses typically have relatively high

dispersion and large index of refraction. Two additional CDGM glasses, H-ZF72A

and H-ZF72AGT, were provided and prepared by Illumina, Inc. The classification

ZF is for dense flint glass, the A indicates a composition improvement, and the GT

suffix indicates high-transmittance. There is no difference between the optical and

mechanical properties between the H-ZF72A and H-ZF72AGT other than the internal

transmittance and colour code in reference to the sample catalogue.

28
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3.1.2 Sample Preparation

Ideal sample dimensions for the Dixon-Cohen apparatus are 15-25 mm long (along

the optical beam path), 10-15 mm wide and 5-7 mm high (along the acoustic beam

path). Samples were cut to these dimensions with the Buehler Isomet low speed

saw equipped with a diamond blade to obtain relatively parallel sides. The optical

beam faces are polished to 0.06 µm, the acoustic beam faces are lapped with the

Logitech PM5 machine to obtain very flat, parallel sides and polished to 1 µm, and

the other two faces can be left roughly cut. These samples are also optimal for

sound velocity and index of refraction measurements. The H-ZF72A and H-ZF72AGT

samples provided by Illumina, Inc. have anti-reflective (AR) coatings applied to their

optical faces for maximum transmission at the laser wavelengths of 405 nm, 543 nm,

594 nm, 670 nm, 785 nm, 850 nm.

Samples used for EPMA needed only to be roughly 5 x 5 x 5 mm3 and have one

face polished to 1 µm.

Samples used for X-Ray, Raman and NMR Spectroscopy were crushed to a fine

powder with a mortar and pestle.

3.2 Determination of Density

Archimedes’ principle was used to determine the density of the glass samples with

a Mettler Toledo density kit. The weight of the sample in air w1 is compared to the

weight of the sample submerged in a liquid w2 with a well-known density ρ2, such as

pure ethanol, in order to obtain an accurate density measurement for the glass sample

ρ1. After the sample is submerged in the liquid, the apparent weight of the sample

decreases, which indicates that some amount of the liquid had been displaced. If the

sample is completely immersed in the liquid, then the volume of the displaced liquid

is equivalent to the volume of the sample. The density of the sample may therefore
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be calculated in terms of the measured weights and the density of liquid.

V “
w1

ρ1
“

w1 ´ w2

ρ2
“ñ ρ1 “

w1

w1 ´ w2

ρ2. (3.1)

3.3 Sound Velocity Measurements

The longitudinal and transverse speeds of sounds of the glass samples were mea-

sured using an Olympus 45MG Ultrasonic Thickness Gauge. This instrument is

normally used to measure the thickness of materials (commonly used to find corro-

sion and defects in walls and pipes) with known speeds of sound [25]. However, the

instrument could be used the other way around. The thickness gauge measures the

time, t, it takes for an ultrasonic pulse generated from a piezoelectric transducer to

travel through a material with thickness T and reflect back from the far surface. The

reflected signal travels back to the transducer and is detected. Hence, the speed of

sound is determined as:

v “
2T

t
(3.2)

A small drop of coupling fluid between the transducer and the test sample is

necessary to fill in the air gap that would otherwise be enclosed by the surfaces and

to enable good acoustic transmission. Sound waves do not travel as efficiently through

the interface between two materials with vastly different speeds of sounds, such as air

to glass. Coupling the speed of sound of a solid sample with a fluid with similar speed

of sound helps to reduce the acoustic reflection at the interface between the transducer

and the sample. Glycerin works well with the longitudinal transducer and Olympus

SWC-2 is a high viscosity fluid that works well with the transverse transducer.
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3.4 Mechanical Property Calculations

Many mechanical properties of materials can be directly calculated from the den-

sity ρ and the transverse and longitudinal speeds of sound vT and vL of the aforemen-

tioned material [5]. Specifically, the elasticity of a material can be determined from

Poisson’s ratio ν, Young’s modulus E, the shear modulus G and the bulk modulus

K. The elastic moduli describe how a material responds to an applied stress. In

particular, the Poisson ratio is given by

ν “
1 ´ 2pvT {vLq2

2 ´ 2pvT {vLq2
; (3.3)

the Young’s modulus by

E “ ρv2T
3v2L ´ 4v2T
v2L ´ v2T

; (3.4)

the shear modulus by

G “ ρv2T ; (3.5)

and the bulk modulus by

K “ ρpv2L ´ 4{3v2T q. (3.6)

3.5 Index of Refraction Measurements

The index of refraction of the barium crown and flint (H-BaK, H-BaF) glasses

were measured with the bench-top Atago DR-M4/1550 Abbe refractometer at 450,

486, 540, 656 and 700 nm. A transparent solid sample of unknown index is set on

a prism with a contact liquid with a higher index of refraction than the measured

sample [26]. As seen in Figure 3.1, a monochromatic light source shines through the

sample (at multiple angles of incidence), then the contact fluid refracts the light into

the main prism. From the prism, the light travels through a telescope from which
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the user can observe the boundary line between light and shadow. The focus and

location of the boundary line can be adjusted so that it lines up with the intersection

point of the cross hairs seen through the eyepiece. The display panel indicates the

refractive index which depends on the boundary line adjustment.

The refractometer operates on the concept of the critical angle and total internal

reflection. The shadow at the boundary line is made by the critical angle of the

sample, from which the index of refraction of the sample can be determined from

Snell’s law.

Figure 3.1: Simplified Abbe refractometer experimental geometry and the view look-
ing through the telescope eyepiece

3.6 X-Ray Diffraction

X-ray diffraction (XRD) is a characterization technique traditionally used to de-

termine crystalline phases and purity of materials. Figure 3.2 demonstrates the elastic

scattering interaction of an incident X-ray diffracting off the atomic planes (angle be-

tween them being θ) of a crystal lattice with spacing d. Most of the diffracted X-rays

will cancel due to destructive interference, while a select few will add constructively.

Bragg’s law is the condition for the constructive interference and is given by Equation

3.7.
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nλ “ 2d sin θ (3.7)

n being a positive integer and λ the X-ray wavelength. An XRD pattern of a crys-

talline material will be a set of sharp Bragg peaks with specific intensities and diffrac-

tion angles and can be used to identify the material. Though amorphous materials

lack any long-range order, this technique is useful to confirm the absence of crys-

talline sites within glass samples as the pattern should show no characteristic sharp

peaks. The diffraction patterns of the samples were acquired with the Proto AXRD

Benchtop powder diffractometer, belonging to Dr. Dasog in Dalhousie University’s

Chemistry Department. The intensity of the diffracted X-rays are plotted against the

diffraction angle 2θ at a step size of 0.0149˝ from 20˝ to 80˝.

Figure 3.2: Crystalline XRD diagram

3.7 Electron Microprobe Analysis

Electron microprobe analysis (EPMA) is a technique that uses a collimated beam

of electrons focused on the surface of a sample to excite characteristic X-rays so that

an elemental analysis can be performed. There are two types of detection meth-

ods, one of which detects all X-ray energies simultaneously and is accordingly named
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energy-dispersive spectroscopy (EDS). The later makes use of Bragg’s law to separate

and detect the X-rays by their wavelengths and is subsequently named wavelength-

dispersive spectroscopy (WDS). Both detection methods are commonly used comple-

mentary to one another, since most electron microprobes are equipped with both,

albeit they each have their advantages and disadvantages. The spectral resolution of

WDS exceeds that of EDS, however an EDS spectrum is more convenient to measure

and is acquired much quicker [27].

The electron source typically consists of a heated tungsten filament (2700 K),

which gives the electrons enough thermal energy to overcome the potential barrier at

the surface [27]. A positive voltage is applied to a metal plate with an aperture at its

center to accelerate the electrons towards it. The aperture allows only the electrons

with the correct alignment to pass through. Several magnetic lenses are used to

focus the electron beam, making the final spot size on the order of a few µm. The

important EPMA interaction between the electron beam and the sample occurs when

an incident electron knocks out a core electron, leaving a vacancy. Characteristic X-

rays are produced from electron transitions from higher energy shells in the atom.

The photon energy is the difference in binding energy between the electron shell with

the vacancy and the shell from which the electron came to fill the vacancy and is

unique to the electronic structure of each atom.

ED spectrometer detectors are semiconductors with fully occupied valence bands.

Incoming X-rays of all wavelengths generate electron-hole pairs by raising valence

electrons to the conduction band. The spectrometer collects the entire X-ray spectrum

from the sample at once in a short amount of time. However, one of the limitations of

this method of detection is the use of beryllium windows that are X-ray transparent,

except those from lighter elements than sodium [27]. Moreover, peak overlap between

different elements is a common occurrence and some lines can go unresolved [27].

Due to the peak overlap, higher precision and peak-to-background ratio, WDS
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is often used in conjunction to EDS and is preferred for lighter elements [27]. As

mentioned, WDS disperses the X-rays by their wavelength in order to characterize

elements in a sample. WDS functions in a similar process to X-ray diffraction by

means of Bragg reflection. The X-rays emitted from the sample travel to an analytical

crystal at a particular angle that satisfy Bragg’s Law and reflect to the detector. Only

one wavelength can be measured at a time and the position of the crystal must change

to measure the X-ray wavelength of the subsequent element. Most WD spectrometers

are equipped with multiple analytical crystals with different lattice spacings to cover a

wide range of elemental wavelengths [27]. Since the wavelengths can only be detected

one after the other, collection times for WDS far exceed those of EDS. Quantitative

analysis is done by comparing the line intensities of the sample to those of standards

with known compositions.

Data collection and analysis was performed by Dan MacDonald in the Earth Sci-

ence Department at Dalhousie University with the JEOL JXA-8200 WD/ED com-

bined microanalyzer. Five data points per sample were collected to account for ran-

dom errors such as potential spot contaminants, Auger X-ray generation, counting

errors, surface roughness, internal cracks, etc. Heavier elements within the sample can

absorb the low-energy X-rays produced by lighter elements, such as boron. Matrix

effect (ZAF) corrections were therefore needed to account for the effects of atomic

number (Z), absorption (A) and fluorescence (F).

3.8 Raman Spectroscopy

Raman spectroscopy is a non-destructive light scattering technique used to analyze

specific vibrational energies in materials. A laser is used to provide a single frequency

light source, and elastically scattered light (termed Rayleigh scattering) and inelasti-

cally scattered light (Raman scattering) are produced. Most of the incident light is

elastically scattered and is filtered out using a notch filter, while the Raman scattered
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portion is detected and only accounts for roughly 10´5 of the incident light [28]. The

incident light interacts with the phonons in a material, and the vibrational energy

of the molecule shifts the frequency of the re-emitted photon. If the energy of the

re-emitted photon is lower than the incident photon, it is considered to be Stokes

(down) shifted. If the re-emitted photon is more energetic than the incident photon,

then it is considered to be anti-Stokes (up) shifted. In Raman spectroscopy, it is con-

ventional to only detect the Stokes scattering since the anti-Stokes Raman intensity

is normally much smaller [28].

Figure 3.3: Energy-level outcomes from Rayleigh, Stokes and anti-Stokes scattering

The peaks in the Raman spectrum arise from resonances with the characteristic

vibrational modes of atoms about their equilibrium positions in a material and thus

can be used to fingerprint the bonding types. Vibrational modes have distinct fre-

quencies and the intensity of the Raman effect is proportional to the polarizability of

the molecules. For this reason, not all vibrational modes are Raman-active if the po-

larizability remained unchanged during a vibration. In the case of crystals, selection

rules exist to determine whether a vibrational mode will be Raman-active based on

the symmetry of the lattice [28]. Conversely, glasses lack any long-range periodicity
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hence all vibrational modes appear in the Raman spectrum to some degree [29].

The high frequency region of a silicate glass sample illustrates the vibrations of

NBOs about the network forming cation and has the most influence on the Raman

spectrum [30]. For example, the incorporation of alkali ions to a silicate network will

reduce the connectivity and increase the vibrational modes associated with NBOs in

the system. It is best to systematically alter the concentration of modifier compounds

in a glass network to properly analyze the Raman spectrum of a glass family. Note

that glasses have broad Raman bands due to variation in bond angles and lengths,

which contributes to relatively challenging analysis.

In this work, the unpolarized Raman spectra were collected using a Thermo Sci-

entific Nicolet NXR 9650 FT-Raman Spectrometer with a 1064 nm laser. The spectra

were recorded between 50 cm´1 and 3900 cm´1 and a total of 128 scans were collected

per sample with a spectral resolution set to 4 cm´1.

3.9 Nuclear Magnetic Resonance Spectroscopy

As the name suggests, nuclear magnetic resonance (NMR) is a spectroscopic

method used to exploit nuclear magnetism to unfold local structures at given atomic

sites. During an NMR experiment, a sample is subject to a strong external magnetic

field, which causes the intrinsic nuclear spin energy levels to split. The separation

between the spin states depends on the external applied magnetic field strength and

the specific nucleus. A radio frequency (rf) pulse then excites the receptive nuclei and

the resulting signal or the free-induction decay (FID) is detected. All NMR-active

nuclei possess a unique resonance frequency dependant on the identity of the nucleus

and its local structural environment [31]. Due to differences in experimental condi-

tions (sensitive to the magnetic field) from laboratory to laboratory, NMR signals are

recorded relative to a reference signal from a standard material [32].

The chemical shift δ is a measure of how the applied magnetic field differs from
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the magnetic field that a nucleus actually experiences [33]. The electrons circulate

around the nucleus, creating a small magnetic field that opposes the applied field. As

such, the density of the electronic cloud dictates what is known as chemical shielding

and thus demonstrates the local bonding environments [31]. The higher the electronic

density, the more a nucleus is shielded from the motions of the electrons surrounding

it. Stronger magnetic fields are required for nuclei with very high chemical shielding

in order to have the proper energy level splitting needed to excite the nuclear spins.

The nuclear spin quantum number I is determined from the number unpaired

nucleons of a given nuclide [33]. Nuclei with I “ 1{2 have convenient magnetic

properties as the charge distribution is spherical in shape and essentially behaves like

a nuclear point charge [34]. On the other hand, nuclei with I ą 1{2 have an electrical

quadrupole moment from the non-spherical shape of the electrical charge distribution.

Due to the lack of spherical symmetry, the electron cloud produces an electric field

gradient (EFG) at the nucleus that will interact with the electric quadrupole, which is

termed quadrupolar coupling. Quadrupolar nuclei have more complex NMR spectra

than spin 1/2 nuclei and can cause severe line broadening and decreased resolution.

There are spectroscopic techniques that improve these effects that will be discussed

in the following sections.

In this dissertation, the NMR spectra were recorded with the help of Dr. Ulrike

Werner-Zwanziger, solid-state NMR coordinator of the Dalhousie University NMR3

Facility in the Chemistry Department. The Bruker Avance 16.4 T (700 MHz) and

the 9.4 T (400 MHz) were the spectrometers used for the experiments.

3.9.1 Magic Angle Spinning Solid-State NMR

In order to probe the structure of glass samples, solid-state (ss) NMR procedures

must be performed. Due to the inherent broadening of the NMR spectra in solids,

Magic Angle Spinning (MAS) is typically employed. Powdered samples are packed
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into cylindrical rotors and spun inside a superconducting magnet at the “magic angle”

at varied spinning speeds. Several interactions that cause line broadening in solids

are contained in the second-order Legendre polynomial P2pcos θq [31].

P2pcos θq “
1

2
p3 cos2 θ ´ 1q (3.8)

Only when the angle between the axis of the applied magnetic field and the principle

axis of the interaction θ is equal to 54.74˝ does this term become zero. MAS suppresses

the broadening from dipole-dipole and chemical shift anisotropy, as well as first-order

quadrupolar interactions from I ą 1{2 nuclei [31].

3.9.2 Spin-Echo and CPMG Pulse Sequences

Though MAS experiments can be completed with a single rf pulse to study a

material, there exist more intricate pulse sequences to further improve the resolu-

tion for nuclei with broader spectral features. Some NMR spectra are condemned

with homogeneous and inhomogeneous line broadening from microscopic and macro-

scopic variations of the magnetic field, respectfully [34]. Spin-echo experiments were

designed to overcome the distortions caused by these effects by distinguishing the ho-

mogeneous and inhomogeneous FIDs. A spin-echo pulse sequence consists of an initial

π{2 excitation pulse followed by a π refocusing pulse. The time interval between the

pulses and after the last pulse is denoted as τ , after which the FID is acquired.

The Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence is a specific pulse-echo

experiment which uses a train of π pulses to refocus the magnetization rather than a

single pulse-echo. The FID is acquired over the whole train of echos, after which they

are Fourier transformed and the resulting spectrum is a set of “spikelets” that resem-

bles the ss stationary spectrum [31, 35]. This method is used to reduce significant line

broadening as it improves the signal-to-noise of samples experiencing homogeneous



40

and inhomogeneous interactions. The lineshape of spikelets is influenced by the ho-

mogeneous interaction, and the spectral envelope is affected by the inhomogeneous

interaction [31]. Shorter delay times between the π pulses may improve the overall

spectral signal-to-noise but can also lead to loss of anisotropic information. That

being said, longer delay times may contain the anisotropic information but will lose

spectral sensitivity [36]. Thus, the spacing between echos must be chosen correctly to

acquire optimal signal information and good resolution while minimizing experiment

times.

WCPMG

The wideband, uniform rate and smooth truncation (WURST) CPMG pulse se-

quence employs the same train sequence as CPMG with the WURST pulse shape.

WURST pulses have gained the acronym from their rf amplitude profiles being

sausage-like in shape [37]. They were initially designed as broad-band excitation for

liquid-state NMR but have been proven to have very useful applications in ss NMR.

The width of the pulse can achieve fairly homogeneous excitation over a wide width,

and so are typically used on nuclei with ultra-wideline NMR powder patterns. Like

CPMG the resulting spectra is a set of spikelets, though due to the longer excitation

pulses, a smaller number of echos is necessary, ergo shorter acquisition times.
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Figure 3.4: Pulse sequence diagrams for a) a simple single pulse experiment, b) a
single spin-echo experiment, c) a CPMG experiment and d) a WCPMG experiment
(often τ1=τ2=τ3=τ4 for CPMG and WCPMG)
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3.10 Acousto-Optic Method for Measuring Photoelastic Elements

Prior to Dixon and Cohen’s work, photoelastic response was routinely measured

using a static stress load to induce a change in polarization of a transmitted light

beam. The Dixon-Cohen method relies instead on a dynamic stress, using a trans-

mitted acoustic wave to provide a index grating which diffracts a light beam. By

varying the polarization of the incident beam relative to the propagation direction

of the acoustic wave, as depicted in Figure 3.6, the independent photoelastic tensor

elements can be measured.

A rf driver supplies a fixed frequency of 180 MHz to a transducer bonded to a

fused quartz reference cell. The transducer uses the piezoelectric effect to convert the

RF signal to eject „ 0.5 µs long acoustic pulses with a repetition time of „ 80 µs that

diffract an optical beam incident on the reference. A sample is bonded to the reference

cell using salol (phenyl salicylate) and the photoelastic tensor elements of the sample

are measured relative to the reference with known tensor elements. The acoustic

waves scatter the laser beam set to the Bragg angle incident on the reference or the

sample. Finally, the intensity of the scattered light is detected with a photodiode

connected to an oscilloscope.

Figure 3.5 a) shows the sample geometry when the optical beam traverses the

reference and Figure 3.7 a) is the scattered output signal. The first pulse (I1) in

Figure 3.7 a) represents the first interaction between the optical and acoustic beams

directly from the transducer. The second pulse is due to the acoustic wave being

back reflected from the salol bond, and the third pulse (IR) is due the acoustic wave

travelling through the sample and reflecting from the free end of the sample and back

through the bond and the quartz. Figure 3.5 b) shows the sample geometry when the

optical beam traverses the sample and Figure 3.7 b) is the scattered output signal.

The first pulse (I4) in Figure 3.7 b) is due to the direct scattering from the acoustic
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beam and the second pulse (I5) is due to the acoustic beam reflecting from the free

end of the sample and interacting with the optical beam. Dixon and Cohen showed

that the ratio of the photoelastic tensor elements is proportional to the square root

ratio of the product of the first two scattered light intensities from the sample with

the product of the first pulse and the back reflected pulse from the reference.

d

pI4I5qSamp

pI1IRqRef

“
p
p2ijn

6

ρ2v3a
qSamp

p
p2
ij
n6

ρ2v3a
qRef

(3.9)

Figure 3.5: Experiment geometry for a) optical beam incident on the reference and
b) optical beam incident on the sample
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Figure 3.6: Optical polarization directions with respect to the acoustic grading to
determine p11 and p12

The acoustic pulse loses power as it travel through the solids, and it splits into

transmitted and reflected parts once it reaches an interface. On account of this acous-

tic power loss, the intensity of the diffracted optical beam also diminishes. However,

this technique eliminates the acoustic loss due to acoustic reflection (R), acoustic
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transmission (T ) and coupling loss from the transducer (C). Equation 3.10 lists the

acoustic power loss terms as illustrated in Figure 3.8.

Figure 3.7: Output data example of the optical beam traversing a) the reference and
b) the sample
Sample used: fused quartz
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Figure 3.8: Representation of the interaction between the incident optical laser and
acoustic pulse, where S is the sample and R is the reference

L1 “ Cd1

LR “ Cd1d2Td3d4Rd4d3Td2 (3.10)

L4 “ Cd1d2Td3

L5 “ Cd1d2Td3d4Rd4

Taking the ratio of the product of the acoustic power loss in the sample (L4 and L5)

with those of the reference (L1 and LR) yields a ratio of unity, as all the terms cancel.

Thus by comparing the various signals as stated, the loss effects of transmission and

the interfaces can be accounted for and the ratio expressed in Equation 3.9 used

accurately to extract pij values in terms of the reference pij.



Chapter 4

Results and Discussion

4.1 Density, Sound Velocity and Mechanical Properties

The density and the longitudinal and transverse speeds of sounds were experi-

mentally measured for the CDGM samples and are listed in Table 4.1. The table

also includes the elastic moduli of the samples consisting of Poisson’s ratio, Young’s

modulus, the shear modulus and the bulk modulus that were calculated from ρ, vl

and vt with the Equations listed in Section 3.4.

Table 4.1: Experimentally measured and calculated mechanical properties of the
CDGM samples

Sample ρ (g/cm3) vl (km/s) vt (km/s) ν

H-BaK1 2.7071(8) 5.449(5) 3.243(7) 0.226(2)
H-BaK3 2.787(2) 5.827(9) 3.46(1) 0.228(2)
H-BaK8 3.1201(9) 5.31(2) 3.073(8) 0.248(3)
H-BaF2 2.772(2) 5.60(1) 3.300(8) 0.234(2)
H-ZF72A 3.5054(8) 5.829(7) 3.380(8) 0.247(2)

H-ZF72AGT 3.507(3) 5.822(4) 3.369(5) 0.248(1)

Sample E (GPa) G (GPa) K (GPa)

H-BaK1 69.8(6) 28.5(1) 42.4(2)
H-BaK3 81.9(9) 33.4(2) 50.1(3)
H-BaK8 74(1) 29.5(2) 48.7(5)
H-BaF2 74.5(7) 30.2(2) 46.7(3)
H-ZF72A 99.9(9) 40.1(2) 65.7(4)

H-ZF72AGT 99.4(6) 39.8(1) 65.8(2)

There are slight variations in each of the properties between the barium crown and

flint glasses. Moreover, the dense flint glasses have some interesting distinctions from

47
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the barium samples. While the H-ZF glasses have similar speeds of sound and Poisson

ratios to the H-BaK and BaF samples, the higher density largely contribute to the

higher elastic moduli that these samples possess. The uncertainties of ρ, vl and vt

were determined from standard deviation over 5 measurements and error propagation

through the calculation of the elastic moduli was used for ν, E, G and K [38].

4.2 Index of Refraction

Figure 4.1: Comparing the measured (Meas) to the reported n from CDGM optical
and mechanical data sheets

Figure 4.1 compares the measured refraction indices determined from the Abbe

refractometer to the reported values given by CDGM. The solid coloured lines rep-

resent the collected data and the dashed grey lines represent the reported data. The

measured values, which are also reported in Table 4.2, are in good agreement to those

reported in the CDGM optical glass database for the H-BaK1, H-BaK3, H-BaK8 and
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H-BaF2 samples [39]. The uncertainty of n was determined from standard deviation

over 5 measurements at each wavelength.

Unfortunately, the index of refraction could not be measured for the H-ZF72A

and H-ZF72AGT samples using the refractometer as the index of refraction of the

contact fluid (n589.29=1.8000(5)) did not surpass that of the samples (n = 1.91826

to 2.019780 from λ = 706.52 to 404.66 nm respectively). The experiment therefore

did not meet the requirement of total internal reflection necessary to measure their

refraction indices. The high apparent index of refraction is surprising as the MSDS

reports these samples as titanium containing alkali phosphate glasses. Relatively

similar glasses in literature report n in the range of 1.62-1.65 [40].

Table 4.2: Measured n of the barium crown and flint CDGM glasses at various wave-
lengths

Sample λ (nm) n Sample λ (nm) n

H-BaK1

450 1.53960(7)

H-BaK8

450 1.5838(4)
486 1.5373(2) 486 1.5809(4)
540 1.53318(4) 540 1.5765(3)
656 1.5278(3) 656 1.5699(4)
700 1.5266(1) 700 1.5690(4)

H-BaK3

450 1.5561(3)

H-BaF2

450 1.5828(5)
486 1.5541(1) 486 1.5791(2)
540 1.5499(1) 540 1.5738(2)
656 1.5443(2) 656 1.5668(3)
700 1.5435(5) 700 1.5652(1)

Some information about the glasses can be extracted from the index of refraction

data, by fitting them to a physically motivated model. An empirical model that is

often used is the Sellmeier model, which for a single term has the form [41]

npλq2 “ 1 `
Bλ2

λ2 ´ C
. (4.1)

This form is essentially equivalent to the Drude-Lorentz model of a driven, harmon-

ically bound charged particle [17, 42]. This model shows divergence at wavelength
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λ2
0 “ C, with dimensionless coupling B. Wemple and DiDomenico pushed this anal-

ogy further in solids, treating an insulator or semiconductor as a collection of oscil-

lators, with the index of refraction given by averaged constants in the following form

[43]:

npEq2 ´ 1 “
Ed{E0

1 ´ pE{E0q2
. (4.2)

Here E0 is the energy at which the index of refraction diverges, and should be roughly

the band gap, while Ed encodes the intraband transition energies. Again, this form

is just a recasting of the Sellmeier formula, but now with some physical significance

attached to the fitting parameters.

The data for the index of refraction was fit to the Wemple-DiDomenico model in

the more convenient form

1

n2 ´ 1
“

E2
0 ´ E2

EdE0

(4.3)

as shown in Figure 4.2.

Figure 4.2: Fitted relationship of pn2 ´ 1q´1 with respect to E2 of the CDGM glasses
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Table 4.3: Wemple-DiDomenico parameters of the CDGM glasses

Sample Ed (eV) E0 (eV)

H-BaK1 15.97 12.28
H-BaK3 16.87 12.48
H-BaK8 17.00 11.92
H-BaF2 15.53 11.01
H-ZF72A 16.05 6.63

The resulting coefficients for the samples are given in Table 4.3. Wemple and

DiDomenico had made the empirical observation of Ed being influenced by the struc-

ture, chemistry and ionicity of the crystal and is independent of the band gap energy

[43]. Ed essentially acts as an interband strength parameter and remains relatively

consistent across all CDGM samples, suggesting they possess similar ionicities. In

addition, the oscillator energy gives an approximation for the average energy gap. E0

is roughly constant between the silicate H-BaK and H-BaF samples, while the E0 of

H-ZF samples is notably smaller, about half of the silicates. This model is thus useful

in distinguishing a band gap difference between the CDGM samples which will prove

to be beneficial in a subsequent section.

4.3 X-ray Diffraction

Figure 4.3 presents the powder XRD patterns of the CDGM samples. The plot

confirms the amorphous behaviour of the glasses as the spectra lack any sharp peaks

that are associated with crystalline sites.
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Figure 4.3: XRD patterns of the CDGM samples (using Cu K-α source)
.

4.4 Wavelength Dispersive Spectroscopy

Figure 4.4 compares the estimated weight percent compositions reported in the

CDGM safety data sheets to the WDS measured compositions. Most of the CDGM

values are given over a range of 10% and only the sum of the maximum values of

each component results in a total of 100%. It was determined that the precision

of the reports were not satisfactory for this work, hence the compositional WDS

measurements.

The samples were initially analyzed with EDS as a tool to identify any elements not

reported in the MSDS. Unfortunately EDS was not reliable for quantitative analysis,

but it proved useful to collect elemental information before analyzing the samples
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with WDS. Interestingly, Na and K were determined to be likely present in the H-

BaK and H-BaF samples and Nb, K and possibly B were determined to be likely

present in the H-ZF samples. These elements were therefore added to the WDS files

in addition to those reported by CDGM.

The measured amounts of SiO2 and BaO in the H-BaK and H-BaF samples from

the WDS data agreed with those reported. The measured ZnO in the samples are

below (1.6-8.6 wt%) what was reported. Only trace amounts of Sb3O3 were measured,

likely due to this being a fining agent and only minute amounts (0.1-1 wt%) are

generally needed for it to be effective at removing bubbles [7]. Ti was also detected

in the samples that did not report it (H-BaK samples only). Falsely detected Ti

is common in samples that also contain Ba as there is peak overlap between these

two elements and even occurs in the barite standard. This was corrected for in

post-processing. Additionally, the amount of B2O3 can be underestimated in the

samples. As briefly mentioned in Section 3.7, the weak X-rays generated by boron

are commonly absorbed by heavier elements present in the sample and by the detector

window itself, resulting in low signal intensity [44]. Table 4.4 lists the total average

weight % oxide that had been reported from the WDS measurements. The H-BaK

samples are missing 4-5% and the H-BaF2 sample is missing 9% off of the total 100%

one would expect to have. Typically, “good” agreement occurs in the range of a

total of 98.5-100.5 wt% for glasses. That being said, undercounting can occur if the

stoichiometry of a particular compound differs (eg.. BaO and BaO2 are present and

only BaO is accounted for) [45]. WDS confirmed the presence of K2O and Na2O

detected from EDS. These are alkali metals that are commonly added to glasses as

network modifiers. Na and K atoms can cause some trouble in WDS as they are easily

ionized and can move away from the beam center. The effect of mobile alkali metal

ions can cause significant reductions in the total concentrations (losses of over 50%

of sodium counts have been reported for silicate glasses in literature) [46]. For these
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reasons, the elemental analysis by WDS for these particular samples can be taken

with a grain of salt due the experimental complications that have been discussed.

Figure 4.4: Weight percent oxide reported in the CDGM MSDS (each component
with a range of 5-10%) compared to those measured with WDS
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Table 4.4: Total average wt% oxide of the CDGM samples measured by WDS

Sample Average total wt%

H-BaK1 95(1)
H-BaK3 95(2)
H-BaK8 96(1)
H-BaF2 91(2)
H-ZF72A 100(1)

H-ZF72AGT 100.5(9)

In spite of the H-BaK and H-BaF samples showing relatively comparable com-

positions to what was reported, the H-ZF glasses presented some wholly unexpected

results. All of measured concentrations of TiO2, SiO2, BaO, P2O5 and Na2O were

well below the top of the reported range for those components. This implies a rather

large portion of the sample needs to be accounted for by something else present in

the samples. From the MSDS of these samples, P2O5 was assumed to be the main

network former. Yet, the WDS data paints a different narrative. A startling „45

wt% of Nb2O5, while only „25 wt% P2O5 was measured. That being said, the total

average weight percent of the H-ZF glasses are judged to be reliable, as they fall

within the range of 98.5-100.5 wt% [45].

4.5 Raman Spectroscopy Results

4.5.1 H-BaK and H-BaF CDGM Samples

The Raman spectra of the glasses are divided into two regions: the low frequency

(LF) region (between 400 and 700 cm´1) and the high frequency (HF) region (be-

tween 800-1200 cm´1). Raman bands in the LF region represent symmetric stretching

modes of Si–O–Si and vibrationally isolated ring configurations in the network [47, 30].

For pure fused silica, the dominant features lie in the LF region are associated with

strongly polarized vibrational modes, but these features can become difficult to dis-

cern for alkali-silicate glasses [47]. The dominant features of alkali-silicate glasses
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occur in the HF region. Information on the Q-species of these glasses can be deter-

mined in this region, which represent symmetric stretching modes of O–Si–O [47, 48].

The raw Raman spectra of the H-BaK and H-BaF glasses are compared in Figure 4.5

and the associated band assignments are summarized in Table 4.5.

Figure 4.5: Raw Raman spectra of the H-BaK and H-BaF CDGM glasses (vertically
offset for clarity)

The LF bands become difficult to distinguish with higher alkali inclusions as the

sharp bands at 430, 490 and 600 cm´1 of pure SiO2 shift in intensity and frequencies.

The 430 cm´1 has been associated with the fully polymerized silica structures, which

explains the decreased intensity of this band as more NBOs form [47]. The 490 cm´1

has been shown to migrate to higher frequencies as alkali concentrations increase

[47, 49]. The frequency shift of this band has also been shown to depends on the
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size of the alkali cations, as smaller cations cause higher shifts [47]. The 600 cm´1

band can shift to higher frequencies as more NBO per Si form in the network [48].

The intensity of this band can change significantly with the type of alkali present,

as heavier alkali have stronger bands [47]. Lastly, it is not uncommon to find peaks

around 350 cm´1 for alkali silicate glasses, although the peak assignments in literature

are not well-defined [48, 50]. This is a broad feature that seems to only occur for the

H-BaF2 sample.

Table 4.5: Raman shifts (RS) and peak assignments for the H-BaK and H-BaF CDGM
glasses

RS (cm´1) Vibrational mode Q-species

480 - 490 (Si–O–Si)s Q4 [47]
540 - 565 Defect & 4-membered ring structures [51]
625 - 635 Defect & 3-membered ring structures [48, 47]
790 - 815 Si motions in tetrahedral O cage [52]

900 (O-Ti-O)s stretching [53]
910 - 980 (O–Si–O)s Q2 [52]
980 - 1020 (O–Si–O)s Q4 [52]
1055 - 1085 (O–Si–O)s Q3 [52]

1130 - 1155 (O–Si–O)s Q31

[52]

Most of the peaks found in the HF region are related to localized O–Si–O stretching

modes within silica tetrahedrons. For this reason, the Q-species distribution can be

identified for silicate glasses. The exception to this is the peak appearing at „800

cm´1, as this peak pertains to isolated vibrations of Si atoms in a tetrahedral cage

of O atoms. The main band present in the H-BaK samples at „1070 cm´1 is known

to represent symmetric stretching of Q3 units and is also accompanied by a higher

frequency shoulder at around 1150 cm´1. On the lower frequency side of this main

peak is the symmetric stretching mode of Q4 units at around 1000 cm´1, followed by

that of Q2 units at around 930 cm´1 [52].
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Table 4.6: Peak fitting parameters for the H-BaK and H-BaF CDGM glasses. The
peak locations are given by the Raman shift (RS) along with their half-width-half-
maximum (HWHM), normalized intensities and percent area of the individual peak
relative to the total area of all peaks.

H-BaK1 H-BaK3

RS
(cm´1)

HWHM
(cm´1)

Norm.
Intensity

% Area
RS

(cm´1)
HWHM
(cm´1)

Norm.
Intensity

% Area

793 27 0.12 5 791 27 0.12 4
940 45 0.14 10 913 35 0.17 7
1018 36 0.27 15 983 42 0.38 19
1081 35 0.87 46 1058 43 0.87 46
1151 46 0.34 24 1143 48 0.41 24

H-BaK8 H-BaF2

789 20 0.07 2 808 39 0.13 6
- - - - 900 38 0.97 43

948 50 0.31 21 976 30 0.52 18
1021 41 0.44 24 1020 30 0.21 7
1073 35 0.74 35 1084 40 0.49 23
1132 49 0.28 18 1154 31 0.08 3

The baseline were subtracted using the UnivariateSpline function from the Rampy

library, and the intensities of the spectra were normalized to 1. Five Gaussians and

the Levenber-Marquart algorithm are used to fit the spectra from 700 to 1300 cm´1.

Figure 4.6 illustrates the fits and the fitting parameters and percent area of the peaks

relative to the total are given in Table 4.6. The goodness of fit were determined by R2

ě 0.99 (fraction of total residual variance) for each. The half-width-half-maximums

(HWHM) of the peaks were constrained to be ď50 cm´1 as per literature [48].

The shapes of the HF spectral envelopes are akin between the H-BaK samples with

only slight differences occurring in the shift, HWHM and peak heights. The shape

is also consistent with high-silica alkali-silicate glasses found in literature with 75-85

mol% SiO2 [48, 47]. This also coincides with the measured EPMA compositions. The

percent area of the H-BaK1 and H-BaK3 samples was highest for Q3 units as they

made up about 73% of the total area under the Q-species envelope, while only about
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18% Q4 and 9% Q2 were present for both. The H-BaK8 sample had a modest change

in % area distribution with about 54% Q3, 24% Q4 and 21% Q2. It is important to

note that the % area under the Gaussians do not directly correspond to the amount of

respective Qn units. A semi-quantitative distribution of Qn can be determined from

the spectra if the normalized Raman cross sections for each Qn is determined.

Figure 4.6: Fitted HF Raman spectra of all H-BaK and H-BaF CDGM glasses

The obvious outlier is that of the H-BaF2 sample, showing dramatic variation

in peak heights compared to the H-BaK samples. The compositional EPMA data
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confirms the presence of Ti in this sample, which is the primary difference distin-

guishing it from the crown samples. The overall shape of the HF spectrum is similar

to that of an alkali-silicate glass with „7 wt% TiO2 in literature [53]. Additionally,

the inclusion of TiO2 in a silicate glasses has shown evidence to decrease the degree

of silicate network polymerization, as well as rapid growth in a new band at 900 cm´1

associated with symmetric O–Ti–O stretching [48, 53]. This would also explain the

perceived decrease of the Q4 band and increase of the Q2 band.

4.5.2 H-ZF CDGM Samples

Table 4.7: Raman shifts (RS) and peak assignments for the H-ZF CDGM glasses

RS (cm´1) Vibrational mode

260 O–P–O ` O–Nb–O bending [54, 55]
440 O–P–O ` O–Nb–O bending [54, 55, 56]
630 Nb–O stretching ` O–P–O bending [54, 55]
730 (P–O–P)s [55]
820 Nb–O–Nb stretching or bending [55, 56]
890 isolated (Nb–O6)s stretching and (Nb–O–P–Nb–O) bending [54, 55, 56]
985 (O–P–O)s stretching (Q0) [54, 56]
1050 (O–P–O)s stretching (Q1) [54, 56]
1120 (O–P–O)s [54]
1155 (O–P–O)s stretching (Q2) [55, 56]

Figure 4.7 shows the baseline corrected Raman spectra of the H-ZF72A and H-

ZF72AGT samples. Due to the immensely broad HF Raman spectra of the H-ZF

samples, fits could not be completed with reasonable statistical certainty. They can,

however, be compared to samples with similar composition. S. Chenu in the Zwanziger

research group had studied the structure and properties using both Raman and NMR

spectroscopy of NaPO30-ZnO-Nb2O5-Al2O3 glasses with varying mol% concentrations

of Na2O, P2O5, ZnO and Nb2O5 [57]. The shape of the HF spectral envelope most

resembles that of the 55NaPO3-20ZnO-20Nb2O5-5Al2O3 in their study. Interestingly,

this sample contained the highest mol% concentration of Nb2O5 of these samples.
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Table 4.7 summarizes the Raman mode assignments and their respective locations.

The Raman bands are mostly the result of P–O and Nb–O bending and stretching

vibrations.

Figure 4.7: Raw Raman spectra of the H-ZF CDGM glasses (vertically offset for
clarity) where the vertical lines correspond to the Raman shifts listed in Table 4.7

4.6 NMR Spectroscopy Results

4.6.1 11B NMR on H-BaK and H-BaF Glasses

Figure 4.8 show the results of single-pulse 11B MAS-NMR experiments for the

H-BaK and H-BaF samples, spinning at 20 kHz in a 16.4 T magnet.
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Figure 4.8: 11B MAS-NMR spectra of the H-BaK and H-BaF CDGM glasses

All, but H-BaK1 exhibit the presence of two sites. The peak on the left at around

14 ppm is assigned to r3sB due to second order quadrupolar broadening and the

location of the peak agrees with literature chemical shift assignments [31, 58, 59].

The site on the right at around -1.7 ppm is assigned to r4sB. The presence of a

shoulder on the high-frequency edge of four-coordinate boron peak of H-BaK3, H-

BaK8 and H-BaF2 glasses indicates that there is more than one r4sB environment in

the glass network as they were fitted with two Gaussians (using Dmfit program [60]).

The spectra have been deconvoluted to find the relative concentrations of r3sB and

r4sB in the samples. The area under each peak is proportional to the relative quantity

of each species. The fraction of four-coordinate boron N4 was determined for the

samples using Equation 4.4 and is listed in Table 4.8.



63

N4 “
r4sB

r4sB ` r3sB
(4.4)

Table 4.8: 11B MAS-NMR Gaussian peak fitting parameters for the r4sB sites, relative
% area of each site to total envelope and N4 fraction of the H-BaK and H-BaF samples

Sample
r4sB(4Si)
δ (ppm)

FWHM
(ppm)

Relative
% Area

r4sB(3Si)
δ (ppm)

FWHM
(ppm)

Relative
% Area

N4

fraction

H-BaK1 -2.04 2.35 100 - - 0 1
H-BaK3 -1.95 2.23 53 -0.17 2.15 47 0.74
H-BaK8 -1.72 2.15 61 -0.1 2.15 39 0.69
H-BaF2 -1.82 2.23 76 -0.1 2.15 24 0.81

Solid-state 11B MAS-NMR experiments on PyrexR© glass, which typically contain

a mixture of SiO2 (in high amounts), B2O3, Al2O3 and Na2O, have been conducted

to study the structural tendencies of boron that form within the glass network. The

glasses exhibit two overlapping resonances associated with the r3sB chemical shift,

as well as two additional overlapping resonances associated with the r4sB chemical

shift [58]. The r3sB site is likely composed of symmetric ring units (around 17 ppm)

and asymmetric non-ring units probably bonded to a Si neighbour (around 13 ppm).

Unfortunately, these are not resolved given the low intensity of the three-coordinate B

peak. The r4sB site is likely composed of boron linked to three Si neighbours (around

0 ppm) and boron linked to four Si neighbours (around -2 ppm) [61].

Figure 4.9 plots the relationship between the measured mol% of SiO2 to the frac-

tion of r3sB in the samples. H-BaK1 seemingly has no r3sB, only r4sB, while also being

the sample with the highest mol% concentration of SiO2 and the lowest concentration

of B2O3. Additionally, the spectrum shows evidence of the sample having only the

r4sB site assigned to boron linked to four Si atoms.
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Figure 4.9: Relationship between mol% SiO2 to 1 - N4 (fraction of r3sB)

4.6.2 29Si NMR on H-BaK and H-BaF Glasses

Not only does Raman spectroscopy uncover information on the distribution of

Si Q-species in silicate glasses, NMR spectroscopy can do the same [62]. Figure

4.10 shows the 29Si spectra obtained from MAS-NMR acquired with CPMG pulse

sequence experiments of the H-BaK and H-BaF samples spinning at 5 kHz in a 9.4

T magnet. The spectra show a single broad resonance from about -72 to -120 ppm.

The degree of network polymerization dictates the chemical shielding about silicate

units, and therefore the chemical shift. More shielded silicate units have a higher

degree of network polymerization and will have more negative chemical shifts than

silicate units with less connectivity and more NBOs [31]. The range of chemical shift

of Q4, Q3 and Q2 units are highlighted in Figure 4.10. The strong overlap between

the Q-species regions is the justification for fitting the spectra with a single Gaussian

to determine the average central chemical shift of the individual samples. The fitting
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parameters are listed in Table 4.9.

Figure 4.10: 29Si MAS-NMR spectra of the H-BaK and H-BaF CDGM glasses.
Shaded areas represent the chemical shift range of the Si Q-species

Table 4.9: 29Si MAS-NMR Gaussian peak fitting parameters of the H-BaK and H-BaF
CDGM glasses

Sample FWHM (ppm) δ (ppm)

H-BaK1 18.53 -97.72
H-BaK3 14.92 -98.55
H-BaK8 17.77 -92.59
H-BaF2 17.34 -94.17

Figure 4.11 confirms the above statement, as the apparent Gaussian center of

gravity shifts more negative as samples become more shielded when the amount of

network modifier decreases in the samples. This suggests higher network polymeriza-

tion for the H-BaK1 and H-BaK3 samples (more Q4 units) compared to the H-BaK8
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and H-BaF2 samples (more Q2 units).

Figure 4.11: Relationship between mol % glass network modifiers (BaO, ZnO, Sb2O3,
TiO2, K2O and Na2O) to the average 29Si NMR chemical shift. Higher network
polymerization for more shielded chemical shifts

The Raman and NMR spectroscopy data confirm higher network polymerization

for the H-BaK1 and H-BaK3 samples as these samples have a relatively higher con-

centration of SiO2 Q4 and Q3 units compared to Q2. They also confirm the H-BaK8

and H-BaF2 samples having more Q2 relative to the other two samples, suggesting

the glass network forms a higher degree of NBOs.

4.6.3 31P NMR on H-ZF Glasses

Figure 4.12 shows the 31P single pulse MAS-NMR experiment results for the H-ZF

samples spinning at 20 kHz in a 9.4 T magnet.
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Figure 4.12: 31P MAS-NMR spectra of the H-ZF CDGM glasses, normalized peak
heights

The spectra show evidence of the existence of phosphorus linked to one (Q1[Nb,

Na], -9 ppm) and perhaps two (Q2[Na], -20 ppm) additional phosphorus [63, 31, 57].

The shoulder on the left side (-3 ppm) of the main band could be attributed to

Q0[Nb, Na] [63]. Resolving the individual species are not feasible for this spectra due

to strong overlap of the Q-species and their dependence on the mix of other cations

present in the sample [57]. The chemical shift of the spectra suggest the inclusion of

Nb in the samples affects the shielding. Samples of the composition xNb2O5-(100-

x)NaPO3 with higher mol % concentration of Nb2O5 have been shown to be less

shielded than samples with higher mol % concentration of NaPO3 [63]. Niobium

seems to decrease the network polymerization of the phosphorus units. Moreover,
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there is no distinguishable difference between the shape of the 31P NMR spectra of

the H-ZF72A and H-ZF72AGT samples. The band intensity of the H-ZF72AGT was,

however, about 40% less than that of the H-ZF72A sample (despite the rotors having

similar weights) for reasons unknown (See Appendix A).

4.6.4 93Nb NMR on H-ZF Glasses

Lastly the 93Nb NMR spectra of the H-ZF samples are given in Figure 4.13.

Figure 4.13: 93Nb NMR spectra of the H-ZF CDGM glasses

The spectra were obtained from static WCPMG experiments in a 16.4 T magnet

as MAS did not improve spectral resolution. 93Nb is a I = 9/2 nucleus and is subject

to second-order quadrupolar broadening. The chemical shift of crystalline references

is found to be between -1000 to -1250 ppm for Nb(ONb)6 and -1300 to -1650 ppm
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for Nb(OP)6´y(ONb)y with 1 ď y ď 5 [64]. The peak maxima of the CDGM samples

are located at -1250 ppm is consistent in location and shape with (30/40)Nb2O5-

(70/60)NaPO3 and 55NaPO3-20ZnO-20Nb2O5-5Al2O3 glass samples [63, 57]. The

Raman spectra and the 31P and the 93Nb NMR spectra show evidence of the glass

network containing a mixture of Nb–O–Nb, P–O–P and Nb–O–P bonds.

4.7 Acousto-Optic Results

Previous work in this group utilized the Dixon-Cohen (DC) technique to measure

the individual photoelastic tensor elements of a set of optical glasses [65]. The re-

liability of the setup was tested using an anti-reflective coated fused quartz sample

bonded to the fused quartz (FQ) reference cell at an optical wavelength of 670 nm.

The reported magnitude of p11 and p12 were within 1-2% of the accepted value [65].

4.7.1 Extending Measurements to Different Wavelengths

Two methods to measure the dispersion of the photoelastic tensor elements were

tested with a FQ sample to find one that had the most suitable results. The first was

to use a fixed optical wavelength of 670 nm through the reference and only change

the optical wavelength through the sample. This way only the pij of the reference

at 670 nm was needed to measure the pij of the sample at other wavelengths as

they are predonimantly reported at an optical wavelength of 632.8 nm in literature

[66, 67, 68]. This method has already been used in literature to measure the dispersion

of the photoelastic coefficients in ZnSe [69].

The second method could only be accomplished if the dispersion of p11 and p12 of

FQ was known. Thankfully, a report published by D. K. Biegelsen and J. C. Zesch (B-

Z) in 1976 had performed these measurements of FQ using a similar technique to the

DC method [4]. Their data (measured from 457.9 - 676.4 nm) was an integral part

in measuring the dispersion of the photoelastic tensor elements using this method
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as the DC technique can only measure them relative to a reference with a known

response. Linear fits were applied to the B-Z data to approximate the pij for our laser

wavelengths (405, 440, 543, 594, 670, 785, 850 nm). Incorporating these corrections

into Equation 3.9 to account for the difference in wavelength between the sample λS

and the reference λR as well as the difference in the unperturbed optical intensities

which may occur in changing the lasers through the sample =samp and through the

reference =ref yields Equation 4.5. In theory, this would eliminate the need for anti-

reflective coatings on the samples to obtain better results, making this technique more

convenient and affordable.

pijpsampq “

d

ˆ

λS

λR

˙ˆ

=FQ

=samp

˙
c

I4I5

I1IR

ˆ

p2ijn
6

ρv3a

˙

FQ

ˆ

ρv3a
n6

˙

samp

(4.5)

The dispersion results of both methods are directly compared to those obtained

by Biegelsen and Zesch in Figure 4.14. The dispersion of the stress optic coefficient C

of FQ has been largely studied in literature compared to that of the individual stress

optic elements as mentioned previously. As a result, the two DC methods were used

to calculate C of FQ and compared to literature values in Figure 4.15. Comparing

the dispersion of C to other sources of literature affirms the legitimacy of the second

method since there is the concern that calculating the dispersion pij using the B-Z

results and then directly comparing to the B-Z data is circular.

Using the same wavelength through the reference and the sample is the clear

winner for which method agrees more to literature values for both the pij and C of

FQ. While the fixed reference wavelength has tolerable agreement for p11 from 543 nm

onward, it does a poor job at predicting p12 and p44 in the high and low wavelength

domains. This disagreement is further amplified in the plot of C, as there is a large

discrepancy between the measured and expected C. As a consequence, the dispersion

of the photoelastic tensor elements of the CDGM samples were measured using the
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second method of having the same optical wavelength pass through the sample and

the reference.

Figure 4.14: Comparing methods for measuring the dispersion of pij of a FQ sample
to those measured by Biegelsen and Zesch (B-Z) represented by the blue squares [4].
The yellow diamonds represent the results obtained using a fixed wavelength of 670
nm through the reference, changing only the wavelength through the sample. The
red circles represent the results obtained setting the same wavelength through as the
reference and sample.
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Figure 4.15: Comparing the measured dispersion of C of FQ to those measured in
literature (grey and blue) [1, 2, 3, 4]. The yellow diamonds represent the results
obtained using a fixed wavelength of 670 nm through the reference, changing only the
wavelength through the sample. The red circles represent the results obtained setting
the same wavelength through as the reference and sample.
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4.7.2 CDGM Glasses

The measured dispersion of p11, p12 and p44 of the CDGM samples are plotted in

Figures 4.16, 4.17 and 4.18, respectively, and summarized in Table 4.10. All samples

do not show a significant difference in p11. The H-ZF samples do, however, show quite

a difference in p12 compared to the silicate samples. As a result of p12 being larger,

p44 is thusly more negative for the H-ZF samples. Additionally, the photoelastic

dispersion of the H-ZF samples starts to diverge at the lower wavelengths as the

absorption edge is in close proximity. The uncertainty of the pij are determined from

the method described in Appendix C.

Figure 4.19 plots the relationship between the pij and the measure mol % SiO2

in the samples including that of pure fused silica. As the modifier content in the

glass increases, p12 and decreases, p44 increases and p11 does not seem to have a clear

trend. These findings are consistent with previous composition analysis performed in

the Zwanziger group [70].

Figure 4.16: Wavelength dispersion of p11 of the CDGM glasses
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Figure 4.17: Wavelength dispersion of p12 of the the CDGM glasses

Figure 4.18: Wavelength dispersion of p44 of the the CDGM glasses
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Table 4.10: Photoelastic data of the CDGM glasses at various wavelength measured
using the Dixon-Cohen method

Sample λ (nm) p11 p12 p44

H-BaK1

405 0.11(1) 0.23(1) -0.060(6)
440 0.12(1) 0.23(2) -0.055(7)
543 0.131(3) 0.248(5) -0.059(2)
594 0.132(5) 0.246(5) -0.057(3)
670 0.128(5) 0.246(5) -0.059(3)
785 0.145(5) 0.250(5) -0.053(2)
850 0.150(6) 0.256(6) -0.053(3)

H-BaK3

405 0.104(9) 0.23(1) -0.063(6)
440 0.109(9) 0.23(1) -0.061(7)
543 0.122(3) 0.242(5) -0.060(2)
594 0.120(5) 0.240(5) -0.060(3)
670 0.120(5) 0.238(5) -0.059(3)
785 0.127(5) 0.241(4) -0.057(2)
850 0.137(5) 0.242(5) -0.053(2)

H-BaK8

405 0.108(9) 0.22(1) -0.056(5)
440 0.112(9) 0.23(2) -0.059(7)
543 0.125(3) 0.238(4) -0.057(2)
594 0.128(5) 0.232(4) -0.052(2)
670 0.121(5) 0.232(5) -0.056(3)
785 0.135(5) 0.235(4) -0.050(2)
850 0.142(5) 0.239(4) -0.049(2)

H-BaF2

405 0.099(8) 0.21(1) -0.056(5)
440 0.104(9) 0.22(2) -0.058(7)
543 0.118(2) 0.228(2) -0.055(1)
594 0.120(5) 0.232(5) -0.056(3)
670 0.110(4) 0.230(4) -0.060(3)
785 0.125(4) 0.232(4) -0.054(2)
850 0.136(5) 0.230(4) -0.047(2)

H-ZF72A

405 0.043(6) 0.12(1) -0.039(6)
440 0.11(1) 0.27(2) -0.080(9)
543 0.137(5) 0.29(1) -0.077(4)
594 0.141(6) 0.299(7) -0.079(4)
670 0.139(6) 0.307(9) -0.084(4)
785 0.152(6) 0.306(9) -0.077(4)
850 0.155(6) 0.305(9) -0.075(4)

H-ZF72AGT

405 0.044(8) 0.14(1) -0.048(9)
440 0.11(1) 0.26(1) -0.074(9)
543 0.134(4) 0.289(8) -0.078(3)
594 0.139(7) 0.291(7) -0.077(4)
670 0.141(6) 0.300(7) -0.080(4)
785 0.154(6) 0.302(7) -0.074(3)
850 0.160(7) 0.303(7) -0.072(4)
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Figure 4.19: pij of H-BaK and H-BaF CDGM glasses and pure FQ with respect to
mol % SiO2 at an optical wavelength of 594 nm
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4.8 Bond Polarizabilities

The average bond polarizability parameters were calculated for the CDGM glasses

using the equations expressed in Section 2.2.4 from the measured p11, p12 and n.

Figure 4.20 shows the pure dilation and anisotropy terms xαV y, xα1y and xαQy. The

longitudinal and transverse bond polarizabilities xα||y and xαKy are given in Figure

4.21. H-ZF72A displays such a large xαQy compared to the other samples due to

the large difference between xα||y and xαKy. Note that only the H-ZF72A sample

is present in the figures, as the H-ZF72A and H-ZF72AGT samples had practically

identical polarizability parameters.

Figure 4.20: Pure dilation (xαV y & xα1y) and anisotropic stress (xαQy) average bond
polarizability parameters at an optical wavelength of 594 nm

The H-BaK and H-BaF have comparable bond polarizabilities since they have

very similar photoelastic response and refractive indices. The anisotropy term is

approximately half of that of the volume term for those samples. The H-ZF samples

are the clear outlier. While both xαV y and xαQy are scaled by the magnitude of the
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index of refraction, the larger p44 of the H-ZF samples causes xαQy to be even larger,

making the relative difference between the volume and anisotropy terms smaller. No

known trend between the photoelastic and structural data was established for xα1y.

Figure 4.21: Longitudinal (xα||y) and transverse (xαKy) average bond polarizability
parameters at an optical wavelength of 594 nm

As established in Figure 4.4, the H-BaK and H-BaF samples are silicates, while

the H-ZF samples are niobiophosphates. One would expect the bonding of these

network formers to behave quite differently. As a general rule of thumb, the band

gap energy decreases with increasing bond length. Shorter bonds with large band

gaps such as Si–O in pure SiO2 have strong directive bonds (covalent), meaning the

total polarizablity is relatively small, but highly directional as the metallicity is low.

With the addition of network modifiers, the bonding type becomes increasingly ionic

as more NBOs form, causing the total polarizability to increase. The polarizability

would now be expected to become less directional than that of pure SiO2 and more

isotropic. This would explain why xαKy is non-zero. The P–O bond is assumed to
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behave quite similarly to Si–O, as they have similar bond lengths and similar the

band gaps between SiO2 and P2O5. The bond length of Nb–O is larger than those

of P–O and Si–O and the band gap is roughly a third smaller. One would anticipate

the addition of Nb2O5 to P2O5 will increase the metallicity of the system, causing

the total polarizability to increase, while also increasing the isotropic polarizability.

Section 4.2 confirms these approximations as the apparent average band gap E0,

obtained from the dispersion of the index of refraction, of the H-ZF samples were

roughly half of that of the silicate CDGM samples.



Chapter 5

Conclusions

The results of this thesis present the dispersion of the photoelastic elements of a set

of commercial CDGM optical glasses using the Dixon-Cohen acousto-optic technique

[66]. The success of this method would not be attainable if it were not for the

dispersion p11 and p12 data reported by Bielgelsen and Zesch for fused quartz [4]. A

FQ sample was used to test the validity of this method by first measuring p11 and p12

to calculate C and compare the results to various literature sources.

Four alkali silicate samples (H-BaK1, H-BaK3, H-BaK8 and H-BaF2) were chosen

for their compositional similarity reported in the sample MSDS, with slight changes in

SiO2 and modifier content. An additional two samples (H-ZF72A and H-ZF72AGT)

were acquired from Illumina, Inc. The weight % compositions of all six samples were

measured with WDS. While the silicate samples had reasonable elemental analysis

results compared to those expected from the MSDS, the H-ZF samples had a stagger-

ing amount of Nb2O5 present despite it not being reported. This was later confirmed

with Raman and NMR spectroscopy. Furthermore, the total average weight percent

oxide of the H-BaK and H-BaF samples were missing 4-9% (from 100%) of the to-

tal average weight%. They therefore do not satisfy the condition for typical “good”

agreement in the range of 98.5-100.5%.

The distribution of silicate Q-species in the H-BaK and H-BaF samples were

determined from Raman and 29Si ss-NMR spectroscopy. The data suggests a higher

degree of network polymerization from the larger distribution of Q4 units in the
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H-BaK1 and H-BaK3 samples relative to the higher distribution of Q2 units in the H-

BaK8 and H-BaF2 samples, implying a larger degree of NBOs in the silicate network.

This would also conclude that the degree of network polymerization weakens as more

network modifiers are introduced into the samples, as expected. The photoelastic

data suggests a positive/negative correlation between network polymerization and

p12/p44, respectively.

The Raman, 31P and 93Nb ss-NMR spectroscopy of the H-ZF samples indicate a

mixture of Nb–O–Nb, P–O–P and Nb–O–P bonds are present in the glass network.

A prominent photoelastic feature of these samples is how the magnitude of p11 is

quite comparable to those of the silicate samples, yet p12 is found to be 130% larger,

making the anisoptic term p44 larger as a result.

The average bond polarizability parameters is a postulatory means of inspect-

ing the bulk polarizability from a bonding perspective. The silicate samples had

practically identical parameters across the board. This indicates the polarizability

parameters are relatively insensitive to next nearest-neighbours for these samples.

Fundamentally, the silicate network does not change with degree of network polymer-

ization. It is worth noting that this study was not comprehensive enough to set this

conclusion in stone for all glass systems. Additionally, the inclusion of alkali modifiers

to a silicate network causes xαKy to be non-zero as the NBOs induces less directional

polarizability compared to the average bonding in pure SiO2.

The addition of Nb2O5 to P2O5 in the H-ZF samples increases the metallicity of

the system, thus increasing the overall polarizability, as was clearly depicted in the

results. This result is supported by the Wemple-DiDomenico model to estimate the

bandgap from the dispersion of the index of refraction. The bandgap H-ZF sample

was approximated to be roughly half of that of the silicate samples. Larger bandgaps

suggests electrons are more tightly bound to the atom, requiring more energy to

remove the electron, thus increasing the bandgap. This would also imply a material
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with a smaller bandgap, such as the H-ZF samples are more polarizable than the

silicate samples.

An in depth analysis of the xα1y parameter and its role merging the electronic

and structural properties would be practical as it is currently non-trivial. Further

investigation of the average bond polarizability parameters and how they behave as

a function of network former and modifiers types may assist to advance our under-

standing of the tunablility of p11 and p12. A systematic approach in changing the

quantity of network modifiers within simpler glass systems would be best to analyze

the effects.
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Appendix A

Additional NMR Plots

The following plots were generated by Dr. Ulrike Werner-Zwanziger, solid-state

NMR coordinator of the Dalhousie University NMR3 Facility.

Figure A.1: Normalized 11BMAS-NMR spectra of CDGMH-BaK and H-BaF samples
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Figure A.2: 29Si CPMG MAS-NMR spectra of CDGM H-BaK and H-BaF samples
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Figure A.3: 31P MAS-NMR spectra of CDGM H-ZF samples showing spectral inten-
sity difference between samples
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Figure A.4: 93Nb WCPMG NMR spectra of CDGM H-ZF samples



Appendix B

Glass Synthesis and Acousto-Optic Results

Glass samples were synthesized by mixing stoichiometric amounts of reagents in

a mortar and pestle, transferred to an alumina crucible and fired at temperatures

between 1000-1500˝C for up to 24 hours. The molten liquid is subsequently poured

into a preheated brass mould (melt-quenching), and moved to an annealing oven to

remove the internal stresses formed from nonuniform rapid cooling. A polariscope is

a useful tool used to verify whether a glass has been properly annealed.

Unfortunately, the samples created in this manner were not successfully analyzed

with the Dixon-Cohen setup (section 3.10) to measure their photoelastic tensor ele-

ments. As a result, bulk slabs of optical-quality commercial glasses were purchased

as they were readily available and relatively economical.

Figure B.1 displays the Dixon-Cohen data recorded on a lab-synthesized PbO-

P2O5 sample. This particular sample had minimal visible defects such as bubbles and

was uniformly annealed. The data shows good transmission through the reference,

yet no evidence of a back-reflected pulse from the free-end of the sample. The results

through the sample substantiates the reference data, showing the initial diffracted

pulse, yet no signal from the back-reflected pulse expected from the free-end of the

sample. Without these particular pulses, the photoelastic tensor elements cannot be

calculated. The speed of sound of this particular sample was presumed to be too low

(vL = 3.55 mm/µs, roughly half of vL FQ). Perhaps the acoustic power loss through

the sample is the reason for the missing diffracted pulses.
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Figure B.1: DC data of a xPbO-(1-x)P2O5 sample through both the reference (top)
and the sample (bottom)

Consequently, samples known to have higher speeds of sounds were synthesized.

The attempted optical-quality samples were 50Na2O-50P2O5, 20Na2O-20B2O3-60SiO2,
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20Na2O-60B2O3-20SiO2 and 3BaO-3B2O3-2SiO2. There were several reasons these

glasses did not meet the requirements for a high-quality glass.

• Fragility of samples caused them to crack immediately after synthesis

• Hydroscopic behaviour made some samples problematic during preparation

• Samples required too high melting temperatures and were too viscous when

pouring into the mould resulting in globs and lots of bubbles in the sample

• Corrosive for the alumina crucibles causing significant sample contamination

• Mix of crystalline and glass phases in certain samples

• Failure to anneal uniformly

Industrial glasses are made on a much larger scale than what is capable of being

synthesized in the lab.



Appendix C

Determination of pij Uncertainty

Error propagation was executed assuming the fused quartz variables of nFQ, ρFQ

and va,FQ have a negligible amount of uncertainty.
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b

pδpijsamp1q2 ` pδpijsamp2q2 ` pδpijsamp3q2 ` pδpijsamp4q2 ` pδpijsamp5q2

(C.2)

The uncertainties of the unperturbed beam intensities =FQ and =samp were estimated

using the ThorLabs power meter. The uncertainties of the recorded pulses through

the reference and sample I1, IR, I4 and I5 were estimated using a python script that

calculates the local maxima of data above a certain threshold. Most of the uncertainty

for these particular H-ZF samples come from the IR pulse since its intensity is so low

compared to I1. The script normally calculates a number of possible maxima for IR,

so using those values, the mean and standard deviation were calculated. An example

of this can be seen in Figure C.1, where the mean and standard deviation for IR

(highlighted in green) is 0.0199 ˘ 0.0006. The uncertainty of pijFQ was determined

from calculating the standard deviation of the slope from the Biegelsen and Zesch

paper [4] that measured the dispersion of pij of fused quartz. The uncertainties of
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ρsamp, va,samp and nsamp were determined using the method described in Sections 4.1

and 4.2.

Figure C.1: Python script calculating the local maxima of a signal through the ref-
erence

The experiment was measured 5 times for each p11 and p12 for each laser wave-

length. The uncertainty of pij for each trial was calculated using Equation C.1 and

the final uncertainty of pij at a particular wavelength was calculated using Equation

C.2.

Error propagation ensures the experimental uncertainties of all relevant compo-

nents of Equation 4.5 are included in the overall uncertainty of pij. For this reason,

using standard deviation may be an underestimate of the overall experimental uncer-

tainty involved in the determination of pij and will therefore not be used.



Appendix D

CDGM Acousto-Optic Data Tables

The following tables are compiled of the average unperturbed optical beam inten-

sities through the reference Iref and through the sample Isamp, as well as the diffracted

beam intensities through the reference I1, IR and through the sample I4, I5 at 0
˝ and

90˝ polarizations and various wavelengths.

Table D.1: Average transmitted intensities through the reference and sample and
diffracted beam intensities through the reference and the sample at polarizations
P=0˝, 90˝ of the H-BaK1 sample

λ (nm) P Iref I1 IR Isamp I4 I5

405
0˝ 0.73(1) 0.259(6) 0.048(2) 0.57(2) 0.141(5) 0.070(3)
90˝ 0.72(1) 0.078(2) 0.014(1) 0.57(2) 0.059(2) 0.031(2)

440
0˝ 1.94(5) 0.94(2) 0.16(1) 1.72(6) 0.56(5) 0.27(2)
90˝ 1.89(2) 0.267(4) 0.045(2) 1.71(8) 0.22(1) 0.109(6)

543
0˝ 0.382(8) 0.27(1) 0.041(2) 0.34(1) 0.163(6) 0.076(5)
90˝ 0.53(1) 0.125(4) 0.0183(5) 0.469(9) 0.112(3) 0.047(2)

594
0˝ 1.24(3) 0.88(3) 0.137(7) 1.10(5) 0.52(2) 0.25(2)
90˝ 1.67(5) 0.40(2) 0.060(3) 1.43(4) 0.32(2) 0.16(1)

670
0˝ 1.49(4) 0.95(1) 0.16(1) 1.32(1) 0.54(1) 0.27(1)
90˝ 1.49(2) 0.267(8) 0.046(2) 1.18(3) 0.188(7) 0.094(4)

785
0˝ 5.1(5) 3.6(2) 0.53(5) 5.3(2) 2.32(9) 1.11(2)
90˝ 5.82(5) 0.93(2) 0.155(8) 5.1(2) 0.86(1) 0.42(2)

850
0˝ 5.4(4) 3.4(3) 0.51(5) 6.1(3) 2.5(1) 1.19(8)
90˝ 5.4(2) 0.74(6) 0.12(1) 6.1(2) 0.86(7) 0.43(3)
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Table D.2: Average transmitted intensities through the reference and sample and
diffracted beam intensities through the reference and the sample at polarizations
P=0˝, 90˝ of the H-BaK3 sample

λ (nm) P Iref I1 IR Isamp I4 I5

405
0˝ 0.63(4) 0.23(2) 0.031(2) 0.58(9) 0.11(2) 0.051(8)
90˝ 0.62(4) 0.063(6) 0.0082(4) 0.60(4) 0.037(4) 0.0180(8)

440
0˝ 1.8(1) 0.90(6) 0.106(9) 1.94(4) 0.48(3) 0.19(1)
90˝ 1.7(1) 0.23(2) 0.028(3) 1.85(6) 0.16(1) 0.066(3)

543
0˝ 0.37(2) 0.26(2) 0.029(1) 0.38(1) 0.13(1) 0.054(4)
90˝ 0.51(3) 0.114(7) 0.0119(2) 0.50(1) 0.072(5) 0.029(3)

594
0˝ 1.13(5) 0.82(4) 0.092(1) 1.17(3) 0.42(2) 0.168(4)
90˝ 1.48(7) 0.34(1) 0.036(2) 1.56(4) 0.22(2) 0.089(8)

670
0˝ 1.40(6) 0.92(3) 0.106(5) 1.36(5) 0.42(4) 0.181(7)
90˝ 1.45(6) 0.25(2) 0.030(1) 1.27(6) 0.13(1) 0.057(3)

785
0˝ 5.4(4) 3.7(2) 0.39(2) 5.5(2) 1.7(1) 0.68(4)
90˝ 5.3(2) 0.89(4) 0.104(5) 5.2(2) 0.56(6) 0.23(1)

850
0˝ 5.6(4) 3.7(1) 0.39(3) 6.1(4) 1.8(2) 0.72(6)
90˝ 5.59(7) 0.70(1) 0.088(4) 6.2(2) 0.54(6) 0.25(1)

Table D.3: Average transmitted intensities through the reference and sample and
diffracted beam intensities through the reference and the sample at polarizations
P=0˝, 90˝ of the H-BaK8 sample

λ (nm) P Iref I1 IR Isamp I4 I5

405
0˝ 0.656(4) 0.238(7) 0.032(3) 0.51(7) 0.12(2) 0.052(9)
90˝ 0.63(2) 0.067(2) 0.0092(5) 0.51(8) 0.047(5) 0.022(4)

440
0˝ 1.92(3) 0.95(3) 0.119(6) 1.88(2) 0.60(4) 0.24(1)
90˝ 1.86(2) 0.26(1) 0.034(2) 1.78(4) 0.23(1) 0.092(5)

543
0˝ 0.38(1) 0.26(1) 0.029(2) 0.36(1) 0.158(7) 0.061(3)
90˝ 0.54(2) 0.125(5) 0.014(1) 0.51(2) 0.11(1) 0.040(2)

594
0˝ 1.24(3) 0.89(2) 0.100(3) 1.17(4) 0.52(4) 0.20(2)
90˝ 1.69(3) 0.369(9) 0.044(3) 1.35(4) 0.51(4) 0.21(2)

670
0˝ 1.50(2) 0.96(2) 0.113(7) 1.35(4) 0.51(4) 0.21(2)
90˝ 1.48(4) 0.27(1) 0.0335(7) 1.30(6) 0.20(2) 0.08(1)

785
0˝ 5.6(1) 3.7(1) 0.40(2) 5.5(2) 2.1(2) 0.79(2)
90˝ 5.7(2) 0.96(6) 0.12(1) 5.3(2) 0.85(6) 0.32(2)

850
0˝ 6.2(1) 4.0(2) 0.43(1) 6.1(1) 2.2(2) 0.91(5)
90˝ 6.1(2) 0.79(2) 0.103(4) 6.2(1) 0.78(5) 0.34(2)
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Table D.4: Average transmitted intensities through the reference and sample and
diffracted beam intensities through the reference and the sample at polarizations
P=0˝, 90˝ of the H-BaF2 sample

λ (nm) P Iref I1 IR Isamp I4 I5

405
0˝ 0.722(9) 0.263(6) 0.061(3) 0.62(4) 0.144(8) 0.081(8)
90˝ 0.71(2) 0.071(3) 0.0165(7) 0.62(2) 0.051(1) 0.030(2)

440
0˝ 2.01(4) 0.97(3) 0.20(1) 1.84(4) 0.57(2) 0.30(1)
90˝ 1.94(4) 0.26(1) 0.053(2) 1.84(3) 0.203(7) 0.109(6)

543
0˝ 0.389(5) 0.264(4) 0.049(3) 0.35(1) 0.160(7) 0.07(1)
90˝ 0.54(1) 0.122(4) 0.0224(5) 0.503(6) 0.099(7) 0.049(3)

594
0˝ 1.28(3) 0.90(2) 0.162(9) 1.186(8) 0.541(8) 0.269(6)
90˝ 1.66(4) 0.38(1) 0.070(2) 1.49(4) 0.31(1) 0.150(5)

670
0˝ 1.49(6) 0.94(5) 0.18(1) 1.38(7) 0.53(5) 0.29(3)
90˝ 1.46(3) 0.27(1) 0.056(1) 1.24(8) 0.18(8) 0.09(1)

785
0˝ 5.7(3) 3.9(2) 0.69(4) 5.3(2) 2.2(1) 1.1(1)
90˝ 5.60(8) 0.97(3) 0.20(1) 5.3(2) 0.78(7) 0.43(3)

850
0˝ 6.1(2) 3.9(2) 0.72(6) 5.9(3) 2.2(2) 1.1(1)
90˝ 6.2(2) 0.77(7) 0.16(2) 6.2(3) 0.72(7) 0.42(5)

Table D.5: Average transmitted intensities through the reference and sample and
diffracted beam intensities through the reference and the sample at polarizations
P=0˝, 90˝ of the H-ZF72A sample

λ (nm) P Iref I1 IR Isamp I4 I5

405
0˝ 0.66(3) 0.25(2) 0.0033(2) 0.24(1) 0.029(4) 0.003(1)
90˝ 0.687(8) 0.073(4) 0.0012(2) 0.24(1) 0.007(1) 0.0008(4)

440
0˝ 2.12(6) 1.06(3) 0.014(2) 1.70(4) 0.34(7) 0.035(6)
90˝ 2.07(6) 0.28(1) 0.0038(3) 1.72(3) 0.09(2) 0.010(2)

543
0˝ 0.42(2) 0.30(2) 0.0037(5) 0.39(2) 0.11(2) 0.013(3)
90˝ 0.574(3) 0.135(3) 0.0016(3) 0.51(1) 0.053(9) 0.006(1)

594
0˝ 1.31(5) 0.93(2) 0.011(1) 1.24(4) 0.38(8) 0.04(1)
90˝ 1.75(3) 0.425(8) 0.0051(5) 1.61(6) 0.18(5) 0.021(5)

670
0˝ 1.61(2) 1.05(2) 0.0133(7) 1.5(2) 0.38(7) 0.05(1)
90˝ 1.63(3) 0.293(2) 0.0044(5) 1.50(4) 0.12(2) 0.015(3)

785
0˝ 5.8(1) 3.8(1) 0.049(3) 5.7(3) 1.6(3) 0.18(4)
90˝ 5.9(2) 0.95(3) 0.014(2) 5.4(1) 0.5(1) 0.05(1)

850
0˝ 6.3(5) 3.8(3) 0.052(6) 6.1(6) 1.4(3) 0.20(3)
90˝ 6.5(1) 1.02(9) 0.017(2) 6.3(4) 0.5(1) 0.07(1)
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Table D.6: Average transmitted intensities through the reference and sample and
diffracted beam intensities through the reference and the sample at polarizations
P=0˝, 90˝ of the H-ZF72AGT sample

λ (nm) P Iref I1 IR Isamp I4 I5

405
0˝ 0.68(1) 0.247(5) 0.0059(3) 0.157(6) 0.027(4) 0.004(1)
90˝ 0.69(1) 0.069(2) 0.0019(3) 0.158(1) 0.0045(1) 0.0009(6)

440
0˝ 2.0(1) 1.00(3) 0.0209(6) 1.29(2) 0.27(5) 0.035(7)
90˝ 2.04(2) 0.254(6) 0.0053(4) 1.23(4) 0.07(1) 0.009(2)

543
0˝ 0.42(2) 0.30(1) 0.0057(6) 0.37(1) 0.11(2) 0.016(3)
90˝ 0.58(2) 0.126(4) 0.0023(3) 0.52(2) 0.05(1) 0.007(1)

594
0˝ 1.24(6) 0.91(4) 0.0173(8) 1.15(7) 0.38(8) 0.052(7)
90˝ 1.70(4) 0.381(3) 0.0068(4) 1.56(7) 0.17(3) 0.024(4)

670
0˝ 1.54(3) 1.01(6) 0.019(1) 1.47(6) 0.40(6) 0.07(2)
90˝ 1.52(1) 0.24(1) 0.0050(5) 1.39(6) 0.12(3) 0.017(2)

785
0˝ 5.81(5) 4.0(1) 0.074(5) 5.9(3) 1.5(1) 0.29(6)
90˝ 5.5(2) 0.87(7) 0.018(2) 5.3(4) 0.39(5) 0.08(2)

850
0˝ 6.3(3) 4.0(1) 0.079(4) 6.3(6) 1.8(4) 0.26(6)
90˝ 6.3(2) 0.80(4) 0.018(1) 5.9(8) 0.5(1) 0.07(2)
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