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Abstract

Photosynthetic organisms contain light harvesting complexes comprised of pigments

that absorb sunlight as electronic excitations. In this work, the transfer of this exci-

tation energy in four natural light harvesting complexes is investigated; specifically,

LHCII and CP26 from higher plants, along with FMO and the chlorosome from Green

Sulfur Bacteria. For the LHCII, CP26, and FMO complexes, the mechanistic details

from two different starting locations for the initial excitation at two temperatures were

extracted and discussed. In order to study the transport through the chlorosome, nat-

ural and artificial nanotublar models were constructed to represent the arrangement

of the pigments and details about the spread of the exciton are analyzed. This was

all facilitated through the application of the approximate quantum-classical method

known as the forward-backward trajectory solution (FBTS).
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Chapter 1

Introduction

1.1 Initial Steps of Photosynthesis

Organisms use the process of photosynthesis to convert the sun’s energy into chemical

energy [2, 3]. Figure 1.1 depicts the steps that initiate this essential process: the

collection, transportation and capture of sunlight [1]. All of these steps are facilitated

by pigment molecules. The sun’s energy is harvested by pigments when it is absorbed,

such that an electron is promoted to an excited state. Thus, the sun’s energy has been

transformed into excitation energy. This excitation energy must then be transported

through an aggregation of pigments, known as light harvesting complexes, to the

reaction center to cause charge separation which will power the subsequent steps of

photosynthesis.

Between plants, algae, and bacteria there exists a diverse range of life and envi-

ronments in which this photosynthetic apparatus responsible for these initial steps

must efficiently operate [3]. This middle step, the excitation energy transfer, must

be effective enough to deliver the energy to the required destination for the rest of

the process of photosynthesis to proceed and much time has been dedicated to the

investigation of the structure and the function behind these initial steps [4–8].

1
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Figure 1.1: A basic overview of the initial steps of photosynthesis, wherein the sunlight
is collected, transported and trapped [1]. The excitation energy transfer step will be
the focus of this research.

1.2 Photosynthetic Pigments

The sun emits a wide range of wavelengths of light and the structure of the pigment

molecule informs what parts of the spectrum will be absorbed [2,3]. An example of the

chemical structure of a photosynthetic pigment is provided on the right of Figure 1.2.

This is the structure of chlorophyll A, a major pigment found in higher plants and the

cyclic tetrapyrrole is the structural foundation of the main pigments involved in the

initial steps of the process of photosynthesis [3]. Additional photosynthetic pigments

with distinct structural types are phycobilins and caroteniods; wherein caroteniods

are also found in higher plants and assist in the dissipation of excess energy, without

which detrimental effects such as the creation of singlet oxygen can occur [9].

The corresponding absorption spectrum for this molecule is provided on the left

of Figure 1.2, which reveals that the significant peaks are located at approximately

430nm and 680nm, supporting the connection to higher plants. The lowest energy

excitation at 680nm is in the Qy direction as illustrated on the structure of chloro-

phyll A [10]. By altering the substituents on the ring and chain, this will result

in different main photosynthetic pigments with different absorption spectra, such as
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bacteriochlorophylls [9].
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Figure 1.2: On the left is an absorption spectra adapted from Ref. [11] of chlorophyll
A in diethyl ether. The structure on the right depicts chlorophyll A and the major
peak that has the longest wavelength corresponds to the electronic transition along
the y directional arrow as indicated on the structure [10].

These photosynthetic pigments must collect, but also transport, the excitation

energy and this is achieved through the electronic coupling between neighbouring

transition dipoles [6]. A significant coupling between pigments will result in the

excitation energy being shared and a more general term to refer to this energy is

implemented in this instance. An exciton, an electron-hole pair, can be delocalized

and shared other many pigments when the strength of the coupling is strong, as

compared to the strength of the coupling with the environment, that will destroy this

delocalization [7].

1.3 Light Harvesting Complexes

A collection of pigments are situated in specific structural arrangements and an un-

derstanding of the spatial organization is important to the excitation energy transfer.

There are two levels of this organization to consider, the first being that of an isolated

light harvesting complex like the one provided in Figure 1.3, which depicts a crystal

structure of a complex from higher plants called LHCII [12]. This structure reveals

the location of each pigment, wherein the two types of pigments are delineated by the

colours black (chlorophyll B) and red (chlorophyll A), with the surrounding protein

as the light grey structure. Each pigment not only occupies a certain space but is also
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arranged in a specific orientation, all facilitated by the protein. Additional crystal

structures of light harvesting complexes illustrate pigments organized by a protein

scaffold; [12–14] this is a common feature for natural light harvesting complexes [3].

This figure provides a sense of the spatial landscape as constructed by the protein

for which the excitation energy transfer by the pigments will occur but the energetic

landscape is also affected by the protein. This is because the protein environment

will affect the electronic coupling and the absorption of the pigments, [15, 16] while

also destroying the delocalization of the exciton.

Figure 1.3: Structure of the light harvesting complex known as LHCII. The pigments
are coloured black and red, corresponding to chlorophyll B and chlorophyll A, respec-
tively and the protein is rendered in gray. From structure 3jcu in the protein data
bank [12].

The surrounding environment has a large impact on the dynamics of excitation

energy transfer. An environment that is further complicated by the knowledge of the

larger organization of the pigments, that of the photosynthetic unit. A photosyn-

thetic unit refers to the apparatus in which the initial steps of photosynthesis occurs,

it is composed of multiple light harvesting complexes around a reaction center [9].

These units can be comprised of different light harvesting complexes and can change

structure depending on external environmental conditions [12, 17]. There is a large

variety of spatial and energetic landscapes between the photosynthetic organisms for

which excitation energy transfer must occur.
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1.4 Excitation energy transfer

There are two important interactions to consider in excitation energy transfer, the

interactions between the pigments and the interactions with the surrounding environ-

ment, most notably the protein scaffold. This will affect substantially how the energy

will be transferred. Two opposing ways in which the exciton moves through the light

harvesting complex is either discretely, as in localized on a pigment, or fully delo-

calized, in which the energy is transferred between exciton states that are composed

of contributions from multiple pigments [18]. These conditions for the mechanism of

transfer will occur when considering the magnitudes of the electronic coupling be-

tween the pigments, which will cause the exciton to be shared and delocalized or,

coupling between the pigment and the environment, which will inhibit the length

of this delocalization and if strong enough localize the excitation energy on a single

pigment. Thus, the motion of the exciton can be incoherent, hopping-type, transport

versus coherent, flow-type, transport through the complex.

There are already two methods which can effectively calculate the hopping or flow-

type motion of the exciton. These are Förster theory, [19] which describes the rate of

transfer from one pigment to the next and Redfield theory, [20,21] which describes the

rate of transfer from one exciton state to the next. Both of these theories have been

applied to the excitation energy transfer in light harvesting complexes and both are

fundamentally based on the two perturbative limits, either when the pigment-pigment

coupling is small or pigment-environment coupling is small, respectively [22–26].

It is well established that in the large variety of photosynthetic units the excita-

tion energy transfer occurs in an intermediate regime between the ratio of these two

energy scales [6, 27]. This complicates the dynamics and brings a challenge to the

methods employed for the study of excitation energy transfer. Even these seminal

methods have been improved upon and combined together in order to better capture

the dynamics in these regimes; in a real system such as the LHCII light harvesting

complex there are pigments strongly coupled, where coherent transfer will occur and

instances of weakly coupled pigments, like those pigments between monomers, where

incoherent hopping occurs [22,26]. It is important to have a method that can simulate

in all regimes of the system. One such method is the Hierarchical Equations of Motion
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(HEOM), [25, 28, 29] that is numerically exact but can be prohibitive for larger sys-

tems. In this research we use an approximate mixed quantum-classical method called

the Forward-Backward Trajectory Solution [30,31] in order to investigate systems of

various sizes and regimes.

1.5 Thesis Objectives

The scope of this thesis encompasses only the excitation energy transfer process of

the primary steps of photosynthesis. An explicit focus is placed on isolated natural

light harvesting complexes, such that there will not be the presence of a reaction

centre to act as a sink for the energy, nor the addition of neighbouring complexes,

as in the larger photosynthetic apparatus. Four natural light harvesting complexes

are studied, sourced from two distinctive classes of organisms and covering a range of

sizes. In this thesis we aim to address basic characteristics of the excitation energy

transfer in these complexes.

A mixed quantum-classical dynamics method called the forward-backward tra-

jectory solution (FBTS) is explained in Chapter 2 and was utilized to simulate the

excitation energy transfer. The simple exciton dimer model, explored in Chapter 3,

is the first example of the application of the FBTS method and serves to assist in

supplying a deeper level of comprehension on how the various parameters of the sys-

tem will affect the dynamics. The exciton dimer model also provides the opportunity

to comment on the level of accuracy from the FBTS method through a comparison

to results from the literature.

In Chapter 4, two isolated light harvesting complexes were chosen for study from

higher plants: light harvesting complex II (LHCII) and chlorophyll protein 26 (CP26).

In Chapter 5 two light harvesting complexes from bacteria are studied: the Fenna-

Matthews-Olson (FMO) complex and the chlorosome, wherein, FMO is the smallest

natural light harvesting complex investigated and the chlorosome is the largest. A

discussion of the structure of these complexes is provided, containing only the main

pigments involved, in order to supply a picture of the spatial and energetic landscape

for which the excitation energy will travel. For the light harvesting complexes LHCII,

CP26 and FMO there exists a crystal structure to provide the structural details. For

the chlorosome, representative models of the structure were constructed with the
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assistance of a collaboration with Dr. Luca Celardo.

All natural light harvesting complexes were studied with an initial excitation on a

single site in the system. In this thesis the light harvesting complexes LHCII, CP26,

and FMO were studied with two different initial conditions at two temperatures;

this allowed for not only the mechanism of transfer to be determined but also to

observe how the flow of energy changed. For the chlorosome the spread the excitation

energy transfer was compared between the models, in order to ascertain which would

be the most effective. This thesis serves to demonstrate that the FBTS method

can provide a balance between accuracy and computational cost in order to provide

mechanistic insights into the excitation energy transfer in a variety of isolated natural

light harvesting complexes and form a foundation for further applications.



Chapter 2

Theoretical Background

An outline of the implementation of the forward-backward trajectory solution (FBTS)

is provided in this chapter. The first section is a description of the Frenkel exciton

model used to represent the light harvesting complexes. This model has precedence in

the literature for the study of excitation energy transfer [24,25,28]. The following sec-

tion will outline how the FBTS method can be used to calculate relevant observables.

Specifically, the population of the exciton, which can be used to gain an understand-

ing of the mechanism of transport through these constructed models. Details of the

exact systems analyzed in this thesis will be given in subsequent chapters.

2.1 Construction of the Frenkel Exciton Model

In the Frenkel exciton model the total system is partitioned into a subsystem of

interest and a bath or environment to capture all additional details. This is summa-

rized in equation 2.1, where there are components to represent the subsystem Ĥs,

the bath Ĥb, and the coupling between the two, Ĥsb. The quantity ĥ contains the

components that have to do with the subsystem and is defined as the combination of

the subsystem and the subsystem-bath Hamiltonians. The subsystem will be treated

quantum mechanically and the bath will be treated classically; the subsystem-bath

Hamiltonian contains how the bath influences the dynamics of the subsystem.

Ĥtotal = Ĥs + Ĥb + Ĥsb = ĥ+ Ĥb. (2.1)

In this thesis the systems under study are isolated natural light harvesting com-

plexes; on the left of Figure 2.1 one such example known as the Fenna-Matthews-

Olson (FMO) complex is depicted (the real-time dynamics of which will be explored

in Chapter 5). This picture is complex and a focused is placed on the pigments which

are the most relevant degrees of freedom for the transportation of the excitation en-

ergy. Therefore, in the central picture the protein scaffold is removed. However, even

8
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the pigments will be further simplified; such that the subsystem will only contain

the S0 to S1 electronic transition for the pigment that corresponds to the Qy transi-

tion [28]. The right of Figure 2.1 contains the degrees of freedom that will constitute

the subsystem Hamiltonian which will be treated quantum mechanically.

Figure 2.1: This figure, from left to right, serves to illustrate how the subsystem
of interest in the Frenkel exciton model is obtained from a natural light harvesting
complex. Shown on the left is FMO, complete with a protein (rendered in grey) and
pigments (the coloured structures). Next the protein scaffold has been stripped away
to reveal only the pigments, wherein on the left each pigment is finally simplified as
a two level electronic transition.

Through the utilisation of the site basis, |i⟩ that describes a collection of i,....,N

total pigments wherein only site i is excited, the subsystem Hamiltonian can be

written as equation 2.2. The difference between the two-level system that describes

each pigment is referred to as the site energy, ϵ. The electronic coupling, Jij, connects

site i and j together facilitating the transport of the exciton through the system.

Ĥs =
N∑︂
i=1

ϵi|i⟩⟨i|+
N∑︂
i ̸=j

Jij|i⟩⟨j|, (2.2)

All other surrounding degrees of freedom are captured in the environment or bath

and are represented as a collection of K harmonic oscillators. What constitutes this

bath can be consider as the vibrational modes that were stripped away from Figure

2.1, such as the surrounding protein and the atoms constituting the pigments. Each

of the κth harmonic oscillators are described by a particular position, R, momentum,

P, and frequency, ω [32]. Equation 2.3 contains the bath Hamiltonian:
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Ĥb =
1

2

N∑︂
i=1

K∑︂
κ=1

(︂
P̂

2

i,κ + ω2
i,κR̂

2

i,κ

)︂
(2.3)

Lastly, the third component of the total system Hamiltonian, the subsystem-bath

coupling, is provided in equation 2.4 and encapsulates how the bath will affect the

dynamics of the subsystem. In this model each site experiences and interacts with an

independent and linear bath. We introduce the variable ci,κ as the coupling constant

and represents the strength of each harmonic oscillator on a site i.

Ĥsb = −
N∑︂
i=1

K∑︂
κ=1

ci,κR̂i,κ|i⟩⟨i| (2.4)

Information about the coupling constant is contained in the spectral density,

(J(ω)), the equation for which is provided in 2.5. Both experiment and theory can

provide information on the spectral density, with methods such as difference fluo-

rescence line spectroscopy [33] or through the employment of molecular dynamics

simulations [34, 35]. For computational simulations, the spectral density has been

captured realistically [36] or simplistically, using a function to model the spectral

density [37]. In this thesis an approximate form is used, known as the Debye spectral

density provided in equation 2.6 [38].

J(ω) =
∑︂
κ

c2κδ(ω − ωκ) (2.5)

JD(ω) =
2λωcω

ω2 + ω2
c

(2.6)

The motivation for this form of the bath is to compare with literature results

in the effort to benchmark this approximate method [25, 29]. The parameters that

make up the Debye spectral density in equation 2.6, λ and ωc are the reorganization

energy and the characteristic frequency of the bath, respectively. The reorganization

energy is a measure of the strength of the bath to the subsystem and the inverse of

the characteristic frequency is related to the relaxation time of the bath [28,39]. The

coupling constants between each site and oscillator can be calculated using equation

2.7. The quantity, ρD(ωκ) is the density of frequencies, that for the simulations is

made discrete and given a functional form with equations, 2.8 and 2.9, respectively.

In this work ωmax is set equal to ωmax = 5ωc.
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c2i,κ = ωκ
2

π

JD(ωκ)

ρD(ωκ)
(2.7)

∫︂ ωκ

0

ρD(ω)dω = κ, κ = 1, ..., K (2.8)

ρD(ω) =
K

2
√
ωωmax

(2.9)

In summary each pigment is a two-level system with a particular site energy and

coupling strength to the other pigments in the system. The bath is a collection of

harmonic oscillators and the interaction of the bath with the subsystem is described

by the Debye spectral density. Upon the application of the model as outlined above

the relevant details about the complicated light harvesting systems can be captured

and then studied. This model is highly simplified but is still useful since is can

be linked to linear spectra which can be used to determine the parameters of these

systems.

2.2 The Forward-Backward Trajectory Solution

2.2.1 Observables in Quantum Mechanics

An investigation into the real-time dynamics of the models outlined in the previous

section will provide information into the excitation energy transfer in natural light

harvesting systems. The quantum-classical liouville equation describes these dynam-

ics [40, 41]. An approximate solution was developed by Hsieh and Kapral and was

named after the form of the quantum-classical liouville equation used for the deriva-

tion [30,31,42]. This forward-backward trajectory solution (FBTS) is computationally

efficient due to casting both subsystem and environmental degrees of freedom into a

continuous phase space representation. This allows for the FBTS method to evolve

an ensemble of Monte Carlo sampled trajectories according to classical-like equations

of motion. The population of the exciton on a particular site is the observable of in-

terest for this research and FBTS can be used to approximate the expectation value

of a general time-dependent observable B̂(t), which is defined as the trace of the

observable with the density matrix, ρ, of the system (as shown in equation 2.10).
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⟨B(t)⟩ = Tr
(︂
B̂(t)ρ̂

)︂
(2.10)

2.2.2 Continuous Phase Space Transformation

A primary element of the FBTS method is that both subsystem and environmental

degrees of freedom evolve according to classical-like equations of motion [30, 31, 42].

The continuous variables that represent the bath degrees of freedom are, X = (R,P)

= (R1,...RK , P1,...,PK) and, as a consequence of this method, two sets of coherent

state variables represent the subsystem degrees of freedom: (x, x′) = (q, p, q′, p′) =

(q1,...qN , p1,...,pN , q
′
1,...q

′
N , p

′
1,...,p

′
N). The classical-like equations of motion for these

variables are provided in equation 2.11, with the effective Hamiltonian, He given in

equation 2.12.

dqµ
dt

=
∂He(X, x, x′)

∂pµ
,
dpµ
dt

= −∂He(X, x, x′)

∂qµ
,

dq′µ
dt

=
∂He(X, x, x′)

∂p′µ
,
dp′µ
dt

= −∂He(X, x, x′)

∂q′µ
,

dR

dt
=

P

M
,
dP

dt
= −∂He(X, x, x′)

∂R

(2.11)

He(X, x, x′) = Hb(R,P ) +
1

2

∑︂
λλ′

hλλ′
(R)(qλqλ′ + pλpλ′ + q′λq

′
λ′ + p′λp

′
λ′) (2.12)

The subsystem degrees of freedom are cast into a continuous phase space with

a mapping representation [43]. A particular state |λ⟩ of the subsystem is related

to a mapping state |mλ⟩ of a fictitious harmonic oscillator, which can be described

by a coherent state |zλ⟩, with continuous momenta and position variables, zλ =

(qλ + ipλ)/h̄. These coherent state variables will be scaled by a factor of 1√
2
and h̄

will be set equal to 1 for simplicity.

In order for the bath degrees of freedom to be cast into a continuous phase space

a partial Wigner transform was employed only over the bath. A definition of the

partial Wigner transform with respect to an operator is provided in equation 2.13

and whose presence is now denoted by the subscript, W [40]. By introducing the

partial Wigner transform over the bath for a general observable, which introduces
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the integral over the bath degrees of freedom, and then taking the trace over the

subsystem degrees of freedom culminates in equation 2.14. From this equation it

is clear that with appropriate knowledge of the matrix elements of a time-evolved

general observable, Bλλ′
W (X, t), and the partially Wigner transformed density matrix

of the system, ρλ
′λ

W (X), the exciton population can be determined and the excitation

energy transfer studied.

B̂W (R,P ) =

∫︂
dZeiPZ/h̄

⟨︁
R− Z

2
|B̂|R +

Z

2

⟩︁
(2.13)

⟨B(t)⟩ = Trs

∫︂
dXB̂W (X, t)ρ̂W (X) =

∑︂
λλ′

∫︂
dXBλλ′

W (X, t)ρλ
′λ

W (X) (2.14)

2.2.3 Propagation of the Variables

In order to determine the real-time dynamics, the continuous variables that represent

the bath, X = (R,P) and the subsystem degrees of freedom, (x, x′) = (q, p, q′, p′),

must be propagated through time. This was achieved using a velocity-Verlet-type

integration method [44]. This integration algorithm is outlined in equation 2.15 with

attention to the application in the FBTS method. The variable ∆t is the time-step

used.
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Pµκ

(︂∆t

2

)︂
= Pµκ(0) +

∆t

2
Fµκ(0),

pµ

(︂∆t

2

)︂
= pµ(0)−

∆t

2

∑︂
µ′

hµµ′
(R(0))qµ′(0),

p′µ

(︂∆t

2

)︂
= p′µ(0)−

∆t

2

∑︂
µ′

hµµ′
(R(0))q′µ′(0),

Rµκ(∆t) = Rµκ(0) + ∆tPµκ

(︂∆t

2

)︂
,

qµ(∆t) = qµ(0) + ∆t
∑︂
µ′

hµµ′
(R(∆t))pµ′

(︂∆t

2

)︂
,

q′µ(∆t) = q′µ(0) + ∆t
∑︂
µ′

hµµ′
(R(∆t))p′µ′

(︂∆t

2

)︂
,

pµ(∆t) = pµ

(︂∆t

2

)︂
− ∆t

2

∑︂
µ′

hµµ′
(R(∆t))qµ′(∆t),

p′µ(∆t) = p′µ

(︂∆t

2

)︂
− ∆t

2

∑︂
µ′

hµµ′
(R(∆t))q′µ′(∆t),

Pµκ(∆t) = Pµκ

(︂∆t

2

)︂
+

∆t

2
Fµκ(∆t),

(2.15)

The only quantity yet to be defined is the force, which can be calculated using

the following.

Fµκ = − ∂He

∂Rµκ

= −ω2
µκRµκ +

1

2
cµκ(qµqµ + pµpµ + q′µq

′
µ + p′µp

′
µ) (2.16)

2.2.4 Calculation of the Exciton Population

For the calculation of the exciton population observable the partially Wigner trans-

formed density matrix is further simplified by the partition into the subsystem and

bath components. Thus, equation 2.17 contains the initial conditions for the subsys-

tem ρ̂s and the bath ρb,W (X).

ρ̂W (X) = ρ̂sρb,W (X) (2.17)

The initial conditions of the subsystem must be specified and there are multiple

ways in which this can be done. The initial excitation can be on a single pigment in the

light harvesting complex or be a particular eigenstate |En⟩, such that Ĥ|En⟩ = en|En⟩
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and |En⟩ =
∑︁N

i=1Cn,i|i⟩. Thus, upon the consideration that site λ′′ or eigenstate n, is

initially excited this will result in the following expressions for the initial subsystem

density in equations 2.18 and 2.19, respectively.

ρ̂s = |λ′′⟩⟨λ′′| (2.18)

ρ̂λ
′λ

s = C∗
n,λ′Cn,λ (2.19)

In the case of the initial conditions for the bath, the partial Wigner transformed

canonical density matrix of the bath is provided in equation 2.20 [32]. The initial

values of the bath degrees of freedom can be sampled from this equation.

ρb,W (X) =
∏︂
i,k

tanh(βωi,k/2)

π
exp

(︂
− tanh(βωi,k/2)

ωi,k

(︂
P 2
i,k + ω2

i,kR
2
i,k

)︂)︂
, (2.20)

where β = (kBT )
−1 and kB is the boltzmann constant.

The calculation of the matrix elements of a time-dependent observable can be

completed using the FBTS method with equation 2.21 [30, 31]. For each trajectory

the initial values of the two sets of coherent state variables and the bath variables must

be sampled. The coherent state variables are sampled from the nomalized Gaussian

functions ϕ(x) and ϕ(x′), defined as ϕ(x) = h̄−Ne−
∑︁

(q2υ+p2υ/h̄). In this equation there

is a contribution from the initial ((qλ+ ipλ)(q
′
λ′ − ip′λ′)) and time-dependent coherent

state variables ((qµ(t) − ipµ(t))(q
′
µ′(t) + ip′µ′(t))) that will be propagated through

time.

Bλλ′

W (X, t) =
∑︂
µµ′

∫︂
dxdx′ϕ(x)ϕ(x′)(qλ + ipλ)(q

′
λ′ − ip′λ′)B

µµ′

W (Xt)

× (qµ(t)− ipµ(t))(q
′
µ′(t) + ip′µ′(t)) (2.21)

In this research we go beyond the calculation of a general observable and are

interested in the determination of the population of the exciton (denoted now as

U(t)). By specifying that the initial condition of the excitation energy is on a single

site, this will result in equation 2.22 for the expectation value of the population.
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Alternatively, when the initial condition is a particular eigenstate n, this will result

in equation 2.23. The integral over the many-dimensional bath and the subsystem

degrees of freedom was calculated by evolving Monte Carlo trajectories.

⟨U(t)⟩ =
∑︂
µµ′

∫︂
dXdxdx′ϕ(x)ϕ(x′)(qλ′′ + ipλ′′)(q′λ′′ − ip′λ′′)U

µµ′

W (Xt)

× (qµ(t)− ipµ(t))(q
′
µ′(t) + ip′µ′(t))ρb,W (X) (2.22)

⟨U(t)⟩ =
∑︂
λλ′

∑︂
µµ′

∫︂
dXdxdx′ϕ(x)ϕ(x′)(qλ + ipλ)(q

′
λ′ − ip′λ′)U

µµ′

W (Xt)

× (qµ(t)− ipµ(t))(q
′
µ′(t) + ip′µ′(t))ρb,W (X)C∗

n,λ′Cn,λ (2.23)

Through either equations 2.22 or 2.23 the elements of the system density matrix,

ρ, describing the exciton can be determined. The population of the exciton on a

particular site is contained in the diagonal elements of this matrix and will sum

to 1, while the off-diagonal elements correspond the coherences. A measure of the

delocalization of the exciton can be completed through a consideration of the inverse

participation ratio, that describes only the delocalization over each of the sites in

the light harvesting complex, or the coherence length, that takes in account these

off-diagonal elements, calculated using equations 2.25 and 2.24 respectively [45,46]

Lp =
1

N

(
∑︁

ij |ρij|)2∑︁
ij |ρij|2

(2.24)

IPR(t) =
1∑︁

i ρii(t)
2

(2.25)

The calculation of the weak coupling limit or Boltzmann steady state populations

for each site is useful to compare to the long-term steady states reached by the FBTS

method. This boltzmann population U is calculated using equation 2.26.

Uk
stationary =

e−(Ek−Egs)/kBT

Z
(2.26)

where,

Z =
∑︂
k

e−(Ek−Egs)/kBT . (2.27)



17

The Frenkel exciton model captures the important details for excitation energy

transfer of the natural light harvesting systems. The FBTS method can be used to

calculate the population of the exciton on a particular pigment within this model.

Through the propagation of the continuous variables through time can the real-time

dynamics of the exciton be observed. Thus, this provides an effective way analyze

the excitation energy transfer in light harvesting complexes. A version of the FBTS

code can be found with Appendix A.



Chapter 3

The Exciton Dimer Model

The exciton dimer model represents a simple pedagogical example in which theoretical

methods can be applied to examine the real-time dynamics of the excitation energy

transfer [25, 39, 47–49]. A pictorial representation is provided in Figure 3.1. In this

chapter the FBTS method is applied to the exciton dimer model and the influence of

the system parameters on the excitation energy transfer is investigated.

Figure 3.1: Representation of the simple exciton dimer model. The pigment in black
represents site 1 and red represents site 2. Choice of relative orientation, distance
and pigment type between sites is arbitrary.

The low number of electronic states and simplicity of this model provides an

opportunity to delve into how the subsystem and subsystem-bath Hamiltonian are

composed for this system. This will assist in providing a foundation into these compo-

nents as found in the larger light harvesting complexes studied in this thesis. Equation

3.1 contains the subsystem Hamiltonian; wherein ϵ1 and ϵ2 corresponds to the site en-

ergy for pigments 1 and 2, respectively, and J21 is the coupling between the pigments.

Since the coupling between site 1 and site 2 is equivalent to the coupling between

site 2 and site 1, the subsystem Hamiltonian is symmetric such that Jij = Jji. The

subsystem Hamiltonian used in the study of the exciton dimer model is from Ref. [25]

and was chosen for the opportunity to benchmark the FBTS method to the results

18
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within (more detail is given later in the chapter). Therefore, the difference in the site

energies are set too ϵ1 − ϵ2 = 100cm−1 and the coupling strength between the sites

will be, J12 = 100cm−1.

Hs =

[︄
ϵ1 J12

J12 ϵ2

]︄
=

[︄
100 100

100 0

]︄
(3.1)

The surrounding environment is simplified as a collection of K harmonic oscilla-

tors described by a particular coupling constant, cκ, and position, Rκ. The influence

of the bath enters the exciton dimer model through the subsystem-bath Hamilto-

nian, provided in equation 3.2. Specifically, this means that each site will receive an

independent but equivalent bath; thus the coupling strength and bath coordinates

variables lose the site basis subscript. The bath is described using three parame-

ters, the reorganisation energy, λ, the characteristic bath frequency, ωc, (through the

approximate Debye spectral density) and finally the temperature, T.

Hsb =

[︄
−
∑︁K

κ cκRκ 0

0 −
∑︁K

κ cκRκ

]︄
(3.2)

The small and artificial nature of this model allows for parameters that effect the

excitation energy transfer to be easily studied; specifically for this work, the tempera-

ture, characteristic bath frequency, reorganization energy, and the intersite couplings

between the pigments were examined. Each simulation in the exciton dimer model

has resulted from an initial condition where site 1 was excited; then the subsystem

and bath degrees of freedom were propagated through time in order to calculate the

population of the exciton on each of these two sites.

3.1 Influence of the Environment on the Population Dynamics

In order to clearly and concisely communicate the impact of the bath on the exci-

tation energy transfer through this simple exciton dimer model and other natural

light harvesting complexes, Figure 3.2 is provided. This figure represents the first

results from the FBTS method, the basic characteristics of this figure is highlighted

since similar graphs will reoccur throughout this thesis. Each curve corresponds to
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the population of the exciton on a particular site. Since time is on the x-axis, by

following the magnitude of the curves from left to right the excitation energy transfer

can be observed. In Figure 3.2 there are two sets of dynamics, the solid curves corre-

spond to the case where there is no bath effecting the system and the dashed curves

correspond where there is the presence of the bath.
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Figure 3.2: Exemplification of the dissipative effects from the environment on the
excitation energy transfer dynamics in the exciton dimer model. The black line
corresponds to the dynamics without the bath and the red line is the dynamics with
the bath. The population on site 1 and 2 corresponds to the solid and dashed line,
respectively.

In the case where the dynamics of the subsystem do not experience the effects

of the bath the population repetitively oscillates between the two sites. With the

addition of the bath the site populations experience a dampening effect and will

eventually reach a steady state value as the energy is dissipated [18]. A steady state

value is recognised when the site population does not change in time. In terms of
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a real light harvesting complex the exciton possesses a purposeful direction to the

transport of energy, the reaction centre [3]. In these simulations there is no trap so

the population dynamics arrive at a steady state value.

These population graphs determined through the FBTS method can allow for

details about the transfer to be extracted. Specifics regarding the population of the

exciton, such as the steady state values for each site and the identification of the sites

that receive a significant portion of the exciton. Along with the particulars about the

time frame, such as the time to reach this steady state value and the time it takes for

the system to lose coherence (the oscillatory motion of the population). Additionally,

details on the time for the exciton to considerably populate a particular site can be

determined (a more important aspect for larger systems).

3.1.1 Effect of the Reorganization energy, λ

The reorganization energy characterizes the strength of the coupling of the bath to

the system and due to the dissipative effect of the bath, this parameter is highly

important for the dynamics of the system. The other coupling in the system is

between each pigment and there is an interplay between the magnitude of these two

couplings (that of the system-bath, λ, and pigment-pigment, Jij). There are three

regimes upon comparing the magnitude of these couplings; in the case that λ < Jij

this is the weak coupling regime, when λ and Jij are close in value, the intermediate

regime, and finally when λ > Jij this is the strong coupling regime [24]. Absorption

and fluorescence spectra can reveal the Stokes shift which is directly related to the

reorganization energy [7]. In Figure 3.3 the effect of the reorganization energy in

these coupling regimes in the exciton dimer model is investigated.

From the top panel of Figure 3.3 it is observed that with an increase in the reorga-

nization energy there is a large suppression in the oscillatory nature of the dynamics

between sites 1 and 2 (distinguished by a solid and dashed line). This is realized for

all four of the reorganization energies represented here, from the weak regime to the

strong. Through a comparison of the dynamics when λ = 2 cm−1 and λ = 100 cm−1,

the time it takes to reach a steady state population is faster for a larger reoganization

energy. From the bottom panel the three smallest reorganization energies, λ = 2,

20 and 100cm−1, illustrate a relationship between the reorganization energy and the
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Figure 3.3: Depiction of the effect of different reorganization energies (λ) on the
population dynamics in the exciton dimer model. The temperature (T ) is 300K
and the characteristic bath frequency (ωc) is 50cm−1. The top panel contains the
excitation energy transfer, wherein the population on site 1 and 2 corresponds to
the solid and dashed line, respectively. The bottom panel is the difference in the
steady state population between the sites. Under the timescale simulated a value for
a reorganization energy of 500cm−1 was unable to be extracted.

difference in the steady state population. Specifically, as the coupling strength to the

bath increased the population of the exciton is more unevenly distributed between the

two sites of the system, with site 2 (the site with the lowest site energy) consistently

receiving the greater portion of the exciton. However, the largest reorganization en-

ergy, λ = 500cm−1, does not follow the two previous trends; the dynamics took the

longest to reach a steady state and thus is not included in the bottom panel of Figure

3.3, since it did not reach the steady state population. Therefore, it is clear that

the reorganization energy has an effect on the dynamics of the system, increasing the

speed to which the steady state is reached and the distribution between the two sites.
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However, the dynamics when, λ = 500cm−1, reveal that these trends are not general

over the full range or reorganization energies.

3.1.2 Effect of the Characteristic Frequency, ωc

The approximate Debye spectral density is also parameterized by the characteristic

bath frequency, ωc, and the effect on the exciton dimer model is provided in Figure 3.4.

From the top panel, the excitation energy transfer at a short time scale showed that

the dynamics for the four characteristic bath frequencies analyzed are similar. Again,

the population of the exciton will oscillate between the two sites before reaching a

steady state value. The dynamics at ωc = 10cm−1, the smallest value, show the

presence of larger and more numerous oscillations. From the bottom panel, that

contains the difference in the steady state population between the two sites, only this

characteristic bath frequency depicts a significantly different and smaller gap. From

ωc = 50cm−1 and above, for the parameter values studied, approximately the same

steady state population difference is reached; wherein, ωc = 100 and 200cm−1 reached

this steady state value in a similar timeframe but ωc = 50cm−1 took a longer time.

Changing the characteristic bath frequency also has an affect on the excitation energy

transfer dynamics in the exciton dimer model.
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Figure 3.4: Depiction of the effect of different characteristic bath frequencies (ωC) on
the population dynamics in the exciton dimer model. The temperature (T ) is 300K
and the reorganization energy (λ) is 20cm−1. The top panel contains the excitation
energy transfer, wherein the population on site 1 and 2 corresponds to the solid and
dashed line, respectively. The bottom panel is the difference in the steady state
population between the sites.

3.1.3 Effect of the Temperature, T

Another influence on the dynamics of the excitation energy transfer is the temper-

ature, the effect of which enters the simulation through the sampling of the initial

momenta and positions of the bath. The influence of the temperature on the dynam-

ics can be seen depicted in Figure 3.5. The temperature range between T = 10K to

T = 300K was simulated in order capture the dynamics at room temperature and

contrast with the dynamics at colder temperatures.

From the top panel, the change in the temperature has little effect on the very short

term exciton population on the two sites. Additionally, the time in which the sites
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Figure 3.5: Depiction of the effect of different temperatures (T ) on the population
dynamics in the exciton dimer model. The characteristic bath frequency (ωc) is
50cm−1 and the reorganization energy (λ) is 20cm−1. The top panel contains the
excitation energy transfer, wherein the population on site 1 and 2 corresponds to the
solid and dashed line, respectively. The bottom panel is the difference in the steady
state population between the sites.

reach a steady-state population is similar for all choices of the temperature. However,

the amplitudes of the population oscillations between the sites are diminished as the

temperature increased. At high temperatures the site population fluctuates for less

time, the bath dampens the dynamics more. From the bottom panel, it is observed

that at high temperatures the steady state population of the exciton is spread more

evenly between the two sites, and as the temperature decreases, this gap increases.
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3.2 Effect of the Difference in Site Energy, ∆ϵ

The above sections are dedicated to the analysis of the consequence of the bath on

the system, this section will see the effect of an increase or decrease in the site energy

gap between the two pigments. Figure 3.6 depicts the the result of changing the the

site energy gap of the pigments between a range of ϵ1 − ϵ2 = 0 to 200cm−1.
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Figure 3.6: Depiction of the effect of different site energy gaps (∆ϵ) on the population
dynamics in the exciton dimer model. The temperature (T ) is 300K, the characteristic
bath frequency (ωc) is 50cm

−1 and the reorganization energy (λ) is 20cm−1. The top
panel contains the excitation energy transfer, wherein the population on site 1 and
2 corresponds to the solid and dashed line, respectively. The bottom panel is the
difference in the steady state population between the sites.

The population is less evenly distributed between the two sites as the site energy

gap is increased. This means that the exciton is more localized on a single site. When

there is no difference in the site energy gap the population is equally shared between

the two sites at long times.
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3.3 Evaluation of the Accuracy of the FBTS method

As this is an approximate method, it is of particular importance to provide some

insight into the level of accuracy and validity of this method. This is most easily

obtained through a comparison to numerically exact results. The Hierarchical Equa-

tions of Motion (HEOM) method is one such numerically accurate and in principle

exact method with the model under study. The FBTS method was compared against

results from Ishizaki and Fleming [25] using this exciton dimer model. A further

comparison is made with another approximate theory, Redfield, that calculates the

matrix elements of the reduced density matrix in the eigenstate basis. Through a basis

conversion the exciton population on a site can be determined. The approximations

made in the Redfield equation, taking the system-bath coupling as a perturbation and

the Markov approximation, performs best in regimes of small reorganization energies

and with a high characteristic bath frequency [24,25,48]. Figure 3.7 and 3.8 contain

this comparison.

A multitude of reorganization energies were examined, from a range of weak to

strong coupling with the bath. Both the FBTS and Redfield theory are in good

agreement with the exact results, from the HEOM method, at a small reorganization

energy of λ = 2cm−1. Upon an increase in strength it is observed that the Redfield

theory is no longer in good agreement with the HEOM results, while the FBTS

method has some slight deviations.

Additionally, another comparison was made to the exact results using the same

model but with another choice of the characteristic bath frequency, in this case ωc =

10.61cm−1. Again the FBTS method is able to sufficiently reproduce the exact results

even under higher reorganization energies where the Redfield theory results in more

deviation. In comparison to the previous system, the FBTS method is worst in

the regime with the lower characteristic bath frequency. It should be noted that

the comparison graphs only encapsulate the very beginning of the excitation energy

transfer dynamics since the temporal aspect ends after 1 picosecond, this leaves in

question whether or not the FBTS method captures the long-term steady state limits.

However, this comparison does serve to inform that the FBTS method can capture the

excitation energy dynamics best with a higher characteristic frequency and smaller

reorganization energies.
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Figure 3.7: Comparison of the excitation energy transfer in the exciton dimer model
with the HEOM and Redfield Theory methods from Ref. [25] with FBTS. The initial
excitation is on site 1 and only the population of this site is shown. Each panel
depicts the dynamics under a different reorganization energy from a range of λ =
2-500cm−1. The temperature (T ) is 300K and the characteristic bath frequency (ωc)
is 53.08cm−1.

A more through investigation into the accuracy of the FBTS method with the ex-

citon dimer model was completed in the literature; [48] from this study it is clear that

the parameters that characterize the bath, the reorganization energy, the character-

istic bath frequency and the temperature, along with the site energies and couplings

between pigments, all have an effect on the accuracy of this approximate method.

Again this evaluation of accuracy was achieved with a comparison to the HEOM

method; as FBTS is used to investigate larger systems beyond what can be reason-

ably examined by the HEOM method, it will be important to gauge the accuracy

of this method against the observables that can be obtained through experiments
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Figure 3.8: Comparison of the excitation energy transfer in the exciton dimer model
with the HEOM and Redfield Theory methods from Ref. [25] with FBTS. The initial
excitation is on site 1 and only the population of this site is shown. Each panel
depicts the dynamics under a different reorganization energy from a range of λ =
2-500cm−1. The temperature (T ) is 300K and the characteristic bath frequency (ωc)
is 10.61cm−1.

on these real systems, such as the comparison to absorption, fluorescence and linear

dichroism spectra. More specific information about the excitation energy transfer

can be determined using experiments such as two-dimensional (2D) electronic spec-

troscopy [50].



Chapter 4

Plant Light Harvesting Complexes

The light harvesting complexes in higher plants are components of a larger apparatus

composed of photosystem I (PSI) and photosystem II (PSII), both contain a reaction

centre [12]. Surrounding the reaction centre in PSII is a multitude of light harvesting

complexes, including the major complex, LHCII, which has been previously studied

both experimentally and theoretically [23,27,50–55]. Conversely, CP26 a minor light

harvesitng complex is PSII, represents a fairly new avenue for study due to the fact

that the definite structure was not determined until recently [12].

In this thesis, this is the first exploration of the dynamics of a natural light har-

vesting complex. This chapter investigates the excitation energy transfer in LHCII

and CP26 separately, as opposed to taking a view of the flow of the exciton through

PSII [56]. Each section begins with a summary of the structure, both spatial and

energetic, to provide context for the excitation energy transfer function, that is pre-

sented in the next section. The exciton transport mechanisms for two different site

locations for the initial excitation and at two different temperatures are presented.

4.1 LHCII

4.1.1 Description of the Structure

The structure of the LHCII light harvesting complex is known with atomistic detail

due to the information provided by crystallography studies [12]. This allows for the

spatial organization of the structure to be shown; Figure 4.1 depicts one monomer,

since LHCII is a trimer. Since the primary focus of this thesis is the excitation energy

transfer, only the main pigments involved will be shown in this figure and all sub-

sequent figures that contain structures of natural light harvesting complexes. Thus,

only the 14 chlorophyll pigments in the LHCII monomer are labelled in Figure 4.1

and not any other pigments present (such as caroteniods). Each pigment is identified

30
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by a number from 1 to 14, with pigments 1, 5, 6, 7, 8 and 9 being chlorophyll B and

pigments 2, 3, 4, 10, 11, 12, 13, and 14 being chlorophyll A. The relationship between

the notation used in this thesis and the literature is provided in Appendix B in Table

B.1. The surrounding light grey structure is the protein scaffold.

Figure 4.1: Depiction of the LHCII monomer from spinach; wherein the coloured
molecules are the pigments and the grey structure is the protein. There are 14
chlorophyll pigments in the LHCII monomer labelled succinctly from 1 to 14 in this
thesis. Sites 1, 5, 6, 7, 8, and 9 are chlorophyll B and sites 2, 3, 4, 10, 11, 12, 13,
and 14 are chlorophyll A. The intersection between the chosen labelling convention
and the alternate one found in the literature is provided in Table B.1 of Appendix B.
This structure was adapted from RCSB PDB (rcsb.org) of PDB ID: 3jcu [12] using
VMD [57].

The subsystem Hamiltonian for the LHCII monomer was taken from references

[52, 58], where the numerical values are supplied in Appendix C in Table C.1. A

pictorial summary of this information is provided in Figure 4.2, and allows for the

energetic landscape of the LHCII monomer to be displayed. The relative site energies

are included on the left of Figure 4.2, revealing that the sites with the highest energies

are all chlorophyll B. The two sites with the highest relative site energies are 1 and

6, whereas 2, 10, 11, and 12 have the lowest energy. The intersite couplings between

each site in the LHCII monomer is depicted on the right of Figure 4.2, (wherein the
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Figure 4.2: Energetic landscape of the LHCII monomer with the site energies on the
left and the intersite couplings on the right for each of the 14 pigments given in units
of cm−1 [52]. These are the relative site energies with respect to the lowest lying
pigment, in this instance site 10. The magnitude of the intersite coupling between
each pigment is represented by a colour tone between green and blue, with the more
vivid the colours corresponding to larger negative or positive number, respectively.
For LHCII the sites 1, 5, 6, 7, 8, and 9 are chlorophyll B and the sites 2, 3, 4, 10,
11, 12, 13, and 14 are chlorophyll A. The exact subsystem Hamiltonian is provided
in Table C.1 from Appendix C.

vivid tone of the colour corresponds to a stronger coupling) revealing a few groups of

sites that are strongly coupled, such as sites 10, 11 and 12.

In this thesis the excitation energy transfer through one monomer of LHCII and

through the full light harvesting complex was studied with the FBTS method. For the

monomer the subsystem Hamiltonian used is the one outlined above but for the full

LHCII complex, composed of three of the monomers depicted in Figure 4.1, required

a larger subsystem Hamiltonian, that was supplied from Ref. [52]. Now, for each of

the 42 pigments in the trimer there must be a particular coupling between a pigment

from one monomer to the next. The form of this trimeric Hamiltonian is provided

in equation 4.1 [47]. Wherein, the notation Hmono is the site energies and couplings

for one monomer and Hinter is the intersite couplings between each monomer. The

numerical values of these components can be found in Appendix C in Tables C.2 and

C.3.
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Htrimer =

⎡⎢⎢⎣
Hmono Hinter H†

inter

H†
inter Hmono Hinter

Hinter H†
inter Hmono

⎤⎥⎥⎦ (4.1)

The approximate Debye spectral density is used for the study of the excitation en-

ergy transfer through the LHCII monomer and trimer in this chapter. The parameters

that will characterize the bath were taken from Ref. [51], these values are 100cm−1 for

the characteristic bath frequency and 85cm−1 for the reorganization energy. Other

approximate forms of the spectral density have been used to study the transfer in

the LHCII light harvesting complex as explored by Aspuru-Guzik et. al. [58]. These

approximate forms are more complex and serve to try and capture the characteristics

of the real spectral density for LHCII, an obvious point of improvement.

4.1.2 Excitation Energy Transfer Mechanisms

In natural light harvesting complexes there is a rise in complexity due to the increase

in sites and the particular energetic landscape. In the case of the LHCII monomer

there are 14 possible sites to receive the initial excitation and to observe the mech-

anism of transport through the complex. Two choices for the initial excitation were

analyzed in this chapter; the two sites with the highest relative site energy were se-

lected to order to examine how the energy will flow to lower energy sites. These

sites are 1 and 6 (both are chlorophyll B). The affect of the temperature was also

inspected through the simulation of the dynamics at room temperature: T = 300K

and cryogenic temperature: T = 77K.

Figure 4.3 depicts the excitation energy transfer in the LHCII monomer with an

initial excitation on site 1. The dynamics that have resulted are not too intricate with

only a few sites receiving a significant portion of the exciton. At a temperature of T =

300K (in the top panel), site 1 maintains the highest population until approximately

7 picoseconds. Site 2 will receive a significant amount of the population then decrease

over time. The sites that receive the majority of exciton population at the end of the

simulation are 10, 11, and 12. For the other sites not previously mentioned, 3 and 13

maintain a population below 0.07 for the duration of the simulation, sites 4 and 14

stay below 0.04 and sites 5, 6, 7, 8, and 9 stay below 0.015. Thus, even though there
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are 14 sites in this system, the mechanism of transfer for the exciton only involves a

select number of pigments.

Similar dynamics are observed at cryogenic temperature (T = is 77K ), provided

in the bottom panel of Figure 4.3, with some deviations. Site 1 maintained the

highest exciton population until a later time of approximately 16 picoseconds. Site

2 reached a smaller maximum population but again the sites with the majority of

the exciton at the end of the simulation were sites 10, 11 and 12; with a difference

in the orientation of the ending populations. The sites that end with the majority

of the exciton are all chlorophyll A and represent the sites with the lowest energy,

independent of temperature. The remaining sites received even less of the exciton

population, sites 4 and 13 stay below 0.055, sites 3 and 5 stay below 0.027, site 7 stays

below 0.018, and sites 6, 8, 9 and 14 stay below 0.013. The cryogenic temperature

resulted in a lower contribution from the sites that are not the initial or ending sites.
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Figure 4.3: The real-time dynamics in the LHCII monomer with an initial excitation
on site 1. The parameters describing the Debye spectral density are, for the charac-
teristic bath frequency (ωc), 100cm

−1 and, for the reorganization energy (λ), 85cm−1.
The top panel corresponds to the dynamics at room (T = 300K ) temperature and
the bottom panel is at cryogenic (T = 77K ) temperature.

From the simulations of excitation energy transfer, the general behaviour of the

population dynamics on each site can be divided into three basic regimes. The first

regime describes the site that has been initially excited. This site will start with a

population of 1 and experience a decrease over time. The second regime describes the

behaviour of transient sites for the exciton. These sites are characterized by reaching

a maximum population and afterwards experiencing a decrease as a portion of the

population is transferred to other sites. Lastly, the third regime contains the sites that

receive the majority of the exciton at the end of the simulation and only experience

an increase in the population.

Figure 4.4 is a summarization of the mechanistic transport of the exciton through
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the LHCII monomer as shown in Figure 4.3; similar figures will be presented in

subsequent chapters and the pertinent details are expanded on here. This figure is

arranged by relative site energy versus site index and only includes the sites that

contribute significantly to the transfer, the general threshold is if a particular site’s

population goes above 0.10. This serves to highlight and emphasize the sites that

contribute to the transport mechanism. Additional information on the general regimes

of transfer for each site is communicated through the presentation of the x-axis. The

initially excited site occupies the left-most position on the figure, the transient sites

are organized by increasing site index in the middle and the right-most position

contains the ending sites, further designated by an ellipse. In order to provide more

concrete information concerning the time scale of the excitation energy transfer and

assist in quantifying the speed of transfer on and off a site, where appropriate, text

is provided to demarcate certain moments, such as when a site reached a 0.50 or

0.10 population threshold, or a transition site reached a maximum population. The

exciton population of the ending sites at the conclusion of the simulation are also

provided.
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Figure 4.4: Mechanistic summary of the excitation energy transfer in the LHCII
monomer with an initial excitation on site 1. The top and bottom panel correspond
to the dynamics at room and cryogenic temperature, respectively. The panels are
arranged such that the initially excited state is on the left, the transiently populated
sites occupy the middle and the ending sites are encased in an ellipse and are found
to the right. The text inserts are a selection of extracted population (U ) and time
(t) data.

Figure 4.4 captures the mechanistic transport of the exciton through the LHCII

monomer with the sites that play the most substantial role. The main pigments

involved in the transfer of energy are sites 1 and site 2 with the exciton ending on

sites 10, 11, and 12. An examination of the structure of the LHCII monomer in

Figure 4.1 reveals that the sites involved in this transfer are spatially close to each

other. At room temperature, the initially excited site 1 hits a population of 0.10 at

10.0 picoseconds and at a cryogenic temperature this time was much later at 25.2

picoseconds. The next site to receive a significant portion of the exciton population

is site 2 and will reach a maximum population of 0.15 for T = 300K and 0.11 for T
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= 77K at a time of 5.2 and 10.7 picoseconds, respectively. Finally, the population

will grow and a majority of the exciton population will end up on sites 10, 11, and

12. At the lower temperature the real-time dynamics are slower with a larger spread

in the population of the sites that receive the majority of the population at the end

of the simulation.

Upon changing the location of the initial excitation to the site with the next

highest site energy, site 6, an alternative route for the excitation energy transfer is

observed. Figure 4.5 contains the real-time dynamics at room and cryogenic temper-

ature for this new initial excited state. The timescale for this figure was changed to

begin at 0.01 picoseconds in order to capture the notable dynamics that occur within

a short time.
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Figure 4.5: The real-time dynamics in the LHCII monomer with an initial excitation
on site 6. The parameters describing the Debye spectral density are, for the charac-
teristic bath frequency (ωc), 100cm

−1 and, for the reorganization energy (λ), 85cm−1.
The top panel corresponds to the dynamics at room (T = 300K ) temperature and
the bottom panel is at cryogenic (T = 77K ) temperature.

When the initial excitation is on site 6 the population is rapidly transferred when

compared to an initial excitation on site 1. The real-time dynamics that occur with an

initial excitation on site 6 are similar for both temperatures. The population decays

quickly off the site 6 onto sites 4 and 7, site 6 no longer has the highest population by

around 0.1 picoseconds. The population on site 6 will then be significantly depleted

by 1 picosecond. Site 5 will also act as a transient site but will reach a lower maximum

population than sites 4 and 7; these two sites will receive a large percentage of the

population and represent considerable transition sites for the exciton. It is only after

approximately 2 picoseconds that the exciton population increased on sites 10, 11

and 12. These sites will receive the majority of the population at the end of the
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simulation. The dynamics of the excitation energy transfer depend on the choice of

the initial site but the ending sites for the exciton are the same.
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Figure 4.6: Mechanistic summary of the excitation energy transfer in the LHCII
monomer with an initial excitation on site 6. The top and bottom panel correspond
to the dynamics at room and cryogenic temperature, respectively. The panels are
arranged such that the initially excited state is on the left, the transiently populated
sites occupy the middle and the ending sites are encased in an ellipse and are found
to the right. The text inserts are a selection of extracted population (U ) and time
(t) data.

Figure 4.6 summarizes the transport mechanism with an initial excitation on site

6; again only the sites with a substantial population are included and this comprises

2, 4, 5, and 7 as the transition sites and 10, 11 and 12 as the ending sites. Again,

the basic mechanism is equivalent for both temperatures with only slight variations.

One difference in the dynamics between the two temperatures, is that at T = 77K,

sites 5 and 7 reached a larger maximum population of 0.17 and 0.39 compared to

0.15 and 0.31 at T = 300K. Additionally, at the colder temperature, site 11 received
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a lower population at the end of the simulation. Site 2 will reach a similar maximum

population of 0.12 and 0.11 at a time of 20.3ps and 14.7ps for T = 300K and T =

77K, respectively. Even through most of the interesting dynamics of this particular

simulation is at a shorter timescale, site 2 represents a small transition site that occurs

much later in the dynamics to eventually end up as the fourth highest populated site

at the end.

The excitation energy transfer in the full LHCII light harvesting complex was also

studied; the same numbering system to identify a particular site in a monomer is used.

However, now with three monomers (that compose the full complex) a specific site is

differentiated such that site 2 is in monomer 1, site 2’ is in monomer 2 and site 2” is

in monomer 3. The subsystem Hamiltonian for LHCII is taken from Ref. [52], which

has defined three monomers beyond a strictly structural prospective, such that site

1 (located structurally in monomer 1) is included Monomer 3, site 1’ is included in

Monomer 2 and site 1” is included in Monomer 1. Figure 4.7 contains the flow of the

exciton through the three monomers with site 1 (included in Monomer 3) receiving

the initial excitation. From this figure it is observed that the excitation energy is

transferred to monomer 1, then to a lesser extent to monomer 2, from monomer 3.

At the lower temperature, monomers 1 and 2 receive less of the exciton population

over the course of the simulation.

In contrast, Figure 4.8 provides more detailed information on the real-time dy-

namics by depicting the exciton population on a select number of individual sites.

The transfer off the site that was initially excited occurs rapidly and by 1 picosecond

a significant amount of population has been lost onto site 9”, then to site 3” and 8”,

then to site 2”, and finally ending on sites 10” 12” and 11”. Monomer 3 contains the

significant transient sites for the exciton and the first site that received a considerable

portion of the exciton on another monomer is site 2 of monomer 1.

For the LHCII monomer, the application of the FBTS method is able to illustrate

that the choice of initial site is independent for the final sites that receive the majority

of the population under the timescale that was simulated. However, the choice of

initial site did lead to two distinct mechanisms for the excitation energy transfer;

wherein, when site 1 was excited the decay of the exciton population from this site was

significantly longer than in the case for site 6. Even through the LHCII natural light
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Figure 4.7: The real-time dynamics in the LHCII trimer with an initial excitation on
site 1. The subsystem Hamiltonian is organized such that monomer 1 contains site 1”,
monomer 2 contains site 1’ and monomer 3 contains site 1. The aggregated population
dynamics for each of the three monomers at room (T = 300K ) temperature is in
the top panel and at cryogenic (T = 77K ) temperature is in the bottom panel.
The parameters describing the Debye spectral density are, for the characteristic bath
frequency (ωc), 100cm

−1 and, for the reorganization energy (λ), 85cm−1.

harvesting complex is composed of many sites with each pigment in some capacity

coupled to the other pigments, not all the sites are unitised in the pathway for the

exciton. Through a comparison of the excitation energy transfer in the previously

studied exciton dimer model (Chapter 3), the dynamics in the LHCII monomer occurs

on a longer timescale; with a simulation of 50 picoseconds insufficient to capture the

steady state values.
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Figure 4.8: The real-time dynamics in the LHCII trimer with an initial excitation on
site 1. A site in monomer (1, 2, 3) is defined as (1, 1’, 1”). The subsystem Hamiltonian
is organized such that monomer 1 contains site 1”, monomer 2 contains site 1’ and
monomer 3 contains site 1. This figure only contains the population dynamics of the
sites contained in monomer 3 and site 2 of monomer 1. The parameters describing
the Debye spectral density are, for the characteristic bath frequency (ωc), 100cm

−1

and, for the reorganization energy (λ), 85cm−1. The top panel corresponds to the
dynamics at room (T = 300K ) temperature and the bottom panel is at cryogenic (T
= 77K ) temperature.
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4.2 CP26

4.2.1 Description of the Structure

For CP26, a minor light harvesting complex in the plant photosynthetic apparatus,

there are only 13 chlorophyll pigments total. The protein scaffold and position of

these pigments are provided in Figure 4.9 [12]. In this complex, sites 2, 3, 4, 8, 9,

10, 11, 12, 13, and 14 are chlorophyll A and sites 1, 5, 6, and 7 are chlorophyll B.

The relationship between the notation used in this thesis and the literature is also

provided in Appendix B in Table B.2.

Figure 4.9: Depiction of the CP26 light harvesting complex from spinach; wherein
the coloured molecules are the pigments and the grey structure is the protein. There
are 13 chlorophyll pigments in the CP26 labelled from 1 to 13 in this thesis. Sites 1,
5, 6, 7 are chlorophyll B and sites 2, 3, 4, 8, 9, 10, 11, 12, 13 are chlorophyll A. The
intersection between the chosen labelling convention and the alternate one found in
the literature is provided in Table B.2 of Appendix B. This structure was adapted
from RCSB PDB (rcsb.org) of PDB ID: 3jcu [12] using VMD [57].

The subsystem Hamiltonian was calculated by Khokhlov et. al. [59] and with

this information the dynamics of this complex can be studied and some preliminary

transfer mechanisms of the exciton determined. Figure 4.10 contains the relative site

energies and intersite couplings in this natural light harvesting complex. From Figure

4.10, it is observed that the pigments with the highest energies are 1 and 7 (chlorophyll

B), and the pigments with the lowest energy are 8 and 12 (chlorophyll A). This
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Figure 4.10: Energetic landscape of CP26 with the site energies on the left and the
intersite couplings on the right for each of the 13 pigment given in units of cm−1 [59].
These are the relative site energies with respect to the lowest lying pigment, in this
instance site 8. The magnitude of the intersite coupling between each pigment is
represented by a colour tone between green and blue, with the more vivid the colour
corresponding to a larger negative or positive number, respectively. For CP26 the
sites 1, 5, 6, and 7 are chlorophyll B and sites 2, 3, 4, 8, 9, 10, 11, 12, and 13
are chlorophyll A. The exact subsystem Hamiltonian is provided in Table C.4 from
Appendix C.

subsystem Hamiltonian is provided in Appendix C in Table C.4. The parameters that

characterize the approximate Debye spectral density for the CP26 complex are the

same as was used previously for the investigation into the dynamics of the LHCII light

harvesting complex [51]. Specifically, 100cm−1 for the characteristic bath frequency

and 85cm−1 for the reorganization energy.

4.2.2 Excitation Energy Transfer Mechanisms

The excitation energy transfer mechanisms in the CP26 light harvesting complex was

similarly studied with two initial conditions and two temperatures. The sites chosen

to receive the initial excitation again possessed the highest site energy: sites 1 and

7. The results from the FBTS method applied to the CP26 system with an initial

excitation on site 1 (a chlorophyll B) at two different temperatures, room (T = 300K )

and cryogenic (T = 77K ), is provided in Figure 4.11.
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Figure 4.11: The real-time dynamics in CP26 with an initial excitation on site 1.
The parameters describing the Debye spectral density are, for the characteristic bath
frequency (ωc), 100cm

−1 and, for the reorganization energy (λ), 85cm−1. The top
panel corresponds to the dynamics at room (T = 300K ) temperature and the bottom
panel is at cryogenic (T = 77K ) temperature.

As the population on the site 1 decreased, the next site that received a significant

population is site 2. This site will act as a short transient site for the exciton as it

hits a maximum population below 1 picosecond. Site 9 will also act a transient site,

albeit a small one since the ending site for the majority of the exciton will maintain

the highest population with certainty after 2 picoseconds for both temperatures for

the rest of the simulation. For CP26, (under these simulation conditions) there is a

clear ending site for the exciton on site 8, which began increasing in population below

1 picosecond and continued to grow over 100 picoseconds. The real-time dynamics

are similar between the two temperatures, the most notable difference is that at room

temperature the exciton ends on site 8, with a much smaller but still considerable
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population on site 12; while at cryogenic temperature the ending site is clearly site 8

and received a larger portion of the exciton population.
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Figure 4.12: Mechanistic summary of the excitation energy transfer in CP26 with an
initial excitation on site 1. The top and bottom panel correspond to the dynamics
at room and cryogenic temperature, respectively. The panels are arranged such that
the initially excited state is on the left, the transiently populated sites occupy the
middle and the ending sites are encased in an ellipse and are found to the right. The
text inserts are a selection of extracted population (U ) and time (t) data.

Figure 4.12 contains the basic mechanism of transfer in CP26 with an initial

excitation on site 1. From this figure additional differences between the transfer of

the excitation energy at the two temperatures can be clarified; such as the slower

decrease in the population on site 1 at cryogenic temperature, at room temperature

site 1 reached 0.10 population at 1.9 picoseconds as opposed to 3.8 picoseconds. As

previously noted, only a select number of sites have a significant role in the real-time

dynamics, with most sites maintaining a low population. Figure 4.12 in particular
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highlights sites 1, 2, 8, 9 and 12 for the dynamics at room temperature and only sites

1, 2, 8 and 9 at cryogenic temperature.

The real-time dynamics with a different site for the initial excitation, in this case

site 7, is contained in Figure 4.13. A few details are similar to the previous mechanism

of transfer, the short timescale for the decay for the initially excited site, having lost a

considerable amount of the population by 1 picosecond. Along with the participation

of site 9 as a transient site and that the ending site for the exciton are sites 8 and 12

at room temperature and only site 8 at cryogenic temperature.
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Figure 4.13: The real-time dynamics in CP26 with an initial excitation on site 7.
The parameters describing the Debye spectral density are, for the characteristic bath
frequency (ωc), 100cm

−1 and, for the reorganization energy (λ), 85cm−1. The top
panel corresponds to the dynamics at room (T = 300K ) temperature and the bottom
panel is at cryogenic (T = 77K ) temperature.

The excitation energy transfer mechanism is captured in Figure 4.14. The basic

mechanism at both temperatures can be summarized as follows, the initially excited
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site 7 decays as a portion of the population goes onto site 9 and finally onto site 8,

the primary ending location. Site 9 is a transient site for the exciton and receives

the largest amount of the population excluding the beginning and ending sites. This

maximum population is 0.27 at room temperature and 0.28 at cryogenic temperature

and this value is reached quickly at 0.2 and 0.8 picoseoncds, respectively. The mech-

anistic picture between room and cryogenic temperature provided in Figure 4.14 is

notably different; however, this is due to the fact that at room temperature there

are 3 additional transient sites that received a population marginally above 0.10 (the

designated exciton population cut-off to be included in the mechanism diagrams in

this thesis). These sites are 2, 10 and 11 which will all reach a maximum population

of 0.11, 0.11 and 0.14 then experience a decay. At a cryogenic temperature the tran-

sient sites are 9 and 11, with both receiving a similar maximum population as was

observed previously at room temperature. In the case of site 11 this maximum value

of the population is 0.12. Otherwise, the other sites that were involved in the transfer

mechanism at room temperature do not attain a significant population at the lower

temperature.
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Figure 4.14: Mechanistic summary of the excitation energy transfer in CP26 with an
initial excitation on site 7. The top and bottom panel correspond to the dynamics
at room and cryogenic temperature, respectively. The panels are arranged such that
the initially excited state is on the left, the transiently populated sites occupy the
middle and the ending sites are encased in an ellipse and are found to the right. The
text inserts are a selection of extracted population (U ) and time (t) data.

The mechanism of excitation energy transfer with two initial conditions and using

two different temperatures was determined through an analysis of the simulations

provided by the FBTS method. Again in CP26 as in LHCII the timescale for the

dynamics were in the tens of picoseconds. It was observed that independent of initial

site, the exciton ended on site 8, a chlorophyll A pigment with the lowest site energy,

and a lower temperature resulted in a higher ending population on this site. One

difference in the comparison between the real-time dynamics between LHCII and

CP26 is in the ending location for the exciton, in the case of CP26 the majority of

the population clearly ended up on a single site.



Chapter 5

Bacterial Light Harvesting Complexes

The bacterial light harvesting complexes in Green Sulfur Bacteria allow for survival

in environments with little access to light [60,61]. Figure 5.1 depicts the basic spatial

organization of this photosystem composed of the chlorosome, Fenna-Matthews-Olson

(FMO) protein and the reaction centre [62, 63]. The organisation of the movement

of the excitation energy through this apparatus is the collection by the chlorosome,

and the transfer through the baseplate to the FMO complex and into the reaction

centre [64]. This is all facilitated by the bacteriochlorophyll pigments present in the

photosynthetic apparatus (not depicted in Figure 5.1).

It is the organization of these pigments that make the chlorosome unique among

known biological light harvesting complexes. This can be illustrated through a com-

parison with the other light harvesting complex in Green Sulfur Bacteria, FMO,

which embodies typical structural features. FMO contains 24 bacteriochlorophylls,

the previously studied complexes, LHCII and CP26, had 42 and 13 pigments; the

chlorosome can contain up to six figures of bacteriochlorophylls [62, 63, 65]. More

notably, these pigments are arranged as tubes and sheets all without a protein scaf-

fold, which is found in FMO [63, 65–67]. For many years crystallography research

has provided structural information on the FMO light harvesting complex; this level

of detail is not available for the chlorosome [63, 68]. However, representative models

have been constructed and the excitation energy transfer examined [67, 69]. In this

work we utilized the models from the Celardo group [45]. Similar tubular strucutres

of pigments can be experimentally crafted and obtaining a fuller understanding of

the excitation energy transfer in this efficient natural chlorosome system can provide

a foundation for applications in artificial light harvesting [70].

In this chapter two natural light harvesting complexes will be studied, FMO and

the chlorosome. For the FMO light harvesting complex an overview of the structure

is followed by an investigation into the mechanisms of excitation energy transfer.

51
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Figure 5.1: Basic cartoon diagram of the light harvesting apparatus in Green Sulfur
Bacteria [62].

A benchmark of the FBTS method was completed with this complex. The many

degrees of freedom that result as a consequence of the numerous pigments in the

chlorosome can be numerically challenging but the approximate nature and thus lower

computational cost of the FBTS method provided an opportunity to investigate the

dynamics. A discussion of the structural models used to represent the chlorosome are

included and a particular focus was placed on the characterization of the spread of

the excitation energy through these models.

5.1 FMO

5.1.1 Description of the Structure

In Figure 5.2 the eight bacteriochlorophyll A pigments that comprise one monomer

of the FMO trimer light harvesting complex are concisely labelled [65]. The presence
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of the eighth pigment was determined after much research was already completed on

a model that contained 7 pigments per monomer [71–75]. A graphical representation

of the 7-site FMO model subsystem Hamiltonian used in Ref. [28] and from Ref. [76]

is provided in Figure 5.3. This subsystem Hamiltonian is provided in Appendix C in

Table C.5. From this figure it can be observed that the highest site energy pigments

are 2 and 6. The lowest site energy pigment is 3 and from the intersite couplings it

is most strongly coupled to site 4.

Figure 5.2: Depiction of the FMO monomer from Chlorobaculum tepidum; wherein
the coloured molecules are the pigments and the grey structure is the protein. Each
of the 8 pigments are bacteriochlorophyll A. This structure was adapted from RCSB
PDB (rcsb.org) of PDB ID: 3eni [65] using VMD [57].
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Figure 5.3: Energetic landscape for the 7-site FMO model with the site energies on the
left and the intersite couplings on the right given in units of cm−1 [28] [76]. These are
the relative site energies with respect to the lowest lying pigment, in this instance site
3. The magnitude of the intersite coupling between each pigment is represented by a
colour tone between green and blue, with the more vivid the colour corresponding to
a larger negative or positive number, respectively. The exact subsystem Hamiltonian
is provided in Table C.5 from Appendix C.

An alternative subsystem Hamiltonian was used for the investigation into the ex-

citation energy transfer in an isolated 8-site monomer and the full trimer structure

of the FMO light harvesting complex [47, 77, 78]. From the graphical representation

for the 8-site monomer subsystem Hamiltonian in Figure 5.4, the pigment with the

highest site energy is 7; conversely, sites 3 and 5 had the lowest site energy. The

divergence in the energetic landscapes of the site energies for the 7-site and 8-site sys-

tems is due to two alternative approaches to the calculation. The intersite couplings

reveal that the eighth pigment is strongest coupled to site 1. All simulations in this

chapter use the parameters for the Debye spectral density as outlined in Ref. [28],

which correspond to a value of 106.18cm−1 for the characteristic bath frequency and

35cm−1 for the reorganization energy.
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Figure 5.4: Energetic landscape for the 8-site FMO model with the site energies on the
left and the intersite couplings on the right given in units of cm−1 [47,77]. These are
the relative site energies with respect to the lowest lying pigment, in this instance site
3. The magnitude of the intersite coupling between each pigment is represented by a
colour tone between green and blue, with the more vivid the colour corresponding to
a larger negative or positive number, respectively. The exact subsystem Hamiltonian
is provided in Table C.6 from Appendix C.

5.1.2 Excitation Energy Transfer Mechanisms

7-site FMO Model

The real-time dynamics of the FMO 7-site model were studied with the FBTS method

using two different initial conditions for the excitation (sites 1 and 6) and two differ-

ent temperatures (room and cryogenic, T=300K and T=77K, respectively). These

chosen conditions emulate Wilkins and Dattani [29] which completed a study of the

7-site FMO model using the HEOM method. This provides an useful benchmark for

this approximate method since a natural light harvesting complex contains a more

complicated energetic and spatial landscape as opposed to the simple exciton dimer

model.

Figure 5.5 contains the excitation energy transfer through the FMO 7-site model

with an initial excitation on site 1, where the solid line corresponds to the FBTS

results and the dashed line the HEOM results. The top panel contains the simulation

of the real-time dynamics at room temperature. The sites that participate in the

transfer are 1, 2, 3 and 4; whereas there is minimal involvement from sites 5, 6, and
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7. As the initial population in site 1 decreases the population in site 2 increases.

Below 1 picosecond the population oscillates between site 1 and site 2 and after

experiences a steady decay on both of these sites. The population in sites 3 and

4 will increase at approximately the same time and will continue until reaching a

steady-state population. The majority of the exciton ends up on site 3; with a lower

but still significant population on site 4. The population of the other sites at the

end of this simulation will occupy an approximate range between 0.1 and 0.04 for the

exciton population.

The bottom panel of Figure 5.5 contains the excitation energy transfer with the

only change being the temperature, to cryogenic (T=77K ). In this instance the sites

that participate in the mechanism are 1, 2 and 3; site 4 does not receive a significant

population over the course of the simulation. Again, oscillations between the popula-

tion of sites 1 and 2 occur below 1 picosecond. These oscillations are noticeably more

numerous and pronounced. The major difference between the real-time dynamics

between the two temperatures is that a larger share of the exciton ends on site 3.

In order to provide a more succinct summarization of the mechanism of the excita-

tion energy transfer in the 7-site FMO model the results from Figure 5.5 are simplified

in Figure 5.6. In this case the excitation begins on site 1, transiently populates site

2 and ends on sites 3 and 4 at room temperature. A similar mechanism occurs at

cryogenic temperature but without a significant participation from site 4. At the

higher temperature the population in site 1 decreases by half quicker than at lower

temperatures. However, both reach a maximum population for site 2 at the same

time. A more quantitative picture is provided in how the excitation energy is spread

between the sites for the two temperatures, at room temperature site 4 has approx-

imately one half the population in site 3 and at lower temperatures the population

on site 3 is approximately double what it was at room temperature. From the way

that this mechanism graph is organised it is possible to make some clear observations

with respect to the relative energies of the sites involved in the excitation energy

transfer. Even through site 2 is higher in energy then site 1, this local energy barrier

is overcome resulting in an ending population on the two lowest energy sites in the

model, sites 3 and 4.

Additionally, the real-time dynamics of the 7-site FMO model when the initial
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Figure 5.5: Comparison of the excitation energy transfer between the HEOM and
FBTS theoretical methods for the 7-site FMO model with an initial excitation on
site 1. The HEOM results were obtained from Ref. [29]. The parameters describing
the Debye spectral density are, for the characteristic bath frequency (ωc), 106.18cm

−1

and, for the reorganization energy (λ), 35cm−1. The top panel corresponds to the
dynamics at room (T = 300K ) temperature and the bottom panel is at cryogenic (T
= 77K ) temperature.

excitation was placed on site 6, (the site with the highest relative site energy) is

provided in 5.7. The excitation energy transport has changed; at room temperature

the major sites that partake in the transfer are sites 5, 6, 7, 3 and 4. Sites 1 and 2

no longer attain a significant population. An oscillation of the population is again

observed to occur below 1 picosecond but in this instance the oscillation is between

sites 5 and 6 with a small contribution from site 4. As site 6 decreases in population

the first site to gain in population is site 5, followed closely by sites 4 and 7 that begin

to grow in population below 0.1 picoseconds. The majority of the excitation ends on

site 3, with a portion on site 4.
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Figure 5.6: Mechanistic summary of the excitation energy transfer in the 7-site FMO
model with an initial excitation on site 1. The top and bottom panel correspond
to the dynamics at room and cryogenic temperature, respectively. The panels are
arranged such that the initially excited state is on the left, the transiently populated
sites occupy the middle and the ending sites are encased in an ellipse and are found
to the right. The text inserts are a selection of extracted population (U ) and time
(t) data.

The bottom panel of Figure 5.7 contains the real-time dynamics wherein the tem-

perature has been set to T=77K. A notable difference are the more numerous and

larger oscillations between sites 5 and 6. Additionally, site 4 no longer has a significant

exciton population at the end of the simulation and has taken on the characteristics

of a transient state, reaching a maximum then decreasing.
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Figure 5.7: Comparison of the excitation energy transfer between the HEOM and
FBTS theoretical methods for the 7-site FMO model with an initial excitation on
site 6. The HEOM results were obtained from Ref. [29]. The parameters describing
the Debye spectral density are, for the characteristic bath frequency (ωc), 106.18cm

−1

and, for the reorganization energy (λ), 35cm−1. The top panel corresponds to the
dynamics at room (T = 300K ) temperature and the bottom panel is at cryogenic (T
= 77K ) temperature.

Figure 5.8 contains the mechanistic details from Figure 5.7 for the transfer at

room and cryogenic temperature that occupy the top and bottom panel, respectively.

The excitation energy transfer with an initial excitation on site 6 involves more sites.

At room temperature the transitional sites are 5 and 7; wherein site 5 received a

more significant portion of the excitation, having reached a max population of 0.38,

compared to 0.16 for site 7. The ending sites are 3 and 4 at room temperature. At

the lower temperature, the mechanism slightly changes: site 4 no longer receives a

significant portion of the exciton at the end of the simulation and is thus not included

in the ellipse of Figure 5.8 but is now present as a transient site in the mechanism.
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The maximum population for transient sites are quickly reached, occurring below 0.5

picoseconds.
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Figure 5.8: Mechanistic summary of the excitation energy transfer in the 7-site FMO
model with an initial excitation on site 6. The top and bottom panel correspond
to the dynamics at room and cryogenic temperature, respectively. The panels are
arranged such that the initially excited state is on the left, the transiently populated
sites occupy the middle and the ending sites are encased in an ellipse and are found
to the right. The text inserts are a selection of extracted population (U ) and time
(t) data.

The comparison of the FBTS and HEOM method in the 7-site FMO model for

all the conditions under study reveals good agreement at short time scales and a

deviation at longer time scales; this discrepancy must stem from the approximate

nature of the FBTS method. The other benchmark comparison completed within

this thesis on the exciton dimer model (Chapter 3) was only at room temperature

and therefore did not provide an opportunity to comment on the accuracy of the

FBTS method under different temperatures. Here for the 7-site FMO model it was
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observed that the dynamics at the higher temperature are in better agreement then

the colder temperature. Thus, this shows that the FBTS method provides sufficiently

accurate results. Since the focus of this research is on the real-time dynamics and

not obtaining the steady state population this method captures the area of greatest

interest. Comparing the two initial conditions, the choice does not affect the ending

place of the excitation population. Comparing the two temperatures, the presence

of the larger and more numerous oscillations at lower temperature reveals that the

greater effect of the bath dampens these oscillations. Additionally, the ending site

receives a different spread of the population on the sites. In the 7-site system, there

is clear directed transport with the initial excitation on a site. The excitation energy

is not simply populated and explores every single complex in the model.

8-site FMO Model

In the case of the 8-site FMO model, the real-time dynamics were investigated sim-

ilarly using two different initial conditions and temperatures. However, the initial

excitation was placed on site 1 and site 8; whereas site 8 has been suggested to be the

connection for the excitation energy from the chlorosome [71,72]. Figure 5.9 contains

the results from the FBTS method for an initial excitation on site 1, the top and

bottom panel corresponds to room (T=300K ) and cryogenic temperature (T=77K ),

respectively. The dynamics of the eighth site is represented by the light purple line.

With an initial excitation on site 1 there is a quick and oscillatory exchange to

site 2 within the first picosecond. Sites 3 and 8 begin to increase in population as

sites 1 and 2 decrease. Site 3 will continue to gain in population before reaching a

steady state, while site 8 will be a transient state for the population. Sites 4, 5 and

6 will also slowly increase in population before reaching a steady state. Finally, site

7 will contain the lowest amount of the exciton at the end of the simulation. Site 3

will end with the majority of the exciton, followed by site 5.

Upon the temperature being lowered to T = 77K, again there is a quick exchange

from site 1 to site 2, with a more pronounced oscillatory behaviour with the pop-

ulation. Site 8 is again a transient state for the excitation but the main difference

between the two sets of real-time dynamics for these conditions is in the ending pop-

ulations for the exciton. Site 3 will end with a significant majority of the exicton,



62

0.01 0.1 1 10
0

0.2

0.4

0.6

0.8

1

1
2
3
4
5
6
7
8

0.01 0.1 1 10
Time (ps) 

0

0.2

0.4

0.6

0.8

1

T=300K

T=77K

St
at

e 
Po

pu
la

tio
n 

[S
ite

 B
as

is
]

Figure 5.9: The real-time dynamics in the 8-site FMO model with an initial excitation
on site 1. The parameters describing the Debye spectral density are, for the character-
istic bath frequency (ωc), 106.18cm

−1 and, for the reorganization energy (λ), 35cm−1.
The top panel corresponds to the dynamics at room (T = 300K ) temperature and
the bottom panel is at cryogenic (T = 77K ) temperature.

followed by site 5. Sites 4, 5, and 7 do not receive a significant portion of the exiton

population over the course of the simulation. With an initial excitation on site 1 in

the FMO 8-site model, the mechanism of exciton transport is summarized in Figure

5.10.

The basic mechanism for the 8-site FMO model with an initial excitation on site

1, is for site 2 and 8 to act as transient states, with site 2 being dominant. Site 2 will

reach a maximum population of 0.52 and 0.61 at room and cryogenic temperature,

respectively. Even through site 8 possesses a site energy greater then for site 1 it

still acts as a transient site. The majority of the excitation ended up on site 3,

more prominently at a lower temperature with a exciton population of 0.61 compared
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Figure 5.10: Mechanistic summary of the excitation energy transfer in the 8-site FMO
model with an initial excitation on site 1. The top and bottom panel correspond to the
dynamics at room and cryogenic temperature, respectively. The panels are arranged
such that the initially excited state is on the left, the transiently populated sites
occupy the middle and the ending sites are encased in an ellipse and are found to the
right. The text inserts are a selection of extracted population (U ) and time (t) data.

to 0.27 at room temperature, followed by site 5. This is the mechanism at both

temperatures. At the higher temperature, other sites, 2 and 6, receive a significant

amount of a population at the end.

In the case of an initial excitation on site 8 at room temperature, the real-time

dynamics of which are provided in the top panel of Figure 5.11, there is no more

oscillatory behaviour in the dynamics, site 8 still has a significant population at 1

picosecond and will reach a population of 0.10 at 3.7 picoseconds. Site 2 will reach

the second largest population of 0.21 over the course of the dynamics and represents

a transition state along with site 1. The majority of the exciton will end up on site 3
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but there is a close spread with the exciton population on sites 4, 5 and 6 at the end.
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Figure 5.11: The real-time dynamics in the 8-site FMO model with an initial ex-
citation on site 8. The parameters describing the Debye spectral density are, for
the characteristic bath frequency (ωc), 106.18cm

−1 and, for the reorganization en-
ergy (λ), 35cm−1. The top panel corresponds to the dynamics at room (T = 300K )
temperature and the bottom panel is at cryogenic (T = 77K ) temperature.

In the case of the simulation with a temperature of 77K, (the bottom panel of

Figure 5.11) the major difference is that the more of the exciton ends up on site 3,

0.66 compared to 0.27, and sites 4 and 6 no longer receive a significant ending exciton

population. Once again there is minimal participation from site 7. The mechanism

of the excitation energy transfer in the FMO 8-site model with an initial exciation on

site 8 is summarised in Figure 5.12.
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Figure 5.12: Mechanistic summary of the excitation energy transfer in the 7-site FMO
model with an initial excitation on site 8. The top and bottom panel correspond to the
dynamics at room and cryogenic temperature, respectively. The panels are arranged
such that the initially excited state is on the left, the transiently populated sites
occupy the middle and the ending sites are encased in an ellipse and are found to the
right. The text inserts are a selection of extracted population (U ) and time (t) data.

24-site FMO Model

By incorporating the three other monomers in the FMO complex, the FBTS method

can be used to simulate the dynamics. With an initial excitation on monomer 1, the

next monomer to receive population is monomer 2, followed closely by monomer 3.

This is observed at both temperatures; however, at room temperature the population

is evenly shared between between all three monomers. At cryogenic temperature, the

population transfer is slower and monomer 1 contains a majority of the population

by the end.
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Figure 5.13: The real-time dynamics in the 24-site FMO model with an initial exci-
tation on site 1 in monomer 1. The parameters describing the Debye spectral density
are, for the characteristic bath frequency (ωc), 106.18cm

−1 and, for the reorganization
energy (λ), 35cm−1. The top panel corresponds to the dynamics at room (T = 300K )
temperature and the bottom panel is at cryogenic (T = 77K ) temperature.

The FMO represents an important model to study using the FBTS method. This

is because previous work exists which effectively compares this approximate method

to exact results. This comparison revealed good agreement at shorter times and a de-

viation at the longer steady state populations. The study of the three different models

allowed for an understanding of the excitation energy transfer with a selection of dif-

ferent initial conditions. Upon analysing the dynamics with a colder temperature, in

this case T = 77K, the biggest difference is the change in the final populations of the

sites.
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5.2 Chlorosome

5.2.1 Description of the Structure and Construction of the Model

The study of the excitation energy transfer in the chlorosome is a collaborative effort

with the Celardo research group which provided the three structural models under

analysis in this thesis. These models belong to two groups, natural or artificial, but

all share a few core concepts. Each model is a cylinder composed of stacked rings

separated by a distance of 8.3 Å. A ring has a radius of 60 Å and contains sixty

pigments per ring, for a total of Nr rings. Each pigment is described as a dipole

which will have a particular position and orientation in space.

It is the orientation of the pigment dipoles that will primarily differentiate the

three models. For the model that represents the bchQRU triple mutant of the chloro-

some, now referred to as the MT model, the dipoles are alternatively angled into or

out of the ring by 4◦ and there is a slight twist between rings in the cylinder. The

other two models are created when the pigment dipoles in the stacked rings are ori-

entated to point in the direction of the next ring resulting in the parallel (PD) model

and when each dipole points to the next in the ring resulting in the tangential (TD)

model. Figure 5.2.1 provides a pictorial reference for the organisation of the dipoles

in the three models investigated.

Figure 5.14: Representative picture of the three models studied in this thesis for the
chlorosome, the reader is referred to the work of Celardo et. al. for a full discussion
on the geometry within these models [45]. The number, length and angle (for the
MT model) of the dipoles were chosen to be easily viewed and do not represent the
models used in the simulations.
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The description of the position and orientation of the pigment dipoles allows for

the calculation of the intersite coupling strengths, that will have an effect on the

excitation energy transfer in these models. These couplings will be different for each

of the three models. The largest magnitude intersite coupling is provided in Table

5.1. This reveals that the MT model does not possess the strongest coupling between

dipoles either in the ring or between rings, those belong to the TD and PD model,

respectively. An additional model, termed in the nearest-neighbour (NN) model, is

structurally the same to the MT model except the coupling strengths between the

pigments that are more then 9 Å apart are artificially set to zero.

Intersite Coupling in Ring (cm−1) Intersite Coupling between Rings (cm−1)
MT 604.22 259.58
PD 834.29 528.27
TD 1251.45 264.12

Table 5.1: The largest magnitude coupling between pigments either in the ring or
between the rings in the three models.

5.2.2 Excitation Energy Transfer Mechanisms

We begin the exploration of the excitation energy transfer in the chlorosome light

harvesting complex with the real-time dynamics of a single MT model ring composed

of sixty sites. Figure 5.15 displays the transfer when a single site in the middle of the

ring (site 30) is excited. This system is already the largest presented in the thesis and

instead of displaying the exciton population for each site as sixty lines on a graph,

an alternative method to display the data is shown in Figure 5.15. The saturation of

the colour indicates the magnitude of the population on that particular site at that

time. From this figure the transport of the exciton is observed to flow quickly from

the initial site to the neighbouring pigments and from there to the next neighbouring

pigments. The exciton continues around the ring until the population is evenly spread

out between all the sites, this all occurs in a short time frame.
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Figure 5.15: The real-time dynamics in a ring of the MT model with an initial
excitation on site 30 at room temperature (T = 300K ). The parameters describing
the Debye spectral density are, for the characteristic bath frequency (ωc), 200.cm

−1

and, for the reorganization energy (λ), 100cm−1.

The addition of more rings is required in order to compose a cylinder, which

will increase of the total number of pigments. A further approximation, known as

focused sampling, is introduced to assist in the reduction of the computational strain

brought on by the larger systems. Focused sampling affects the initial values of the

two sets of coherent state variables (x, x′) = (q, p, q′, p′) that describe the subsystem.

For the initially excited site, λ′′, the values of qλ′′ , pλ′′ , q′λ′′ , p′λ′′ are sampled from the

coordinates of a circle such that: q2 + p2 = 1. The initial conditions of all other sites

are set to zero.

Upon stacking more rings together in the model there will be two directions for

the exciton to spread, in a ring and along the cylinder. In order to characterize

and compare the excitation energy transfer for the three structural models under
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consideration, this thesis focuses primarily on the spread of the exciton down the

length of the cylinder. To this end, the Mean Squared Displacement (MSD) is related

to this physical transport process and is calculated using equation 5.1 [79]. Wherein,

ρrr(t) is the cumulative population on a particular ring r ; L denotes the distance

between rings (8.3 Å), finally, r is the position of a particular ring in the cylinder in

relation to the ring with the initial excitation.

MSD(t) =
Nr∑︂
r

ρrr(t)r
2L2 − (ρrr(t)rL)

2 (5.1)

Figure 5.16 depicts the MSD for a chain of 101 rings with 4 dipoles per ring

with a radius of 4 Å orientated in the MT, PD and TD model with three different

reorganization energies. The initial excitation is placed on a site in the middle of the

cylinder and the spread of the exciton is quick in all three models. By increasing

the reorganization energy the MSD curve decreases indicating that the spread of the

exciton is slower. The reduction of the speed of the exciton through each cylinder

with larger reorganization energies could be due to the localising effect of the bath.

It was observed that between the three models, the PD model (with the strongest

coupling between rings) has the fastest spread of the exciton.
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Figure 5.16: The real-time dynamics in three models: MT, PD, TD, in a cylinder with
101 rings with 4 dipoles per ring characterized by the MSD with an initial excitation
on site 202 at room temperature (T = 300K ). The parameters describing the Debye
spectral density are, for the characteristic bath frequency (ωc), 200cm

−1. The straight
line represents the MSD as calculated in the weak coupling limit.

From Figure 5.16 there is a departure from the larger radius as used by the Celardo

group. The choice of the reduced radius allows for an easier extension of the length of

the cylinder. This is relevant because the MSD calculation can be used to extract the

diffusion constant of the exciton transport, if diffusive behaviour is shown as indicated

when the MSD results are linear in time [79]. Even with a cylinder of 101 stacked rings,

finite size effects can be observed. From the research completed by the Celardo group

[45], it was observed that the natural (MT) model resulted in a larger coherence length

in the weak coupling limit compared to the other models; determining the diffusion

constant can provide succinct comparison if there is a relation to the transport in the

models under study here. Since the dimension of the system is reduced (to just along
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the length of the cylinder) in the study of the spread of the exciton, equation 5.2 is

used for the calculation of the diffusion constant [79].

D =
1

2
lim

t−→∞

dMSD

dt
(5.2)

Figure 5.17 depicts the MSD for the MT, TD and NN model for an increased

system size of 401 rings, with an initial excitation on a single site in the middle of

the cylinder. For the cylindrical models under study, with a radius of 4 Å, in the

NN model each pigment will be coupled to the other pigments in the ring and, if

applicable, will be coupled to one pigment from the ring above and below. A linear

regime for the MSD is now observed for the transport of the exciton in these models

and by extracting the first derivative, as shown in the bottom panel of Figure 5.17,

the diffusion constant can be determined. Qualitatively, the MSD shows that the

spread of the exciton is fastest in the TD model, followed by the MT and then the

NN model, which has been artificially increased by a factor of 10 for better viewing

on the plot. The NN model has the slowest spread of the exciton, emphasising the

importance of the long-range coupling for the fast and efficient transfer of energy

through the cylinder. This is supported by a similar trend in the diffusion constants

from Table 5.2.

Model Diffusion Constant (Å
2
/ps)

MT 3.69 ±0.07× 104

TD 4.6 ±0.1× 104

NN 1.68 ±0.05× 103

Table 5.2: Diffusion constants for three cylindrical models composed of 401 rings with
4 dipoles per ring.

The lack of the PD model is explained with Figure 5.18. The spread of the exciton

is fast within this model; even under these conditions, a cylinder with a length of 401

rings, finite size effects are observed within a simulation of 2 picoseconds. A reliable

value for the diffusion constant was not able to be extracted due to the lack of an

adequate linear regime in the first derivative of the MSD; a diffusion constant for the

PD model is left for future simulations to reveal a more definitive and confident linear

regime.
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Figure 5.17: The real-time dynamics in three models: MT, NN, TD, in a cylinder
with 401 rings with 4 dipoles per ring characterized by the MSD in the top panel with
an initial excitation on site 802 at room temperature (T = 300K ). The parameters
describing the Debye spectral density are, for the characteristic bath frequency (ωc),
200cm−1 and, for the reorganization energy (λ), 100cm−1. The bottom panel is the
1st derivative of the MSD for the three models. In the case of the NN model, these
values have been scaled by 10 in order to provide easier viewing compared to the
other models.
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Figure 5.18: The real-time dynamics in the PD model, in a cylinder with 401 rings
with 4 dipoles per ring characterized by the MSD in the top panel with an initial
excitation on site 802 at room temperature (T = 300K. The bottom panel is the
1st derivative of the MSD for this model. The parameters describing the Debye
spectral density are, for the characteristic bath frequency (ωc), 200cm

−1 and, for the
reorganization energy (λ), 100cm−1.
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The excitation energy transfer in the three arrangements of the pigments, along

with the NN model, can be directly viewed in Figure 5.19, where the saturation of the

colour indicates the population on a ring as a function of time. The populations are in

the site basis but have undergone a log transformation for increased readability. The

colourbar on the right shows only from 0 to -3 because this represents a population

spread of between 1 and 0.001. The colours outside the scale correspond to ring

populations of even smaller values. This alternative method for representing the data

clearly reveals that the initial population on a single site in the ring quickly disperses

in the next time step for all three models and is significantly slower for the NN model.

Out of the three arrangements of the dipoles (MT, TD or PD) the MT model has

been demonstrated to exhibit the slowest spread of the exciton through the length of

the cylinder. This result would indicate that speed is only one aspect in efficient and

effective excitation energy transfer and that there are other benefits to this arrange-

ment of dipoles not explored in this work, perhaps due to the lowest energy exciton

state.
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(a) MT Model (b) TD Model

(c) PD Model (d) NN Model

Figure 5.19: The real-time dynamics represented with colour in the four models: MT,
TD, PD, and NN, in a cylinder with 401 rings with 4 dipoles per ring with an initial
excitation on site 802 at room temperature (T = 300K ). The parameters describing
the Debye spectral density are, for the characteristic bath frequency (ωc), 200cm

−1

and, for the reorganization energy (λ), 100cm−1. The magnitude of the populations
in log scale correspond to a particular colour. Instances where the population is zero
or exceedingly small (as in the case of the NN model) are arbitrarily set to a very
small negative value and represented by dark blue. The legend was chosen to focus
on the rings with a significant population, values from 0 to -3 in log scale correspond
to populations of 1 to 0.001; colour tones on the graphs not in the legend correspond
to even smaller populations.
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Figure 5.20 depicts the influence of the strength of the bath on the cylindrical

system composed of 401 rings with 4 dipoles per ring. The affect of the larger reor-

ganization energy is again shown to be effective in reducing the spread of the exciton

even in a larger system. By increasing the number of rings in the system or the

strength of the bath, to slow the dynamics, could result in observing the MSD as

linear in time for the PD model.
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Figure 5.20: The real-time dynamics in three models: MT, PD, TD, in a cylinder with
401 rings with 4 dipoles per ring characterized by the MSD with an initial excitation
on site 802 at room temperature (T = 300K ). The parameters describing the Debye
spectral density are, for the characteristic bath frequency (ωc), 200cm

−1.

From the application of the FBTS method to the three representative models for

the chlorosome light harvesting complex the excitation energy transfer was studied

and it was observed that the model representing the natural system resulted in the

slowest spread of the exciton through the particular cylinder used. Again it can be

observed that after the initial excitation on a single site of one ring the population
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spreads the most to other rings in the PD model and continues to spread to more rings

from there. The two systems studied in this chapter only represent a very simplified

version of the chlorosome structure. However, it is clearly noted that the strength

of the couplings between sites is a strong driver of the population dynamics of the

system and increasing the influence of the bath slowed the spread. The excitation

energy transfer depends clearly on the orientation and position of the dipoles. In

order to more effectively make conclusions about the dynamics of excitation energy

transfer in the chlorosome continued research must be made to expand the system

under study, both in terms of the radius and the length of the cylinder.



Chapter 6

Conclusion And Outlook

In this thesis, the excitation energy transfer in a range of natural light harvesting

complexes was explored and an analysis of the data provided by the FBTS method

allowed for the mechanisms of transport to be detailed. In order to demonstrate that

this method is capable of providing pertinent information about the real-time dynam-

ics in these systems, a benchmark comparison was undertaken. The exciton dimer

model provided a basis through which to understand how the physical parameters of

the system affect the dynamics. This model was also used to support that the FBTS

method provides an acceptable level of accuracy over a wide range of reorganisation

energies at two characteristic bath frequencies. This was substantiated by an addi-

tional benchmark investigation completed on the 7-site FMO model, a natural light

harvesting complex.

For the three light harvesting complexes that possess a protein scaffold, LHCII,

CP26 and FMO, two initial excited sites at two temperatures were simulated. This

allowed for the construction and comparison between the mechanisms of the excitation

energy transfer. In general a flow from the highest to lowest energy sites for the

exciton was observed. An alteration in the initial site resulted in a change in the sites

involved in the transfer while a change in the temperature affected the magnitude

in which sites were populated. Future directions would be to fully characterise the

mechanisms that result from each initial site condition. It was observed that in

the 7-site FMO model an initial excitation on site 1 resulted in a mechanism that

involved a transient population on site 2, which possessed a higher site energy. An

investigation on whether this behaviour is emulated in LHCII or CP26 could be

conducted with an analysis of additional initial site conditions. Notably, for CP26

both initial conditions resulted in very similar mechanisms of transfer that lacked any

significant participation from sites 3, 4, 5, 6 and 13; therefore, other site conditions

could reveal instances where these sites are utilised for transfer. The excitation energy

79
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transfer mechanisms presented in this thesis were based on an initial condition of a

singly excited site. Changing the initial condition to an eigenstate of the system

would present new mechanisms of transport to observe and compare.

The analysis of the excitation energy transfer in the chlorosome represents a

promising application of this work. The spread of the exciton through three small

cylindrical models were quantified. It was determined that the model based on a

natural structure resulted in the slowest spread of the exciton. However, a model

without long range coupling between pigments had even slower transfer. It would be

important to ascertain whether or not this is observed for a model cylinder with a

larger radius. In additional, another model representing a natural system, a repre-

sentative cylindrical model of the wild type chlorosome, can provide an opportunity

to further compare how the structure and orientation of the pigments affects the

excitation energy transfer of the system.

The work on the chlorosome also served to demonstrate that the FBTS method

can be used in the application of systems with many sites. Thus, it would be possible

for future work to investigate a more realistic version of the system responsible for the

primary steps of photosynthesis; to go beyond excitation energy transfer in isolated

light harvesting complexes by linking multiple complexes together and incorporat-

ing the participation of reaction centre. As demonstrated from this thesis the bath

has an important role in the excitation energy transfer in light harvesting systems.

This work utilises the Debye spectral density approximation and the substitution of

a more accurate bath will allow for the dynamics of the subsystem bath interaction

to be captured more realistically. There are many avenues for further research to

be completed using the FBTS method and the hope of this thesis is that an under-

standing of the excitation energy transfer in light harvesting complexes and the many

different directions this work can continue to expand has been provided.



Appendix A

Code

An open source version of the code is available in the E-Cam repository at:

https://gitlab.e-cam2020.eu:10443/Quantum-Dynamics/FBTS MPI
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Appendix B

Numbering Scheme

In this thesis a simple numbering scheme was used to indicate specific sites in a light

harvesting complex. Where this scheme differs from what is used in the literature

(i.e. for LHCII and CP26), the following Tables contain the correlation between the

two.

This Thesis Literature
1 B601
2 A602
3 A603
4 A604
5 B605
6 B606
7 B607
8 B608
9 B609
10 A610
11 A611
12 A612
13 A613
14 A614

Table B.1: The intersection between the numbering schemes between this thesis and
the literature for the LHCII monomer light harvesting complex [58].
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This Thesis Literature
1 B601
2 A602
3 A603
4 A604
5 B606
6 B607
7 B608
8 A609
9 A610
10 A611
11 A612
12 A613
13 A614

Table B.2: The intersection between the numbering schemes between this thesis and
the literature for the CP26 light harvesting complex [59].



Appendix C

Subsystem Hamiltonian Data

In order to complete the simulations for the FBTS method the subsystem Hamiltonian

corresponding to a particular light harvesting complex is required. This appendix

collects the Hamiltonians used in the simulations for this thesis.

In this thesis the excitation energy transfer in the LHCII light harvesting com-

plex was studied through a single monomer and in the full trimeric complex. The

Hamiltonian used to calculate the dynamics in a monomer is provided in Table C.1.

The Hmono and Hinter components used to construct the LHCII trimer Hamiltonian

is provided in Tables C.2 and C.3.

1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 15889 49.64 -5.89 -2.51 0.77 -1.87 -2.49 2.78 3.79 -5.95 24.89 9.13 -10.79 3.59
2 49.64 15157 38.11 6.42 -0.71 5.6 7.13 -5.84 -19.25 -11.39 9.69 15.83 -4.96 0.69
3 -5.89 38.11 15287 -3.28 1.13 -8.89 1.23 6.72 96.66 12.97 -2.7 -0.76 2.68 -6.7
4 -2.51 6.42 -3.28 15460 3.35 104.56 35.93 -2.76 -7.28 -4.18 -3.8 4.67 2.12 -3.42
5 0.77 -0.71 1.13 3.35 15679 29.71 -4.47 -5.13 -0.77 1.61 1.33 -2.85 -1.4 0.37
6 -1.87 5.6 -8.89 104.56 29.71 15850 59.38 -4.99 -0.16 -3.28 -2.52 3.1 1.47 -2.16
7 -2.49 7.13 1.23 35.93 -4.47 59.38 15714 -4.43 -11.99 -0.14 -2.78 3.07 2.2 -3.25
8 2.78 -5.84 6.72 -2.76 -5.13 -4.99 -4.43 15761 36.07 61.97 4.35 -1.08 -2.01 1.3
9 3.79 -19.25 96.66 -7.28 -0.77 -0.16 -11.99 36.07 15721 3.86 4.3 -2.57 -2.92 2.33
10 -5.95 -11.39 12.97 -4.18 1.61 -3.28 -0.14 61.97 3.86 15073 -24.96 23.1 7.21 -1.55
11 24.89 9.69 -2.7 -3.8 1.33 -2.52 -2.78 4.35 4.3 -24.96 15112 126.92 -6.15 4.55
12 9.13 15.83 -0.76 4.67 -2.85 3.1 3.07 -1.08 -2.57 23.1 126.92 15094 -0.47 -0.18
13 -10.79 -4.96 2.68 2.12 -1.4 1.47 2.2 -2.01 -2.92 7.21 -6.15 -0.47 15174 -50.22
14 3.59 0.69 -6.7 -3.42 0.37 -2.16 -3.25 1.3 2.33 -1.55 4.55 -0.18 -50.22 15260

Table C.1: The subsystem Hamiltonian for the LHCII monomer light harvesting
complex from Ref. [58], the units are cm−1.

2 3 10 11 12 8 9 1’ 13 14 4 5 6 7
2 15157 38.11 -11.39 9.69 15.83 -5.84 -19.25 -0.35 -4.96 0.69 6.42 -0.71 5.60 7.13
3 38.11 15287 12.97 -2.70 -0.76 6.72 96.66 -0.71 2.68 -6.70 -3.28 1.13 -8.89 1.23
10 -11.39 12.97 15073 -24.96 23.10 61.97 3.86 -4.20 7.21 -1.55 -4.18 1.61 -3.28 -0.14
11 9.69 -2.70 -24.96 15112 126.92 4.35 4.30 -0.88 -6.15 4.55 -3.80 1.33 -2.52 -2.78
12 15.83 -0.76 23.10 126.92 15094 -1.08 -2.57 1.41 -0.47 -0.18 4.67 -2.85 3.10 3.07
8 -5.84 6.72 61.97 4.35 -1.08 15761 36.07 5.82 -2.01 1.30 -2.76 -5.13 -4.99 -4.43
9 -19.25 96.66 3.86 4.30 -2.57 36.07 15721 38.15 -2.92 2.33 -7.28 -0.77 -0.16 -11.99
1’ -0.35 -0.71 -4.20 -0.88 1.41 5.82 38.15 15889 0.90 0.17 2.69 -2.26 2.72 0.30
13 -4.96 2.68 7.21 -6.15 -0.47 -2.01 -2.92 0.90 15174 -50.22 2.12 -1.40 1.47 2.20
14 0.69 -6.70 -1.55 4.55 -0.18 1.30 2.33 0.17 -50.22 15260 -3.42 0.37 -2.16 -3.25
4 6.42 -3.28 -4.18 -3.80 4.67 -2.76 -7.28 2.69 2.12 -3.42 15460 3.35 104.56 35.93
5 -0.71 1.13 1.61 1.33 -2.85 -5.13 -0.77 -2.26 -1.40 0.37 3.35 15679 29.71 -4.47
6 5.60 -8.89 -3.28 -2.52 3.10 -4.99 -0.16 2.72 1.47 -2.16 104.56 29.71 15850 59.38
7 7.13 1.23 -0.14 -2.78 3.07 -4.43 -11.99 0.30 2.20 -3.25 35.93 -4.47 59.38 15714

Table C.2: The subsystem Hamiltonian for the LHCII monomer light harvesting
complex from Ref. [52]. Used as Hmono in the construction of the Hamiltonian for
the trimer. Due to the manner in which Ref. [52] organised this Hamiltonian a site
in monomer 1, 2, 3 is indicated as site 1, 1’, 1”. The units are cm−1.
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2 3 10 11 12 8 9 1’ 13 14 4 5 6 7
2” 1.11 5.22 0.76 -0.51 -0.51 -1.15 -2.33 0.22 -0.44 -2.51 1.15 -0.34 1.17 1.82
3” 8.14 -6.53 -2.05 -0.15 2.40 1.32 2.33 -1.45 -4.36 4.15 -0.50 0.50 -0.41 -0.97
10” 2.95 -0.91 -0.68 -1.13 1.14 0.50 0.68 -0.34 -1.19 0.70 -0.19 0.22 -0.23 -0.43
11” 0.55 -1.21 -0.36 -0.24 0.42 0.44 0.71 -0.09 0.22 0.81 -0.30 0.17 -0.36 -0.56
12” -0.69 1.29 0.51 0.57 -0.29 -0.11 -0.41 0.35 -0.93 -0.76 -0.01 -0.04 0.10 0.20
8” 0.08 -0.54 0.54 2.70 -0.61 0.40 0.42 0.46 0.38 0.74 -0.59 0.04 -0.41 -0.47
9” -10.66 0.23 2.25 4.63 -3.19 -0.23 -0.34 0.89 5.24 -4.57 -0.26 -0.23 -0.12 -0.00
1 49.64 -5.89 -5.95 24.89 9.13 2.78 3.79 -0.43 -10.79 3.59 -2.51 0.77 -1.87 -2.49

13” -1.20 -0.48 0.07 0.45 -0.66 -0.17 -0.17 0.23 2.00 0.49 -0.25 -0.22 -0.23 0.22
14” -0.86 -0.91 -0.01 0.29 -0.07 0.38 0.43 0.73 0.97 1.11 -0.68 0.12 -0.66 -0.68
4” -0.90 2.56 0.54 0.27 -0.67 -0.71 -1.05 -0.25 -1.08 -3.91 0.87 -0.29 0.80 1.21
5” 0.66 -0.26 0.06 -0.32 0.48 0.22 0.18 0.16 -0.97 3.43 -0.49 0.07 -0.24 -0.34
6” -0.82 2.80 0.25 -0.78 -0.36 -0.67 -0.99 -0.34 -0.89 -5.63 1.07 -0.20 0.82 1.20
7” 0.53 3.18 -0.20 -0.85 -0.43 -0.66 -0.94 -0.59 8.18 0.73 1.34 -0.20 0.88 1.51

Table C.3: The subsystem Hamiltonian for the intersite couplings between monomers
in the LHCII light harvesting complex from Ref. [52]. Used as Hinter in the con-
struction of the Hamiltonian for the trimer. Due to the manner in which Ref. [52]
organised this Hamiltonian a site in monomer 1, 2, 3 is indicated as site 1, 1’, 1”.
The units are cm−1.

1 2 3 4 5 6 7 8 9 10 11 12 13
1 15094 -57.22 7.04 2.56 2.08 -2.86 -3.19 5.18 3.54 -21.96 -1.49 4.46 0.20
2 -57.22 14593 40.94 6.15 6.53 -7.98 -7.46 26.86 -11.53 1.08 -12.46 -3.55 -0.75
3 7.04 40.94 14615 -6.15 -9.34 -5.05 2.37 -78.70 11.20 -1.91 2.71 5.10 5.76
4 2.56 6.15 -6.15 14734 36.87 -8.98 -1.96 4.97 -4.76 -4.56 -0.29 1.47 3.86
5 2.08 6.53 -9.34 36.87 14921 -14.14 -5.24 6.73 -2.02 -2.77 0.67 1.49 2.53
6 -2.86 -7.98 -5.05 -8.98 -14.14 14913 5.08 -19.25 -1.12 3.05 0.76 -4.47 -3.65
7 -3.19 -7.46 2.37 -1.96 -5.24 5.08 14951 -29.86 52.52 6.53 0.05 -2.77 -1.44
8 5.18 26.86 -78.70 4.97 6.73 -19.25 -29.86 14478 6.39 -6.29 -1.73 4.49 2.67
9 3.54 -11.53 11.20 -4.76 -2.02 -1.12 52.52 6.39 14636 -40.68 -20.16 6.20 0.66
10 -21.96 1.08 -1.91 -4.56 -2.77 3.05 6.53 -6.29 -40.68 14750 -95.75 -2.33 -2.89
11 -1.49 -12.46 2.71 -0.29 0.67 0.76 0.05 -1.73 -20.16 -95.75 14697 3.29 0.36
12 4.46 -3.55 5.10 1.47 1.49 -4.47 -2.77 4.49 6.20 -2.33 3.29 14492 58.97
13 0.20 -0.75 5.76 3.86 2.53 -3.65 -1.44 2.67 0.66 -2.89 0.36 58.97 14717

Table C.4: The subsystem Hamiltonian for the CP26 light harvesting complexes from
Ref. [59], the units are cm−1.

The subsystem Hamiltonian for the 7-site and 8-site FMO model is provided in

Tables C.4 and C.6, respectively. The 8-site FMO model was used as the Hmono to

construct the FMO trimer Hamiltonian and the intersite couplings (Hinter) between

monomers in provided in Table C.7.

1 2 3 4 5 6 7
1 12410 -87.7 5.5 -5.9 6.7 -13.7 -9.9
2 -87.7 12530 30.8 8.2 0.7 11.8 4.3
3 5.5 30.8 12210 -53.5 -2.2 -9.6 6.0
4 -5.9 8.2 -53.5 12320 -70.7 -17.0 -63.3
5 6.7 0.7 -2.2 -70.7 12480 81.1 -1.3
6 -13.7 11.8 -9.6 -17.0 81.1 12630 39.7
7 -9.9 4.3 6.0 -63.3 -1.3 39.7 12440

Table C.5: The subsystem Hamiltonian for the 7-site FMO monomer light harvesting
complex as used in Ref. [28] and from Ref. [76], the units are cm−1.
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1 2 3 4 5 6 7 8
1 186 -80.3 3.5 -4 4.5 -10.2 -4.9 21
2 -80.3 81 23.5 6.7 0.5 7.5 1.5 3.3
3 3.5 23.5 0 -49.8 -1.5 -6.5 1.2 0.7
4 -4 6.7 -49.8 113 -63.4 -13.3 -42.2 -1.2
5 4.5 0.5 -1.5 -63.4 65 55.8 4.7 2.8
6 -10.2 7.5 -6.5 -13.3 55.8 89 33 -7.3
7 -4.9 1.5 1.2 -42.2 4.7 33 492 -8.7
8 21 3.3 0.7 -1.2 2.8 -7.3 -8.7 218

Table C.6: The subsystem Hamiltonian for the 8-site FMO monomer light harvesting
complex as used in Ref. [47] and from Ref. [77]. Used alone and as Hmono in the
construction of the Hamiltonian for the FMO trimer. The units are cm−1.

1 2 3 4 5 6 7 8
1 1 3 -0.6 0.7 2.3 1.5 0.9 0.1
2 1.5 -0.4 -2.5 -1.5 7.4 5.2 1.5 0.7
3 1.4 0.1 -2.7 5.7 4.6 2.3 4 0.8
4 0.3 0.5 0.7 1.9 -0.6 -0.4 1.9 -0.8
5 0.7 0.9 1.1 -0.1 1.8 0.1 -0.7 1.3
6 0.1 0.7 0.8 1.4 -1.4 -1.5 1.6 -1
7 0.3 0.2 -0.7 4.8 -1.6 0.1 5.7 -2.3
8 0.1 0.6 1.5 -1.1 4 -3.1 -5.2 3.6

Table C.7: The subsystem Hamiltonian for the intersite couplings between monomers
in the FMO light harvesting complex as used in Ref. [47] and from Ref. [78]. Used as
Hinter in the construction of the Hamiltonian for the trimer. The units are cm−1.
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