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Abstract

The synchronization of multi-robot systems has numerous applications, including
search and rescue missions and collaborative manufacturing. In multi-agent systems,
information transmission delays in the communication network can lead to the degra-
dation of overall system performance. The work in this thesis leverages the existence
of delayed information in the controller feedback and proposes a method of tuning the
controller parameters online with fuzzy logic to improve the synchronization perfor-
mance. Teams of direct current motors and teams of Euler-Lagrange manipulators are
considered. The stabilities of the proposed linear and nonlinear control policies are
analyzed by defining mixed-type error dynamics and using linear matrix inequality
techniques and Lyapunov’s method. Simulations are conducted to observe the effect
of introducing self-delayed states into the controller feedback for different networks
and the effectiveness of the proposed fuzzy logic control method. Experimental test-
ing of a group of Phantom Omni manipulators are performed to validate the proposed

controller.

X
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Chapter 1

Introduction

This chapter describes the importance of multi-agent systems (MASs) for practical
applications in various industries and gives an overview of the motivation, contribu-

tion, and outline of this thesis.

1.1 Applications of Multi-Agent Systems

In the field of robotics, MASs have a broad scope of applications in numerous in-
dustries. Tasks suitable for robotic MASs include military intelligence, surveillance,
target acquisition, and reconnaissance (ISTAR), military demining, altitude align-
ment of satellites, marine exploration and sampling, and autonomous transportation.
Two potential applications discussed in this chapter are military search and rescue

missions and smart collaborative manufacturing.

1.1.1 Search and Rescue

During disaster relief, after situations such as earthquakes, floods, wildfires, terrorist
attacks, and nuclear explosions, search and rescue missions are employed to locate,
rescue, and medically assist victims [4]. The deployment of an intelligent, cooperative
team of robotic MASs in a search and rescue scenario can minimize injuries to rescue
workers and victims, improve the response time, and increase the operating range
to otherwise inaccessible areas [5]. A diverse team of multiple robots can provide
extensive information on the environment from various locations and reduce operating
costs by optimizing the distribution of sensors and equipment between different robots
to minimize payload requirements [6]. Fig. 1.1 shows an example of a robot used for

a search and rescue mission.
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Figure 1.1: Ground robot used for military applications [1]

1.1.2 Collaborative Manufacturing

Cooperative robotic manipulators are becoming increasingly prevalent in the man-
ufacturing industry as robots become progressively cost-effective, intelligent, and
adaptable and Industry 4.0 continues to develop and popularize. Industry 4.0 offers in-
creased automation and minimized human intervention through machine-to-machine
communication and cloud-based data collection, and cooperative smart robotic ma-
nipulators play a major role in this revolution of traditional manufacturing. The use
of multiple robotic arms can grant higher payload manipulation and allow for more
complex manufacturing operations. In an assembly line, there is often a requirement
for numerous manipulators to operate simultaneously on the same task or operate
collaboratively on a common task in a safe and efficient manner [7]. Fig. 1.2 shows

an example of multiple robots used for an industrial manufacturing process.



Figure 1.2: Multiple manipulators used for manufacturing applications [2]

1.2 Research Motivation

Compared to an individual robot, a team of robots can achieve higher operating
efficiency, are more robust in response to hardware and software failures, and can
complete complex tasks. To avoid a single point of failure, MAS controllers are
designed to be decentralized, such that each agent is operating individually and only
using local information of itself and its communicating neighbors.

The synchronization of a group of networked agents is an important control task
where the objective is to direct the states of all agents to converge to a common
value. In MASs, the terms synchronization and consensus can be interchangeable,
though synchronization typically refers to converging to a time-varying trajectory,
whereas consensus typically refers to converging to a constant value. The successful
completion of MAS tasks is often evaluated by the accuracy of synchronizing the
states of interest for all agents.

In most applications, agents in MASs communicate through a wireless network,
which can have limitations such as delays in data transmission. The presence of
delays in the network can reduce the synchronization tracking accuracy of a MAS
and cause the system to become unstable. The motivation of this work is to minimize
the adverse effects of network delays on the synchronization performance of MASs in

the context of robotics.



1.3 Thesis Contribution and Outline

The primary contribution of this thesis is the development of novel control methods
for linear and nonlinear MASs with time-varying communication network delays.
The objective of the proposed controllers is to improve the synchronization tracking
performance for teams of leader-follower MASs. The decentralized controllers are
designed with mixed-type feedback, which considers each agent’s error at the current
time and at the estimated delayed time. Time-varying gains and proportions of the
delayed feedback error are used to adapt the controller to various factors, such as
external disturbances and friction. Fuzzy logic is employed as a nonlinear technique
to tune the control parameters online. Lyapunov and linear matrix inequality (LMI)
techniques are employed to prove the stability of the control policies. Extensive
simulations are conducted to identify the impact of the proposed controllers on the
overall system performance and demonstrate the importance of selecting suitable
control parameters. Experiments are conducted with real-time devices to validate
the control policy in the presence of network delays and external disturbances.

The contents of this thesis are organized as follows. Chapter 1 introduces the
importance of robotic MASs in various industries and the significance of this work.
Chapter 2 presents literature that has provided a foundation for this research. The
literature is related to leader-follower topologies, MASs with limited communication,
sliding mode control (SMC), and applications of fuzzy logic in conventional control
problems. Chapter 3 provides important background in graph theory, kinematic and
dynamic modeling, Lyapunov’s method, and various mathematical theories that are
required for the remaining chapters. Chapter 4 and Chapter 5 describe the controller
design, stability proof, and results for linear MASs and Euler-Lagrange (EL) MASs,
respectively. Chapter 6 concludes the preceding work and proposes several prospective

areas for future research.



Chapter 2

Literature Review

This chapter presents recent literature on the topics of leader-follower communication
topologies, MASs with network delays, applications of SMC, and the use of fuzzy logic
control (FLC) in linear and nonlinear control. This chapter highlights the areas of
research that have not been explored in existing literature that are addressed in this

thesis.

2.1 Leader-Follower Communication

The communication networks employed in this work take the form of leader-follower
topologies. The leader-follower control approach is common for the synchronization,
consensus, and formation problems in MASs, where the leader does not receive in-
formation from the follower agents and acts independently [8]. It is required that at
least one follower receives information directly from the leader and in many applica-
tions, the leader is a virtual agent [9, 10]. There have been numerous approaches in
developing decentralized controllers for MAS consensus that adopt the leader-follower
communication topology [11, 12, 13]. In [14], a decentralized controller is proposed
for the synchronization of uncertain EL agents in an ideal leader-follower communi-
cation network. The work in [15] applies non-singular terminal sliding mode control
(NTSMC) with constant parameters to synchronize a group of follower manipulators

with a virtual leader.

2.2 Communication Constraints

Communication delays in the information exchange between agents, which can be a
result of limited bandwidth, excessive data transmission, or actuator response time,
can cause undesired oscillations and instability in MASs [16]. These delays can intro-

duce a significant latency between the states of the agents, particularly if the follower
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agents are receiving information indirectly from the leader agent, and can decrease
the tracking performance of the MAS [17]. Methods of ensuring stability of MASs
with time-varying communication delays have been presented in [18, 19, 20]. With
the presence of time-delay in the network there exists two independent types of feed-
back, feedback without self-delay and feedback with self-delay [21]. The combination
of feedback with and without self-delay is termed as mixed-type feedback and can be
integrated in the controller design, where the self-delay is approximated as the aver-
age of the known time-varying delay [22]. Work in [23] has proposed a mixed feedback
controller for a group of EL systems. Another special form of mixed feedback con-
troller was proposed in [22], which showed a promising leader-following results in a
multi-manipulator system. However, the controllers in previous literature are applied

with constant weightings of self-delayed feedback.

2.3 Sliding Mode Control

EL systems are used to model nonlinear systems, with practical applications in robotic
manipulators, autonomous underwater vehicles, and legged robots [19]. Due to the
complexity of nonlinear systems, it is difficult to determine the exact EL model,
introducing uncertainties to the system. SMC can compensate for unknown external
disturbances, friction, and uncertainties and is commonly used as it is robust and easy
to design and implement [24]. Recent work has been done on implementing SMC for
the consensus of multiple nonlinear systems [25, 26]. NTSMC is advantageous over the
conventional SMC as it can converge in a finite time, results in higher performance,
and avoids the singularity problem caused by the nonlinear switching surface [27]. In
[28] and [29], NTSMC methods are applied to nonlinear MASs. In [30], a distributed
sliding-mode control algorithm is proposed for a group of EL agents. These methods

are limited to constant control gains and are applied to networks without delays.

2.4 Fuzzy Logic in Control Systems

Fuzzy logic provides a nonlinear mathematical representation of noisy, uncertain,
and imprecise information. In control applications, FL.C is advantageous over other

nonlinear approaches in that it provides a representation based on human perception
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and therefore the user can easily integrate their experience into the controller design.

The performance of conventional proportional-integral-derivative (PID) controllers
diminishes when time delays are introduced into the system [31], therefore adaptive
PID controllers have been developed. A popular method is to use FLC for the online
tuning of the PID gain parameters. There have been several works [32, 33|, that have
used FLC to tune PID controllers to improve the performance of individual direct
current (DC) motors. While there has been significant research in applying FLC to
a single system with state or control input time delays [34, 35], there has not been
work that has applied FLC to linear MASs with time-varying delays.

FLC has also been used in literature as an adaptive control method for nonlinear
systems. In [36], a FLC system is used to compensate for the uncertainties of a single
Euler-Lagrange system. In [37], a proportional-derivative (PD)-based fuzzy sliding
mode controller is used to improve the tracking performance of a 3-degree-of-freedom
(DOF) upper-limb exoskeleton. Fuzzy-logic-based methods are commonly used as
adaptive methods to approximate non-linearities of systems with time delays as in
[38]. In [39], adaptive fuzzy logic systems are used to tune the parameters of a SMC
policy to reduce the chattering of a single manipulator. However, limited work exists

on integrating NTSMC and FLC for MASs with network constraints.



Chapter 3

Background Theory

This chapter introduces fundamental theories and concepts that are used throughout

the remaining chapters of the thesis.

3.1 Communication Theory

This section presents the mathematical representation and preliminaries of multi-

agent communication networks and the time-varying delay model used in this work.

3.1.1 Graph Theory

Graph theory can be used as a practical method of modeling the communication
structure of MASs [40, 41, 42]. Once a network communication topology has been
established, the system can be analyzed using sub-graphs and graph matrices.

A directed graph, also known as a digraph, is represented by G = {V, £, A}. The
finite non-empty node set, V = {1,2,..., N}, represents the agents. The edge set,
E CV x V, represents the communication channels between agents. The adjacency
matrix A = [a;|nxn € RN*N describes the connectivity between agents i and j,
where a;; = 1 for (j,4) € £, otherwise a;; = 0. A directed edge, (i,7) € £, indicates
that the child node j can receive information from the parent node i. In the case of
an undirected graph, the edges are bidirectional and (7, 7) € £ <> (5,i) € €.

The degree of an undirected graph, d(n), is defined as the number of nodes adjacent
to a given node, n. For a digraph, the set of neighbors of node 7 is defined as
Ni={j € V|(j,i) € £} and the in-degree of node i is defined as d; = }_7_, a;;. The
degree of the digraph G is represented as D = diag{d,ds, ...,d,}. The Laplacian
matrix, £, is given by £ = D — A. For undirected graphs, L is symmetric, whereas
for directed graphs, L is generally asymmetric.

A directed path is a series of connected edges within a digraph. A digraph is

considered strongly connected if each node has a directed path to every other node

8
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and considered complete if each node has an edge to every other node. A digraph
is considered a directed tree if it has a single node that has directed paths to every
other node and does not have a parent node. A directed spanning tree is a directed
tree within a graph. The communication networks that are considered in this work
are assumed to be directed trees with a single leader agent as the root node and are
assumed strongly connected.

For a leader-follower network with a single leader, the leader agent can be defined
as agent 0 and the connectivity between the leader and followers can be represented
by the leader-connectivity matrix, B = [b; by ... by]T, where b; = 1 if the i** follower
is connected to the leader, otherwise b; = 0. In this case, the adjacency matrix, Ay,
represents the connectivity of the followers.

Fig. 3.1 shows an example of a simple leader-follower topology. The graph is

described by the following general matrices

(00 0 0 [0 0] (0 0 0 0]
1001 0 2 0 -1 2 0 -1
A= , D= , L=
0100 0010 0 -1 1 0
0010 0001 0 0 -1 1
The graph in Fig. 3.1 can also be represented as

001

B:[1 0 o],Afz 100

010

Figure 3.1: Example of a four agent leader-follower communication topology
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3.1.2 Time-Delay Model

In this work, the information is assumed to be transmitted through user datagram
protocol (UDP). UDP is a commonly used, low-latency network transport protocol
[43].

The asynchronous time-varying delay between agent ¢ and agent j can be repre-
sented as Tj;(t) = Ti; + 6;;(t), where Tj; is a constant average delay value and d;;(t)
is the deviation, ranging from —&;; to d;;. An example of T};(t), measured through a
wired LAN connection, is shown in Fig. 3.2.

Assumption 1. The estimated communication delay, T, is known. In practice, T
may be approximated by identifying the network’s communication protocols or by ex-

perimentally observing message timestamps between agents [23].

Time-Varying Delay
T

1.5 T

1 1 1 I
0 200 400 600 800 1000
Time (ms)

Figure 3.2: Example of a time delay between agent i and j, Tj;(t), where T;; = 1.25ms
and d0;; = 0.25ms

Remark 1. The values for the average and deviation of the time-varying delays used
i this work are chosen as the typical latency values in a wireless network for robots
in an indoor environment [44]. Note that these network delays can be affected by
numerous factors, such as the physical environment, the hardware of the agents, the

relative motion of the agents, and the number of communicating agents in the network.

3.2 Performance Metrics

In this work, the synchronization performance of a MAS is evaluated by two met-

rics. The first metric is the measure of the total root mean squared error (RMSE).
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The RMSE evaluates the difference between leader’s state, @ (t), and each follower’s

states, x;(t), i =1,..., N,

RisE— 33 \/ SEEUEE AT -

i=1 n=1

where N is the number of states and P is the total number of sampling points.
The second performance metric is the maximum error, E,,.., which is calculated

as

Frar = _ 035 ({@1.0(r) = @i (1)]). (32)

3.3 Mathematical Theory

This section introduces the definitions and backgrounds of the fundamental mathe-
matical theories used in the remaining chapters of the thesis.

3.3.1 Kronecker Product

The Kronecker product [45], represented by the symbol ®, of A € R™™ and B €

RP*4 results in matrix C € RP)*X(09) defined as

(,L11B e alnB
C=A®B=| : -~ |. (3.3)

amB ... anu.B

3.3.2 Schwarz’s Inequality

For any two real integrable functions, f(x) and g(z), Shwarz’s inequality [46] is defined

as

{ . f(z:)g(x)dxr < / [f(2x)]? da /n l9(2)]? dz, (3.4)

which holds equality if and only if f(x) = ag(x), where « is a constant.
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3.3.3 Lyapunov Stability

The stability of a nonlinear system can proven by defining a Lyapunov function and
ensuring that the function satisfies several conditions. The concept of Lyapunov
theory is that the constructed function describes the energy of the physical system
and the conditions ensure that the energy of the system decreases, guaranteeing
stability [47]. The basis of Lyapunov theory can be described as follows. Consider
an autonomous nonlinear system, x = f(x). The system is considered asymptotically
stable at x = 0 if there exists a Lyapunov function, V(x), that satisfies the following

conditions [48]:

e The Lyapunov function is differentiable, continuous, and the initial conditions

are zero: V(0) = 0.
e The Lyapunov function is positive definite: V(x) > 0.
e The derivative of the Lyapunov function is negative definite: V(a:) < 0.

The system is considered globally asymptotically stable at x = 0 if the following
condition is satisfied [48]:

e The Lyapunov function goes to infinity as x goes to infinity: ||x|| — oo =

V(x) — 0.

Nonlinear controller design using Lyapunov theory involves defining a function of
the system states and constructing a control policy that ensures that this function
decreases [47]. A Lemma is introduced in Chapter 5, based on the work in [49], that
proves the local finite-time stability and defines a bound for the settling time of a

non-Lipschitz continuous nonlinear system using the Lyapunov stability theorem.

3.3.4 Lipschitz Condition

A function, f(x), is considered Lipschitz if the condition

[f(a) = f(b)] < Kla =], (3.5)
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holds for some value of K, where K > 0 [50]. Therefore, a function is considered
non-Lipschitz if no value of K satisfies (3.5), indicating that the derivative of a non-

Lipschitz function is not bounded.

3.4 Non-Singular Terminal Sliding Mode Control

SMC is a robust nonlinear control method that is used for its ability to operate in
the presence of uncertainties and external disturbances [51]. A NTSMC method is
proposed in [52] to avoid the singularities that can occur in the traditional SMC. The

basic NTSMC policy is constructed as follows. Consider a nonlinear system

i‘l = T2,

(3.6)
iy = f(x) + g(z) + b(z)u,

where & = [z, 157 is the state vector, f(x) and b(x) are smooth nonlinear functions,
g(x) represents the external bounded disturbances, and u is the control input. A
sliding variable is designed as

s =x1 + pxg, (3.7)

where 5 > 0 is a design constant and o = p/q with p > 0, ¢ > 0 and p, ¢ are adjacent
odd numbers such that 1 < a < 2. A control law can be designed as a function of
the system dynamics and a switching function. The switching function used in this

work is sgn(s) which denotes the sign function, defined as

1 ifs>0
sgn(s) =<0 ifs=0 (3.8)
-1 ifs<0.

The control law is then commonly designed as

uw=—b"t(x)(f(x)+ gxg_a + (G +n)sgn(s)), (3.9)

where G is the upper bound of the disturbances and 7 is a constant design parameter.

The control input, u, is designed such that the sliding surface, s, can be reached in
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finite time by using Lyapunov based stability analysis method. In comparison to
terminal sliding mode control, the NTSMC control law in (3.9) does not contain a
term with z; in the denominator, which eliminates the risk of division by zero and
encountering a singularity during the reaching phase or due to computational errors

or uncertainties [52].

3.5 Phantom Omni Model

In this thesis, Phantom Omni haptic devices are used in the numerical and experi-
mental case studies of EL MASs. The Phantom Omni is a device used for operators
to touch and manipulate virtual objects. The device can provide haptic feedback,
and therefore it can be used as a small-scale manipulator that is controlled by joint
torque inputs. This section describes the forward kinematics and dynamic model used
in simulations and experiments. The inverse dynamics are not considered in this work
as it is assumed that the joint variables can be directly obtained from the devices.
The Phantom Omni device is treated as a 3-DOF manipulator and is comprised of
a single serial chain that links three actuated revolute joints. Here, the position of
the end effector is represented by & € R? and the joint angles are represented by
g € R3. The diagram of the Phantom Omni device is shown in Fig. 3.3, outlining
the reference frame used in the following sections and the estimated parameters are

presented in Table 3.1.

Figure 3.3: Phantom Omni device with link lengths and joint angle convention labels
3]
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Table 3.1: Estimated parameters for Phantom Omni dynamic model

Parameter Value Parameter Value
g(kg-m/s?) 9.8 Pa(kg-m?) 7.0x 1073
I,(m) 0 p3(kg-m?) 8.0x 1073
Io(m) 0.130 | ¢u(kg-m?) 0.4 x1073
I3(m) 0.135 o5(kg-m) 9.1 x 1073
é1(kg-m?)  3.7x1073 | ¢(kg-m) 52x 1073

3.5.1 Forward Kinematic Model

The position, velocity, and acceleration of the end effector can be determined by
the following functions of the joint angles, joint angular velocities, and joint angular

accelerations:

7Cy

= |rs|, (3.10)
h

&= Jq, (3.11)

&=Jd+Jq. (3.12)

where ¢; = cos(q(i)), s; = sin(q(i)), 7 = lacy + l3ca3, and h = l389 + l3s93. The
link lengths, [;, are given in Table 3.1. The Jacobian matrix and deriviative of the

Jacobian matrix are defined as

—rs; hep  13C1S93
J = rC1 —hSl —1381823 5

0 T l3C23
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—rey hs1 I351893
hsy —rcy —l3cicog
I3s1803  —l3cica3  —l3cicCo3
(jT 0 0 7S hCl l3C1$23
j = 0 _qT 0 hCl St l381C23 5
0 —qT l3cisas  I3s1Ca3 I3s1C23
0 0 0
0 h 13823
i 0 [3823 [3823 ]

where ¢;; = cos(q(i) + q(j)) and s;; = sin(q(7) + q(j)).

Remark 2. When operating the Phantom Omni device in Simulink, the measured
joint angles, g™, must be converted to match the convention used in the kinematic

model, q, as

-1 0 0 0
gq=10 1 0/g"—10 (3.13)
0 —1 1 z

3.5.2 Dynamic Model

The dynamic model of the Phantom Omni device can be represented by an EL system
as

Mi(qi)%; + Ci(qi, qi)Ti + gi(qi) = u; + fi, i €N (3.14)

where g; € R¥ is the joint position vector, &; € R? is the end effector’s position vector
in the task space, M; € R3*3 is the inertia matrix, C; € R**? is the Coriolis and
centripetal torque matrix, g; € R? is the gravitational torque vector, u; € R? is the
control input, and f; € R? is the disturbance vector. The disturbance vector combines
external disturbances and frictional forces as f; = d; + fif (q;), where d; € R? is the
upper bounded external disturbances and fif € R? is the upper bounded frictional
forces.

The parametric matrices and vector, M, C, and g, of the Phantom Omni device
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n (3.14) are modeled as

hiy 0 0 0
M=10 hy hs|.9=| g(¢sc2+ scas)|
| 0 hg2 hgg 9623
—a1g(1) + a:d(3) —amg(l)  —a:d(1)
¢= a1q(1) —a3q(3) —a3(q@(2) +4(3))| >
azq(1) a3q(2) 0

where

h11 = @1 + ¢2€; + b3Cas + 2040,

haa = g2 + ¢35 + 2¢4c3,

has = h3z = @3 + acs,

hss = ¢s,
a1 = PaC28y + P3ca3Sa3 + Pacasin(2q(2) + q(3)),
as = 323823 + PaCaSas,

as = ¢453.

The values used to estimate the dynamics of the Phantom Omni device are given in
Table 3.1.

In this work, the internal viscous frictional forces are considered negligible com-
pared to the internal coulombic frictional forces [53]. The coulombic friction applied

to the manipulators in simulation are modeled as

f! = fsen(@) Nm

where f. = [0.006,0.012,0.010]” Nm is the coulombic friction matrix, obtained ex-
perimentally in [54].

As a safety measure to avoid damaging the manipulators, the control input, wu;,
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is limited to a saturated control input vector, 8;(u;) € R¥, which is given as

U sgN (Ui U | = Usy
Oua(ug) = { (e RE I=1,... .k (3.15)
U; 1 lwig| < iy,

where #;; is the saturation bound, given by the hardware limitations of the agent,

defined for the Phantom Omni devices as

T
a = [0.28 027 0.19] N (3.16)



Chapter 4

Improving Performance for Linear M ASs

This chapter introduces the framework of synchronizing a networked group of linear
agents in the presence of asynchronous time-varying delays. The proposed control pol-
icy is presented and a method of deriving a stable range of gains from LMI conditions
and Lyapunov criteria is established. An approach to tuning the control parameters
online using FLC is introduced. Simulations of a group of linear DC motors are con-
ducted to demonstrate an improvement in the synchronization tracking performance

by implementing the proposed controller and tuning the control parameters online.

4.1 Problem Formulation

Consider a MAS composed of N homogeneous linear agents, represented by the fol-
lowing dynamics
Xi = AXZ‘ + Bui,
(4.1)
where x; € R" is the state vector, y, € R” is the system output, u; € R™ is the control
input for the ith follower. The known system dynamics are described by A € R"*™,

B € R™™ and C' € RP*",

Assumption 2. In this chapter, the communication networks are assumed to be
strongly connected. It is also assumed that the leader agent does not receive any in-
formation from the follower agents and that the communication between the followers

is undirected.

4.2 Control Development

In this section, a mixed-type feedback controller is proposed, the closed-loop error

dynamics are derived, an LMI condition is established to compute a stable range of

19
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gains, and an FLC system is developed to tune the controller parameters as a function

of the total error of the MAS.

4.2.1 Controller Design

With the existence of communication delays in the network, the delayed states of the
agents can be introduced into the system, termed as the mixed-type error feedback,
to help improve the synchronization performance [23, 22]. Mixed-type feedback is
integrated into the control method developed in [55]. In this thesis, the resulting

controller is proposed as

u; = u;, +u;,

uia‘ = lXi,
u, = =K (5 D ay(et) =t = (T +6,)
" IEN;
F S ayllt = Ty) = %500 — (T, + 6,)), (12)
Ni JEN;

where u,, is the local feedback controller, u;, is the mixed-type feedback network
interaction controller, a;; are elements of the network adjacency matrix, and N is
the neighbor set, used to compensate for scaling networks. The positive constant
parameters, k1 and ko are related by k1 + ko = 1, where k; defines the proportion of
feedback without self-delay and r9 defines the proportion of feedback with self-delay.
The local gain vector, 1, can be designed using the pole placement method and the

network gain vector, K, is designed using LMI and Lyapunov-based methods.

4.2.2 Error Dynamics

The closed-loop dynamics of (4.1) with the proposed controller (4.2) can be repre-

sented as

% =(A+ Bl)x; — C1 > aii(xi(t) = x;(t — (T + 6)))
JEN;

—C Zazj(xi(t—Tij) —x;(t = (T3 + 6i5))). (4.3)
JEN;



where
BKK]
C) = ,
1 ,/\/;
BK/‘JQ
Cy = )
2 ./\/;
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The system error for the ith agent is defined as e;(t) = x;(t) — x1(¢),7 € 2,...,N.

Subsequently, the error dynamics can be written as

JEN; Jj€

—C1 Y ayei(t—Ty) +C1 Y ayer; — Co Y aile(t

JEN JEN JEN;
— 02 Z aijéi]’ — 02 Z aljej(t — E]) + CQ Z aljélj,
JEN; JEM JEM

where

& = x;(t) —x;(t — T;),
& = X;(t — Ty;) —x;(t — (T35 + 05)).

The overall system error dynamics can be written as

é=Ae+ Le(t — T;;) + TA,

where
A == IN—l ® (A + Bl),
T
A= |e e]
r=|i L},
T
e=lel e - o
~ T AT ]t
e=|e, e eN] ;
T AT T T AT r 17
€= € € "~ €N " eyn; €yny - eNN] ,

N,
—Ty) — e;(t — Tiy))

JEN;

(4.4)

(4.7)
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L=L1®O37
L=1L,xC,
—a12 — Ejvzl ;5 —a13 + Ao e —a1N + Gon
I —a12 + 32 —(113—2;\]:1@33' —aiN + agny
1 — i )
N
| —Qi2 F ane _alN_EjzlaNj_
- N ;
_Z]=1a2j O o« .. O
N
Lo| © Zhe o0 |
N
0 e =N a|
ay AN —ag o —agy 0 e 0
ay - aly 0 - 0 —az o+ —asy
Ls=
ay - aly 0 - 0 0o .- 0
0 0
0
_a’Nl « .. aNN-
BK
Cs=C1+Cy = )
3 1 2 N

Remark 3. Since the communication topology follows a leader-follower structure,

aj; = 0,7 € 2,...,N and because the communication networks considered in this work

are bidirectional, the matrices, L;,1 = {1,2,3}, are symmetric.
The linear system in (4.1) with the proposed controller (4.2) will reach consensus

and synchronize if the overall system error dynamics (4.7) is stable.

4.2.3 Stability Analysis

Theorem 1. With the existence of asynchronous time-varying delays d;;, the system

(4.1) achieves consensus asymptotically under the control law (4.2) for a given control
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gain vector K € R™ and positive scalars v and Tij, if there exists symmetric positive
definite matrices Pyy, P, Q11, Qa2, Ri1, Rog, S € R™", and arbitrary matrices Ny,
My e RV, fel,---,5, that satisfy

_Hm—{—S * * * * .
H,, H;,, =x * * *
S i (YR TS RO AT
Hi,, Hi, Hi,; H;, x* *
H;., H,, H,, H,, H. *
oMy M oMy oMy M LT

= (N = 2)Q11 + Tj;(N — 2)Ryy + Ny + NI + My (A + Bl) + (A + B)TMT,
= —N{ + N+ My(A+ Bl) + \,C3 M,

= —(N=2)Qu — Na — NQT + \M>Cs + AngMQT,
= (N —2)P;; + N3 — My + M3(A + Bl),

= — N3+ N\ M5Oy — M,
= (N —2)Qx + Tz‘j(N — 2) Ry — M5 — M?,T,

= (N —2)Pay + Ny + M,(A+ Bl),

= —(N — 2).P22 — N4 + >\¢M403,

:_M47
N —2

*I; .

Rllv

= N5 — N{ + M5(A + BI),
= —Ny — Ng + N\ M5Cs,

:_Ng_M&
=—NT,
N -2
= N5 — Ry — N7,

)
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and \; 1s the ith eigenvalue of Ly arranged in ascending order. The consensus error

s bounded b
is bounded by “NApnaa(TTD) || A2

)\mm(S)

where Apaz(+) and Apin(+) denote the mazimum and minimum eigenvalues.

le(t)]| < (4.9)

Remark 4. The bounded consensus error defined in (4.9) is a function of I'; A, ~
and S, where T" is dependent on the adjacency matriz, A, and the gain vector, K,
A is dependent on the self-delay error of each agent (4.5), and v and S are design
parameters. The design of v and S offer a trade-off between reducing the error bound,

lle(t)||, and reducing the feasibility of the inequality (4.8) [55].

The inequality (4.8) is similar as presented in [55], where the Lyapunov function
and the corresponding stability proof can be found. Compared to the work in [55],
rather then computing the static gain vector, K, the inequality (4.8) is constructed
and run iteratively to derive a feasible, stable range of gain values that the controller

can operate within.

4.2.4 Fuzzy Logic Control

In general, the FL.C tuning is applicable for the controller gain K design. FLC was
chosen for the online tuning method of the controller parameters because it is easy
to implement and update, it is suited to tolerate the randomness and non-linearities
of the time-varying delays, and it can be developed based on user experience and the
response of the system. For a simple case of a system of agents with typical second
order dynamics, a PD type controller is used as a thorough demonstration in this
chapter to demonstrate the tuning method. The PD controller is chosen for several
reasons. The first is that tracking both the position and velocity are important in
the synchronization scenario. The second is to avoid the wind-up error associated
with the integral (I) term and the third is that tuning a PD controller is typically
more straightforward then a proportional-integral (PI) or PID controller. The PD

gain matrix is thus defined as follows with appropriate dimensions

K- [Kp, Kd} . (4.10)
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The results in [23] show that increasing the self-delay in the feedback requires lower
gains to maintain stability and performance. FLC is used to tune the gains and pro-
portion of self-delay in the feedback based on the system error, acting as an adaptive
controller. This presents the opportunity to increase the proportion of self-delay as
the gains are lowered, improving the performance of the system. The FLC-based PD

controller receives the total error, s, as an input which is defined as

8= |:5p7 Sv] ’

where s, is the position error and s, is the velocity error. The error term, s, is

calculated using an exponential moving average calculated as

0, t=1
s(t) = { /(1) t=2 (4.11)
ael(t—1)+(1—a)st—1), t>2

where « is a positive, scalar smoothing factor and

e'(t) = e Z aij(x1(t) — xi(t)),

where € is a normalization factor vector. The inputs are normalized to be in the
interval [—1,1]. The exponential moving average is used to minimize sharp changes
in the error which reduces jittering in the system.

The outputs of the fuzzy controller, K,,, Ky, and k1, are scaling factors in the
interval [0, 1] and are used to calculate the tuning parameters by

K, =K, (K

Pmax

- Kpmin) + Kpmin’
Ky =Ky, (Ka,, — Ka..) + K

min min ?

KJI = "ilf("{’lmax - K'lmin) + H’lmirﬂ

where K

Pmax)

K

Pmin?’

Kg,.... Kaq

the respective controller parameters.

s Bl a0d kq_, - are the upper and lower limits of

Remark 5. In this chapter, it is assumed that each follower agent has access to the
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state information of the leader. Theoretically, the leader’s signal would be transferred
through intermediate follower agents. Practically, this is not realistic as the leader’s
signal delay would propagate as it passes through the follower agents. This issue is

addressed later and the FLC methodology is improved in Chapter 5.

Five membership functions are used for the input and output, resulting in a total
of 75 rules. Fig. 4.1 shows the membership functions of the inputs and outputs for the
fuzzy controller. Triangular membership functions are used to maintain the simplicity
of the FLC. Other membership functions, such as Gaussian and trapezoidal types,
were found to have a negligible impact on the overall performance. The rule base

(a) (b)

NB NS Z PS PB S M B VB

Degree of Membership
o
o N
Degree of Membership
o
o

(=]

—_

o

-1 0.5 0 0.5 1 0 0.5 1
Spy Sv Kyf , Ki 5 Kag

Figure 4.1: (a) Input membership functions and (b) output membership functions for
PD+FLC

uses linguistic terms to simulate human judgment and is based on the user’s control
knowledge. The linguistic terms are defined in Table 4.1. Table 4.2 and 4.3 show the
input-output rule bases for K, and K; and Table 4.4 shows the input-output rule
base for k1. The most common method, center of area, is used for the defuzzification

of the rule bases [33].

Table 4.2: Rule base for Kpf

Table 4.1: Linguistic terms s/5,[NB|NS| Z | PS|PB
N | Negative || S | Small NB | VB|VB|VB|VB|VB
P | Positive | M | Medium NS |B|B|B|M]|VB
V| Very B Big Z Z|Z|M|S|S

PS B | B B | M|VB
Z Zero

PB |VB|VB|VB|VB|VB
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Table 4.3: Rule base for Ky, Table 4.4: Rule base for x1,
sy/sp, [INB|NS | Z | PS | PB sy/s, INB| NS | Z | PS | PB
NB | Z| S| M| M|VB NB | M| B|B| B |VB
NS | S| B | M|VB|VB NS | M| B|B | B |VB
Z M| M| M|VB|VB Z S| S| M| M| M
PS | B |VB|VB|VB|VB PS | B | B| B |M|VB
PB |[VB|VB|VB|VB|VB PB |VB|VB|VB|VB|VB

4.3 Simulations

This section describes the simulation parameters for synchronizing a networked group
of DC motors, investigates the feasible ranges of gains for two network cases, and
presents the simulation results of the performance improvement by the proposed

controller.

4.3.1 Simulation Model

Groups of five and seven agents with the leader-follower communication topologies
shown in Fig. 4.2 are simulated. The corresponding A* and L} matrices are con-

structed as

00000 - -
-3 1 0 1
10101
1 =3 1 0
A*=11 1 0 1 0|, L} = ;
0o 1 -2 1
00101
0o 1 =2
01010 - -
000O0O0O0O _ -
-4 1 1 1 0 0
1011100
1 -4 0 0 1 1
11000 11
, X 1 0 =2 0 0
A=1010010 0], L= ,
1 0 1 =2 0 0
0101000
o 1 0 0 -2 1
0010001
o 1 0 0 1 =2
0010010 - .

where * refers to each case in Fig. 4.2.
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The system is modeled as in (4.1) and each agent has the dynamics of a second
order linear DC motor represented as

x=|.|,A= ,C=1|1, (4.12)
0 0 -2 3 0

where @ is the angular position, 0 is the angular velocity, b = 0.05 Nms is the damping

B =

coefficient, and J = 0.007 kgm? is the moment of inertia. The leader is assigned the
trajectory 6, = sin(%)°. The initial state of the leader is x; = [07 0} T. The initial
position of the followers is 65; = 28.7°, 05, = 14.3°,0,4; = —14.3°, 05, = —28.7°, and the
initial velocity of all followers is 9, = 0°/sec. For the case of seven agents, g = 43.0°

and 02, = —43.0°. The local feedback gain is designed to have the poles p = [O7 —1]

which corresponds to a local gain matrix of 1 = [0, 0.043} .

Each communication topology is simulated with a different measure of delays.
Case (a) simulates the communication topology in Fig. 4.2 (a), subject to time-varying
delays of T;; = 0.02 s and d;; = 0.003 s . Case (b) simulates the communication

topology in Fig. 4.2 (b), subject to time-varying delays of T;; = 0.03 s and 4;; =

0.003 s.
() (b)

Figure 4.2: Leader-follower communication topology for linear simulations with (a)
five agents (b) seven agents



29
4.3.2 Gain Feasibility Results

The range of feasible network gains are determined by Theorem 1 with v = 0.01 and
S = 0.181,,. The following figures show the feasibly ranges of K, and K, where green
represents the feasible range of gains and blue represents the infeasible range of gains.

From Figs. 4.3 - 4.6, it can be observed that as the maximum delay increases, the

]
i
i
i
I
i
|
-

Figure 4.3: Feasibility range for topology  Figure 4.4: Feasibility range for topology

(a) with Tj; =0.033 s

1)mazx

= 0.023 s (a) with Tj;

1)max

[
NN
1 Y

[HEEEE ||
0 10 20 30 40 0 10 20 30 40

Figure 4.5: Feasibility range for topology  Figure 4.6: Feasibility range for topology

=0.023 s (b) with Tjj,,,., = 0.033 s

ijmaz

(b) with T}

7’.j'rnaa:

feasible range of gains is reduced. It can also be observed that having more complex
communication topologies with more communication links can marginally increase

the feasible range of gains for lower maximum delays.

4.3.3 Simulation Results

First, the communication topology in Fig. 4.2 (a) is simulated with delays of Tij =
0.02 s and ¢;; = 0.003 s. Fig. 4.7 shows the RMSE, as defined in Equation 3.1 in
Chapter 3, for cases with time-varying gains, K, and constant proportions of self-

delay, k1. Figs. 4.8 - 4.10 show the position and position error of the simulations for



cases of k1 = 1.00, k1 = 0.75, and k; = 0.50.

presented in Table 4.5.

Figure 4.7: RMSE with various constant values of x; for Case (a)
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60

0.9 0.8 0.7
K1

Position

40 -

20

-20

40

-60

Agent 1
Agent 2| 4
Agent 3
Agent4| |
Agent 5

40

. . . .
1.5 2 25 3 3.5 4
Time (s)

Position Error

-40

I
0 0.5

15 2 25 3 3.5 4
Time (s)

0.6

Angle (deg)

0.5 0.4

Position Error (Transient)

0 0.2 0.4 0.6 0.8 1
Time (s)

Position Error (Steady State)

3 3.2 3.4 3.6 3.8 4
Time (s)

30

The RMSE values for each case are

It can be seen from Figs. 4.7 - 4.10 and Table 4.5 that as k; is reduced and the

proportion of self-delay is increased, the RMSE is reduced. It is also observed in

Fig. 4.7 that once k; is lowered to a certain extent, x; = 0.45, the RMSE begins to
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Figure 4.9: Agent position and position

error for k1 = 0.75 for Case (a)
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Table 4.5: Simulation performance metrics for Cases (a) and (b)

RMSE
Case (a) | Case (b)
k1 = 1.00 18.0° 55.8°
k1 =0.75 14.5° 45.2°
k1 = 0.50 11.6° 35.2°
FLC k, 11.2° 34.1°
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Table 4.6: FLC parameters for Cases (a) and (b)

Case (a) Case (b)

¢ | [3.33 2.00] | [0.83 0.5]
«a 0.98 0.98
K1 max 0.7 0.7
K/lmin 0 O
Kpmax 10 4
Kpmin 5 2
Ka. . 0.3 0.2
Kdmin 0 O

increase. The RMSE begins to increase exponentially for values of k1 below 0.4 and
are excluded from Fig. 4.7. In Fig. 4.10, for k; = 0.5, oscillations appear during the
first 0.5 s in the trajectories of the follower agents.

The case where x4 is tuned with FLC is shown in Fig. 4.11 and the scaling factors,
Ky,
in Table 4.6. The FLC mixed feedback controller reduced the RMSE below that of

the case where k1 = 0.5, while minimizing the undesirable oscillations. For Case

K4, and £y, are shown in Fig. 4.12. The controller parameters are presented

(a), the proposed controller has a 37.6% improved error performance from the case
where k1 = 1.00 (the feedback contains no self-delay) and a 22.6% improved error
performance from the case where k1 = 0.75, which has the equivalent performance
with regard to the oscillations.

Next, the communication topology in Fig. 4.2 (b) is simulated with higher delays
of Tij = 0.03 and ¢;; = 0.003. Fig. 4.13 shows the RMSE for cases with time-varying
gains, K, and constant proportions of self-delay, ;. Fig. 4.14 - 4.16 show the position
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Figure 4.12:

Time-varying K,, K, and r; tuned with FLC for Case (a)
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and position error of the simulations for cases of 1 = 1.00, x; = 0.75, and x; = 0.50.

The RMSE values for each case are presented in Table 4.5. The case where k; is

tuned with FLC is shown in Fig. 4.17 and the scaling factors, K, K4, and k1, are

shown in Fig. 4.18. The controller parameters are presented in Table 4.6.

0.9 0.8 0.7 0.6 0.5 0.4 0.3

K1

Figure 4.13: RMSE with various constant values of x; for Case (b)
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Figure 4.14: Agent position and position error for k1 = 1.00 for Case (b)
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Figure 4.15: Agent position and position error for k1 = 0.75 for Case (b)
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Time-varying K,, K, and x; tuned with FLC for Case (b)
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In comparison to Case (a), the ranges of feasible gains, K, and Ky, are lower,
which is attributed to the increased delays. The increased delays, higher number of
agents, and lower feasible gains results in higher RMSE values for Case (b), com-
pared to Case (a). For Case (b), the proposed controller has a 38.8% improved error
performance from the case where k; = 1.00 (the feedback contains no self-delay)
and a 24.4% improved error performance from the case where x; = 0.75, which has
the equivalent performance with regard to the oscillations. The percentage of per-
formance improvement is similar for both of the simulated Cases, (a) and (b). The
simulations show that the proposed method of improving the consensus performance
is significant and offers room for improvement based on the concept of using online

tuned time-varying gains in the control policy.

4.4 Summary

An FLC method for tuning the gains and proportions of self-delay in the controller
feedback has been developed for linear systems. Simulations of a group of DC motors
show that for networks with higher delays, the feasible range of gains that are derived
from the proposed LMI, is reduced. Increasing the proportion of self-delay in the
controller feedback improves the overall synchronization tracking performance up to
an extent before the performance begins to decrease. Simulations show that the
proposed FLC policy improves the tracking performance while minimizing undesirable

oscillations for five and seven agent linear MASs.



Chapter 5

Improving Performance for Euler-Lagrange MASs

This chapter introduces the problem framework of synchronizing a networked group
of EL agents in the presence of asynchronous time-varying delays. The error dy-
namics for nonlinear mixed-type feedback with time-varying parameters are derived.
The proposed NTSMC policy is presented and the FLC method from the preceding
chapter is improved upon. The stability of the system is proven using Lyapunov cri-
teria. Simulations and experiments of a group of Phantom Omni manipulators are
conducted to demonstrate an improvement in synchronization tracking performance

and to validate the proposed controller.

5.1 Problem Formulation

Consider a MAS composed of N homogeneous EL agents, represented by the following
dynamics

Mi(qi)Z; + Ci(qi, §i)Z: + gi(q)) = wi + fi, 1 €N (5.1)
where the parameters are defined as in (3.14).

Remark 6. In this chapter the followers are represented by i = {1,...,N} and a

single virtual leader is represented by v = 0.

Property 1. For all EL-type agents, M; is symmetric positive definite and M; — 2C;

18 skew-symmetric.

Assumption 3. The communication networks considered in this chapter are directed
trees that have the leader agent as the root node. That is, the leader node has a series

of connected edges to every other node.

Assumption 4. The upper bound of the forces due to disturbances and frictional

forces is known and defined as By, where By > || fi|.

38
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5.2 Control Development

In this section, the mixed-type error dynamics are derived, an NTSMC policy is
proposed, the stability and error bounds are analyzed using Lyapunov conditions and
Schwarz inequalities, and an improved FLC system is developed to tune the controller

parameters as a function of the MAS error.

5.2.1 Error Dynamics

The mixed-type error dynamics of the system can be defined as
e; = w1, (1) By, (1) + @2, (1) By, (1), (5.2)

where w;, € R¥® and w,, € R3*3 are positive diagonal matrices of the respective
weights for the proportions of feedback without and with self-delay. The parameters,
oy, and wy,, satisfy w1, + @9, = I3, where I3 represents the 3 by 3 identity matrix.

The delayed error components in (5.2), Ey,(t) € R? and B, (t) € R3, are defined as

E(t) = Z aijlai(t) — a;(t = Tiy(1))] + bilai(t) — ao(t = Too(1))], (5.3)

E, (t) = EN: agjla;(t —T) — x;(t — Tyy(t))] 4 bifaes (t — T) — o (t — Tio(t))].  (5.4)
j=1
The derivative of the error dynamics is given as
é; = Epy, (1) + @1, (1) By, (1) + w5, (1) Es, (1), (5.5)
where

By, (1) =01, (1) En, (1) + o2, (1) B (1), (5.6)

BL(1) =Y ayléi(t) - a5(t = Ty(O)T(0)] + blii(t) - ol — T(®) Falt)), (5.7)

B, (t) = Z aijlai(t — T) — (¢ — Ty5(£)) T35 ()]
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+ byl (t — T) — @o(t — Too(t)) Tho (1)]- (5.8)

Remark 7. In many applications, the velocity and acceleration of the system are not
available. The velocity and acceleration can be estimated as the first and second time

derwatives of the position data. Here, the neighbours’ velocities are considered as the

time derivative of the transmitted position signal, x;(t — T;;(t)), therefore

I(z;(t —T;(t)))

50— Ty (1)) Ty 1) = 222l (59
and Ty;(t) is not required to be known.
Following Remark 7, (5.7) and (5.8) may be rewritten as
N
N : O(; (t — T;(t))) : A(zo(t — Tio(1)))
By (1) = ; ay|ai(t) - = | +bilaite) - = |- 10
N
0 (1) — - A Ozt —T5;(2)))
By (t) = ; ai; [azl(t ~T) - o ]
. 7 ANzo(t — Tin(1)))
+ b, [wi(t Ty o, ] (5.11)
The second-order derivative of the error dynamics is given as
€ = Evai (t) + @y, <t)E17, (t) + @, (t)EQz (t)7 (512)

where

Evai (t> :dli(t)Eli(t) + w2z(f)E22 (t) + Zwli (t)Eli(t) + 2w2i (t>E2i (t)7 (513)

0% (a;(t — Ej(t)))]
ot?

EL- (t) = i i [mz(t) -

=

4 b, [a:z(t) 0 (mo(ta;ﬂzo(t)))]; (5.14)
- 0 (x;(t — T;(1)))
bl -T) - 02(2”“(’58;%“))) | 6
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Remark 8. In practice, the terms x, &, ©oy, and ©o; are obtained by numerically
approzimating the time-derivatives with finite differences, which can result in rapid
changes in values. First order low-pass filters are applied to the terms to minimize

1ssues associated with measurement noises and chatterings.

5.2.2 Controller Design

As in [52], the sliding surface is constructed from the position error and the velocity

error as follows

s; =e; + [3(€;)7, (5.16)
8 =€ + af(€;)*'é;, (5.17)

where 8 > 0. a = p/q with p > 0, ¢ > 0 and p, ¢ are adjacent odd numbers such that

1 < a < 2. The controller for the followers is designed as

u; ZCZJ?Z +g;+ wil(t)<; a;; + bl> _1Mi{ — %;_a)
N (@i (t — T, (ot — T,
3y DT o, Pl Tult)
o, (1) B (1) — B (1)~ m(t)sgn(si)} ~ Byean(s), (5.18)

where the control gain, k; € R3*3, is a positive diagonal matrix for the ith agent.

Lemma 1 [49] is introduced for the subsequent finite-time stability proof.

Lemma 1. For a non-Lipschitz continuous nonlinear system & = f(x), suppose there
exists a continuous function V(x) defined on a neighbourhood of the origin. If V(x)
s positive definite and there exist real numbers ¢ > 0 and 0 < v < 1 such that

V(z) 4+ V7 <0, then the origin is locally finite-time stable, and the settling time,

contingent on the initial state x(0) = xo, will satisfy:

T(xo) <
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5.2.3 Stability Analysis

In the following section, the stability of a single agent is proven. Considering that
the MAS is fully distributed, the stability of a single agent, including transmitted
time delayed signals from neighbours, verifies the stability of the entire MAS [56].
By combining (5.1) and (5.18), the closed-loop dynamics of the ith agent can be

represented as

M,z;+Cixz; + g; = fi — Bysgn(s;) + Cix; + g;

N 1 2—« (D _
+w;1(t)<2aij+bi>_ Mi{—u_l_wl Zaw at sz(t)))

Oé

oo (1), 2\ Z0l a;TLO(t))) — oo () By, () — Bu (1) — Ri(t)sgn(s,;)},

(5.19)

which can be simplified and rearranged into

t)(ﬁ:aij-l-bi)iéi Za“ ‘(@) t_T%J(t)))

D% (xo(t — Tio(t)))

— @1, (8)b; 92 + w5, (1) B, (t) + Eua, (t)
5 )(2-a)
— (Z aij + b ) _ Bysgn(sy) — & 2% 5 m(t)sen(s,). (5.20)

Substituting (5.12) and (5.14) into (5.20) gives

Wi, (t)Eli(t) + @, (t)EQZ (t) + Evaz(t) =é; :wl <Z Qij +b; > BngIl( ))

(€ z’)(2 *)

— =i " Ki(t)sgn(s;). (5.21)

Multiplying both sides by aBdiag((é;)*™!) gives

é: + afdiag((é,)*)é; =afwon, (t) ( Sy + bi>diag((éi)“‘1)( i — Bysgn(sy)

j=1
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— ki(t)aBdiag((€;)* )sgn(s;). (5.22)

Substituting (5.17) into (5.22) gives

N
8.,- =aﬁw1i (t) ( Z Qg5 + b,)dlag((ez)afl)(fz — BngIl(Si))
j=1
— ki(t)aBdiag((é;)* )sgn(s;). (5.23)
Consider the following Lyapunov function
1
Ve = és;fpsz-.
The derivative of the Lyapunov function is
. N
Vi = 5] 8 =afwy,(t) ( > i+ bz’) s; diag((&;)*1)(fi — Brsgn(s,))
j=1
— ki(t)apdiag((é;,)* 1) s] sgn(s;). (5.24)
Since k; > 0, diag((€;)*™") > 0, sTsgn(s;) > 0, and By > || f;||, we have
s; diag((€;)* ") (f; — Bysgu(s;)) < 0. (5.25)
Therefore,

V, < —ki(t)aBdiag((é;,)* 1) s! sgn(s;)

< V20, Bk () (€¥) @D (=T ;). (5.26)

Considering Lemma 1 and (5.26), we have ¢ = v2a;8;k;(t)(|le?||)*~ and v = 1.
Therefore, we can conclude that it takes a finite time to reach the sliding surface.

Once the sliding surface has converged to 0, s; = 0 and (5.16) gives
. 1 1
€ =—[ (e)e~. (5.27)

To prove that the tracking error, e, converges to 0, consider the Lyapunov function
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(e)"e;. (5.28)

Then
Ve = (e)"e; = (e)T[-A7 (e:)v] = =B (|les] )= <0. (5.29)

Again, using Lemma 1, it can be concluded that the tracking error can converge to

zero in a finite time.

Remark 9. The tracking error, e;, refers to (5.2), which is the mixed-type delayed

tracking error and contains the delayed signals of the agents.

5.2.4 Error Boundedness

The convergence of the total mixed type error, e; = 0 has been proven to be achieved
in a finite time, but we cannot conclude that Ey,(t) and Es,(t) can converge to zero.

From (5.2), we have

Ey (t)= ——F;, .
2 (1) = — R B (), (5:30)
From (5.3) and (5.4), we have
N —
B\ (t) — By, (t) = () ay + b)[mi(t) — mi(t — T)). (5.31)
Therefore,
N —
Using the Schwarz inequality results in
1B, (1)[| = oo, ( Z% +0i)li(t) — @it = T

Z
S w2 Z (I”

@;i( dGH

/ @t — 6)
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Z ai; + b)) T2 || (5.33)

Similarly,

| B2, ()] < =, (¢ Zazﬁb VT2 |l (5.34)

Therefore, in the case where the total mixed type error, e;, converges to 0 and E;, #
E,, # 0, the errors, By, and Es,, are bounded by (5.33) and (5.34). The error bounds
are dependent on the network delays, proportion of self-delayed feedback, and the

agent’s state velocity.

5.2.5 Fuzzy Logic Control

Fuzzy logic tuning is applied to the gain parameter, k;, and the weight of self-delay,
oy, in the NTSMC policy. FLC is applied here to adapt the gain to compensate for
disturbances, encourage the agents’ states to reach the sliding surface in the presence
of time-vary delays, and avoid chattering. As the gain varies, the proportion of self-
delayed feedback is also adapted to improve the tracking performance and minimize
introducing undesired oscillations into the system.

Each follower agent has a FLC system that receives n;, i € N, as an input, which

is calculated using an exponential moving average function

1
- %)'r’z(t - Ts)]v (535)

where @ is a normalization factor diagonal matrix used to scale the input in the

interval [—1,1], T, is the sampling time, £(7y) = 1, e(t) = ¢(t — Ts) + 1, ¢ is a

ni(t) =07 [—38; 05 + (1

positive scalar forgetting factor, and o represents the element-wise multiplication.

The sliding surface from the previous time step is calculated as
8 =& +B(&)",
where

:—Z%wz —Ts) — a;(t = To)] + bilai(t — Ts) — ao(t — T5)).
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N
5 = Ml S ailii(t = T = (¢ = To)] + bl = T) = doft — 7))

and

N
Hi = Zaij + Cbi,
j=1

where p; is a neighbour scaling factor used to adjust the errors of each agent onto the
same scale and ( is the leader connection factor that is determined by user experience.
A saturation function is applied to restrict the input to an interval [—1,1]. The
exponential moving average is applied to retain past error information and was found
to improve the FLC performance. The outputs of the fuzzy controller, Ax; and Aoy,

are restricted to an interval [0, 1] and are used to tune the parameters by

t
K = GR/ ArK;dt + Kmin, (5.36)
0

t

i, = Gg, Aoy, dt + @,
0

(5.37)

min ?

where G, = G((*)max — (*)min), G is a tuning parameter defined by the user, and
(*)max; (*)min are designed as the upper and lower limits of the respective controller
parameters. Note that ()., > 0 to guarantee the stability of the controller. Sat-
uration functions with upper and lower limits of ()max and (*)min are applied to K;
and ©oy,. The initial conditions of the integrals are set as G,

The input and output of the fuzzy controller are designed with five membership
functions, resulting in a total of ten fuzzy rules. Fig. 5.1 shows the membership func-
tions for the inputs and outputs. The significant reduction in fuzzy rules, compared
to the FLC method in Chapter 4, is a result of reducing the number of inputs, from
two to one, and outputs, from three to two. The reduction in the number of fuzzy
rules considerable reduces the computational time and therefore allows independent
FLC system to be applied to each of the state dimensions. Table 5.1 shows the rule
bases for Ak; and Azoy,. The defuzzification is performed using the center of area

method.

Remark 10. Provided that the operating range of k; and ©oy defined in the FLC
controller in (5.36) and (5.37) satisfy the inequalities in (5.26) and (5.29), then the
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Figure 5.1: (a) Input membership functions and (b) output membership functions for
NTSMC+FLC

Table 5.1: Rule base for Ak; and Azoy,

uh NB|NS|Z|PS|PB
Ak, |[NB|NS | Z|PS|PB
Awy, [NB|NS|Z|PS|PB

7

stability of the system is guaranteed.

5.3 Simulations and Experiments

This section describes the simulation and experimental parameters for synchronizing
a networked group of EL. Phantom Omni manipulators, analyzes the improvement in
tracking performance for the simulations, and validates the proposed control policy

in an experimental setting.

5.3.1 Simulation Model

The focus of the following simulations are on a group of five agents with the leader-

follower communication topology in Fig. 5.2 is considered in the following simulations.



48

The communication graph is represented as

. B=[110 O]T. (5.38)

= o O O
_ o O O

0
0
1
0

O = = =

L J

The dynamics of the MASs are as described in Section 3.5. The leader is assigned a

Figure 5.2: Leader-follower communication topology for EL simulations

circular trajectory in the x-y plane that is experimentally recorded with a Phantom

Omni device, and is approximately

—0.0185 cos(Zt) — 0.0115
xo(t) = —0.025 sin({51) m. (5.39)
—0.06

The velocity and acceleration of the leader are also experimentally determined as
@o = %0 m/s and & = %2 m/s?. Each communication link is subjected to a time-
varying delay of 7;;(t) = 0.1 s and d;; = 0.025 s. At t = 15 s, Agent 4 experiences
a change in delay to T;;(t) = 0.4 s and J;; = 0.2 s to simulate a sudden drop in the
network quality. To validate the robustness of the controller, a disturbance, dj, is

applied to Agent 2 and is defined as
dy = J'dy Nm,

where

T
dy = [3e<‘<5.;§>2> 0 0} N.
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Note that the disturbance is designed in task space as dj and applied in joint space

as dj. The disturbances in both task and joint space are plotted in Fig. 5.3.

0 5 10 15 20 25

Figure 5.3: The disturbances in task and joint space, dy and dj, applied to Agent 2,
for simulation with x = 30 and w; = 1.00

The initial velocities of all agents are zero and the initial positions of the agents

are (units: m)

—0.03 0.03 —0.03 0.02 —0.02
g = 0 , 1 = | —=0.01 | , &2 = 0.01 , 3= [ —0.02 | ,x4 = 0.02
—0.06 —0.065 —0.065 —0.065 —0.065

5.3.2 Simulation Results

The simulation outlined in the previous section is run with various constant values of
Kk; =k and wy, = oy, i € {1,..., N}. The RMSE and maximum error for different
constant values of k, depicted by each color set, and ©o;, shown on the x-axis, are
presented in Figs. 5.4 and 5.5 in the range of zo; € {0.75,...,1}. It is observed that

the trends for the RMSE and maximum error are similar in the ranges presented.
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Note that the RMSE and maximum error continue to increase exponentially lower

values of ©o;.

—e—K=2>5H

—e—x =10
k=20 A

—o—r =30

1 0.95 0.9 0.85 0.8 0.75
w1

Figure 5.4: Simulation RMSE with various constant values of K and zo; for the
topology in Fig. 5.2

0.06

0.05

Max Error (m)
o o o
o o o
\] w )

©
o
=

o

1 0.95 0.9 0.85 0.8 0.75
w1

Figure 5.5: Simulation maximum error with various constant values of k and zo; for
the topology in Fig. 5.2

Simulations of a fully connected communication topology for one leader and four
followers were conducted and the results are presented in Figs. 5.6 and 5.7. Compared
to Figs. 5.4 and 5.5, the RMSE and maximum error follow a similar trend, but the
measure of self-delay can be raised further. This allows for a higher potential of
improvement from the proposed control method for communication topologies with
more connections as there is a great range of oy to operate within. It is also noted

that more communication links does not necessarily result in a lower RMSE. Since
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each agent is receiving information from all other agents, they are driven towards
the average state of all agents rather then to the leader agent state. Additionally,
simulations of a smaller fully connected communication topology for one leader and
two followers were conducted and the results are presented in Figs. 5.8 and 5.9. It is
observed that the case with fewer agents follows the same trend as the two previous
cases but the measure of self-delay can not be as high as the fully connected case.
This indicates that for systems with fewer agents, the potential of improvement from

the proposed control method is lower.

0.07

0.03 1 1 1 1 1 1
1 0.95 0.9 0.85 0.8 0.75 0.7 0.65

Figure 5.6: Simulation RMSE with various constant values of K and zo; for a fully
connected topology of five agents

0.04

0.03

m)

o
o
(v}

Max Error (

1 0.95 0.9 0.85 0.8 0.75 0.7 0.65

Figure 5.7: Simulation maximum error with various constant values of k and zo; for
a fully connected topology of five agents
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Figure 5.8: Simulation RMSE with various constant values of K and zo; for a fully
connected topology of three agents
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Figure 5.9: Simulation maximum error with various constant values of ¥ and zo; for
a fully connected topology of three agents

From Figs. 5.4 and 5.5, two observations can be made. The first is that as ©o;
decreases and more self-delayed feedback is introduced into the system, the error
decreases to an extent before it begins to increase. The second is that the extent that
©op can be lowered, decreases as k is increased. These two observations indicate that
self-delayed feedback can have more influence on the performance at lower values of
+ and that there exists varying optimal values of zo; for different values of k. Based
on these observations, the parameters were tuned for the FLC.

The following results are for the communication topology in Fig. 5.2. Figs. 5.10

- 5.12 show the positions of the simulated manipulators in task space for high gain
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values of x = 30 and various constant cases of zo; = 1.00, wo; = 0.95, and zo; = 0.90.
It is observed that introducing small proportions of self-delay into the system with

high values of k introduces significant chattering in all axes.

---80 —S1 —S82 —S83 — 54

0.02 -

-0.02
"0-04 L L 1 1 1
0

|
/

g
-
E 008k o vr
Disturbance is applied
0.071 1 1 1 1
0 5 10 15 20 25

t (s)

Figure 5.10: Simulation agents’ end effector positions for £ = 30 and zo; = 1.00 with
NTSMC

Figs. 5.13 and 5.14 show the positions of the simulated manipulators in task space
for low gain values of kK = 5 and constant cases of zo; = 1.00 and zo; = 0.80. It is
observed that, compared to the high gain cases in Figs. 5.10 - 5.12, the followers do
not track the leader as closely and the disturbance causes a much higher deviation of
the follower’s positions from the leader’s position. Another observation in comparing
Figs. 5.12 and 5.14 is that for lower values of k, introducing self-delay into the system
does not introduce oscillations as quickly as in the cases of high values of k.

The case for the NTSMCHFLC is plotted in Fig. 5.15 and the time-varying pa-
rameters, k; and oy, are shown in Figs. 5.16 and 5.17. The controller parameters
are presented in Table 5.2. From Fig. 5.15, the NTSMC+FLC method has fewer
oscillations with lower amplitudes than the case in Fig. 5.11. The total RMSE and
maximum error values for the three cases are shown in Table 5.3 which shows that

the NTSMC+HFLC method achieves the reductions in the maximum error due to the
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Figure 5.11: Simulation agents’ end effector positions for £ = 30 and zo; = 0.95 with
NTSMC

disturbance applied at ¢ = 6 s, and an RMSE between the two constant cases of
w; = 1.00 and zo; = 0.95. This indicates that the NTSMC+FLC method grants
a trade-off between improving the tracking performance and reducing the level of

oscillations, while minimizing the maximum error due to disturbances.

Remark 11. The FLC parameters are determined by user experience and by tuning
the simulation. For erxample, 0 is approximated as the maximum value of 5.35 for
the case with constant parameters during the steady state period. The parameters G,
o, and ( are determined by tuning each individually and observing the effect on the
performance of the MAS. Based on the observations from the results in Fig. 5.4, the

mazimum and minimum limits of K and Ty parameters can be established.
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Table 5.2: FLC parameters for NTSMC+FLC simulations
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Table 5.3: Simulation performance metrics

Case RMSE (m) | Max Error (m)
k=5 w =1 0.0642 0.049
K=295,w =028 0.0572 0.041
k=30 =1 0.0357 0.0083
Kk =30, 7o, =0.95 0.0351 0.0073
k=30, 7, =0.9 0.0385 0.0094
FLC 0.0354 0.0073




59
5.3.3 Experimental Setup

The NTSMC+FLC controller is applied to two manipulators with a virtual leader,
considering the availability of the hardware in the lab. The experimental setup of
two Phantom Omni devices and two computers is shown in Fig. 5.18. The connec-
tion between the computers and the devices are established with Matlab/Simulink
and Quanser QUARC 2.6. The connection between the two computers is established
with UDP with a frequency of 1000 Hz and a wired Ethernet local area network
(LAN). The time delays are measured of the wired connection are measured to be
1.25 + 0.25 ms. A wired Ethernet connections is used instead of a wireless connec-
tion to minimize the existence of other communication constraints, such as packet
loss and other interferences, to avoid damage to the devices. In practical cases, the
communication between agents may be established through a wireless LAN and the
time delays would be higher [22]. Therefore, in the following experiment, additional
time delays are applied in the controller to impose communication delays as if the
agents were operating a wireless network.

The communication topology is shown in Fig. 5.19. An additional delay of T;;(t) =
0.05 s and d;; = 0.025 s was added to the each agent. An external disturbance is
physically applied to Agent 1 at t =6 s in Trial 1 and ¢t = 10 s in Trial 2.

Figure 5.18: Experimental setup of two Phantom Omni devices
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Figure 5.19: Leader-follower communication topology for multiple Phantom Omni
systems

5.3.4 Experimental Results

Two trials of applying the NTSMC+FLC method are conducted with the experimen-
tal setup. The results of the first trial are presented in Figs. 5.20 - 5.22. The RMSE
for Trial 1is 0.0157 m. In Fig. 5.20, it can be observed that there is significant chatter
after the disturbance is applied. It is also observed in Figs. 5.21 and 5.22, that the
parameters k, and w, reach their maximum values and remain constant throughout
the experiment.

The controller parameters are further tuned for the second trial and the results are
presented in Figs. 5.23 - 5.25. The RMSE for Trial 2 is 0.0130 m. In Fig. 5.23, it can
be observed that, compared to Trial 1, the chatter is significantly reduced after the
disturbance is applied. The parameters in Figs. 5.24 and 5.25 follow similar trends
as in Trial 1 though there is more variation in the y-axis parameters.

The variation in performance and response to the disturbance between the two
trials could be attributed to several factors. The possible factors include the time at
which the disturbances were applied, the magnitude of the disturbances, the tuning
parameters, or differences in the hardware’s friction. Additional tuning of the control
parameters may result in a further improvement in performance.

In each trial, both of the follower agents recover and continue to synchronize
with the leader. The results in Figs. 5.20 and 5.23 show a successful application of
the NTSMC+FLC controller to a group of real manipulators and demonstrates the

robustness of the controller.
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5.4 Summary

The FLC method from the previous chapter has been improved and applied to
NTSMC for nonlinear MASs. Simulations of a group of 3-DOF manipulators show
that increasing the proportion of self-delay in the controller feedback improves the
overall synchronization tracking performance and reduces the impact of external dis-
turbances on the performance. It is found that communication networks with more
agents and more connections allow for a higher proportion of self-delay to be intro-
duced into the controller. Simulations show that the proposed NTSMC+FLC method
grants a trade-off between improving the performance and reducing the level of un-
desirable oscillations, while improving the response to disturbances. Experiments
with Phantom Omni manipulators have been successfully conducted to validate the
proposed NTSMC+FLC controller.



Chapter 6

Conclusions

This chapter summarizes the work in this thesis and suggests some research areas
that extend the concept of applying FLC to the control of linear and EL networked
robotic MASs.

6.1 Conclusions

A novel control method that applies the concept of mixed-type feedback and tunes
the control parameters online using FLC has been applied to linear and nonlinear EL
MASSs to address the synchronization problem. In the case of linear MASs, a method
of deriving a feasible, stable range of gains using LMI and Lyapunov methodology
is presented. A basic approach to using FLC to tune the parameters online is de-
veloped and simulations are conducted, demonstrating an improvement in overall
performance of the system. For the EL MASs, a NTSMC policy is proposed and the
stability is proven for a MAS with time-varying control parameters. The FLC system
is improved upon and both simulations and experiments of groups of 3-DOF manip-
ulators are conducted to demonstrate the performance improvement and to validate

the controller.

6.2 Future Work

There are several potential topics that could be pursued based on this work. The first
is that a systematic method of determining the FLC parameters could be developed.
Currently, the parameters are tuned manually by the user in the simulated environ-
ment. An automated or more systematic approach would increase the feasibility of
using the proposed control policy for tasks in a practical setting. A mathematical
solution considering the system dynamics, communication topology, and communi-

cation delays could be established and used to suggest the optimal or feasible FLC
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parameters.

The second area for future work is to apply the proposed control policy to more
complex experimental setups. The experimental environment in this work was lim-
ited to two physical manipulators due to limited available equipment. Applying the
proposed control method to MASs with more agents, sets of heterogeneous agents, or
more complex communication toplogies would further validate the controller.

The third area for future work is to investigate methods of predicting the estimated
self-delay value online. In this work, the self-delay value is assumed to be known and
defined as the average of the time-varying delays. In a real-world setting, the average
of the time-varying delays may be unknown, may change during the task, or may be
different values for different communication links. Therefore, developing an online
method of estimating the average communication between agents would be a crucial
step when using the control method proposed in this work.

Finally, the forth potential research topic is applying the proposed control policy
to MASs that have time-varying communication delays that are correlated in time.
In this work, the time-varying delays are considered as uncorrelated in time. A rep-
resentation of the time-delays by a model such as red noise may be a more accurate
representation of communication networks and may introduce more complexities into
the control of MASs. Considering that fuzzy logic is well equipped for nonlinear
systems, the control method proposed in this work may have more significant ad-
vantages over other control methods in controlling MASs with communication delays

represented by more complex models.
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