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1. Introduction
The biogeochemistry, ecosystem productivity, and diversity of coastal environments can be strongly influ-
enced by the spatiotemporal distribution of ocean-sediment exchanges of water, solute, and heat (Robin-
son et al., 2018; Taniguchi et al., 2019). These fluxes are mediated by variable-density flow and hydraulic 
gradients induced by waves, tides, seasonal groundwater level variations, and sea-level rise (Hutchinson 
et al., 2009; Michael et al., 2005; Robinson et al., 2007; Sawyer et al., 2016). The appropriate terminology 
for these water fluxes has been debated (Santos et al., 2012; Wilson et al., 2016) due in part to the difficulty 
in distinguishing between shallow saline exchange fluxes (Russoniello et al., 2018) and fresh submarine 
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environments, but it is infrequently applied in coastal sediment where head oscillations induce periodicity 
in water flux magnitude/direction and heat advection. This complicates interpretation of temperatures 
to estimate water fluxes. We investigate the convolution of thermal and hydraulic signals to assess the 
viability of using heat as a tracer in environments with tidal head oscillations superimposed on submarine 
groundwater discharge. We first generate sediment temperature and head time series for conditions 
ranging from no tide to mega-tidal using a numerical model (SUTRA) forced with periodic temperature 
and tidal head signals. We then analyze these synthetic temperature time series using heat tracing 
software (VFLUX2 and 1DTempPro) to evaluate if conventional terrestrial approaches to infer fluxes from 
temperatures are applicable for coastal settings. We consider high-frequency water flux variability within 
a tidal signal and averaged over tidal signals. Results show that VFLUX2 analytical methods reasonably 
estimated the mean discharge fluxes in most cases but could not reproduce the flux variability within 
tidal cycles. The model results further reveal that high-frequency time series of water fluxes varying in 
magnitude and direction can be accurately estimated if paired temperatures and hydraulic heads are 
analyzed using numerical models (e.g., 1DTempPro) that consider both dynamic hydraulic gradients and 
thermal signals. These results point to the opportunity to incorporate pressure sensors within heat tracing 
instrumentation to better assess sub-daily flux oscillations and associated reactive processes.

Plain Language Summary Coastal water bodies are hydrologically connected to underlying 
aquifers or sediment, which allows for exchanges of water, heat, and chemicals between these domains. 
These interactions can influence the temperatures and chemistry of coastal water bodies and impact 
ecosystems. Thus, it is important for us to measure the variability of these exchanges in space and time 
to better understand their impacts on coastal water quality. Presently, it is challenging to accurately 
measure how these exchanges vary in time due to tidal variability. In this study, we propose that sediment 
temperature and groundwater pressure data can be measured and analyzed to estimate these vertical 
exchanges in coastal settings. We use model results to reveal that if both the temperature and water 
pressure in coastal sediments are recorded, models can be applied to interpret measured data and quantify 
exchange between coastal sediment and overlying coastal water bodies.
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groundwater discharge (Moore, 2010). In this study, “vertical water flux” refers to the upward or downward 
component of any porewater flux within the sediment. We consider the mean upwelling flux averaged 
across one or more tidal signal(s) to be the “background” terrestrial groundwater discharge (Burnett et al., 
2003; Taniguchi et al., 2019), and the high-frequency vertical flux oscillations to be tidal pumping superim-
posed on these background conditions. A variety of methods for measuring vertical water fluxes in coastal 
settings have been developed, including seepage meters and isotopic tracers such as radon and radium 
(Burnett et al., 2006; Swarzenski, 2007; Taniguchi et al., 2002). Isotopic tracers often only yield values aver-
aged across larger spatial scales. Seepage meters offer the only “direct” discharge flux measurement, but are 
labor intensive, difficult to maintain over multi-day deployments, and restricted to calm conditions (Duque 
et al., 2020).

Heat is a potentially powerful tracer of vertical water fluxes in coastal sediment due to the interrelation-
ships between vertical water fluxes, heat advection, and subsurface temperatures (Anderson, 2005). Heat 
has been widely applied to trace groundwater-surface water exchanges in inland surface water bodies 
such as streams, rivers, and lakes as detailed in prior reviews (Constantz, 2008; Irvine et al., 2017; Kurylyk 
et al., 2019; Rau et al., 2014). However, these methods have only rarely been applied in tidal estuaries (Befus 
et al., 2013; Henderson et al., 2009), lagoons (Swain & Prinos, 2018; Tirado-Conde et al., 2019) or offshore 
environments (Goto et al., 2005; Kurylyk et al., 2018; Wilson et al., 2016). To our knowledge, previous stud-
ies have not directly addressed the influence of tide-driven oscillations in vertical water fluxes when using 
conventional heat as a tracer techniques. Prior studies have typically been aimed at estimating the net mean 
flux rate, missing potentially important physical processes in tidal settings, such as flux direction reversal to 
downwelling at high tide. Although quantifying net groundwater exchange is important for coastal water 
budgets, short-term vertical flux variations can influence biogeochemical conditions, such as porewater 
redox gradients created by tidal pumping of oxic seawater and other reactants into reducing sediments 
(Reckhardt et al., 2015).

In this study, we investigate whether standard analytical and numerical heat tracing methods that estimate 
vertical water fluxes based on the downward propagation of diurnal temperature signals are applicable in 
tidal environments. Analytical methods based on diurnal temperature signals rely on the phase shift and/
or amplitude ratio between paired sediment temperature signals at two or more depths (Hatch et al., 2006; 
Keery et al., 2007; Luce et al., 2013; McCallum et al., 2012). These are implemented in VFLUX2 (Irvine 
et al., 2015a), which uses dynamic harmonic regression to determine phase shifts and amplitude ratios. 
Analytical approaches assume that the vertical water flux is uniform and steady; when the vertical flux 
varies, the analytical solutions become approximate. While prior studies have shown that reliable estimates 
of time-varying fluxes can be obtained in certain conditions (Irvine et al., 2015a, 2017; Lautz, 2012; Rau 
et al., 2014), the influence of high-frequency (e.g., hourly) variability in vertical fluxes has not been inves-
tigated using these methods. We hypothesize that these analytical approaches may not be able to capture 
sub-daily flux dynamics where tidal cycles induce variations in the magnitude, and potentially direction, 
of hydraulic gradients and water fluxes. These oscillations potentially impact diurnal signal propagation 
and create issues when extracting sinusoidal components via signal processing (Irvine et al., 2015a). Heat 
tracing models that use numerical approaches, such as 1DTempPro (Koch et al., 2016; Voytek et al., 2013), 
may help to overcome these challenges as there is potential to incorporate dynamic head gradient data. 
However, numerical techniques are less commonly employed than 1D analytical heat tracing methods. Our 
overall goals in this study are to (1) investigate if heat can be applied to trace sub-daily vertical water flux 
variability and flux direction reversals in tidal settings, and (2) use results from (1) to provide guidance on 
instrumentation and data analysis techniques for applying heat as a tracer in coastal settings.

2. Methods
We considered three models in this study to first generate synthetic temperature and head fields and then 
analyze these data using heat as a tracer software tools (Figure 1a). We first applied the numerical ground-
water flow and transport model SUTRA (Voss & Provost, 2019) in 1D to forward model head, temperature, 
and vertical water flux fields subject to diurnal and semi-diurnal surface boundary conditions. Since the 
SUTRA-modeled water fluxes were known at each point in time and space, standard heat tracing software 
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packages (VFLUX2 and 1DTempPro) were used in an inverse manner to investigate the ability of these tools 
to process the SUTRA-simulated results and reproduce the known vertical fluxes under tidal forcing.

2.1. Numerical Model of Groundwater Flow and Heat Transport

We used SUTRA to simulate water flow and energy transport in coastal sediment and generate a data set for 
analysis. We created a simplified model (Figure 1b) with fully saturated conditions, homogeneous thermal 
and hydraulic properties, constant water density and viscosity, and only vertical flow and heat transport. 
These simplifications were useful to allow us to focus on the overarching goal of investigating the convo-
lution of periodic thermal and hydraulic signals at different frequencies. Also, we restricted simulations to 
the vertical dimension to align with assumptions underlying VFLUX2 and 1DTempPro. Flow is multi-di-
mensional along coastal shorelines (e.g., Robinson et al., 2007), but is often more vertical in wide, coastal 
water bodies such as the beds of lagoons (Tirado-Conde et al., 2019) or harbors. The influence of multi-di-
mensional flow on 1D heat tracing methods has been rigorously investigated elsewhere, and prior studies 
have generally concluded that 1D heat tracing techniques yield the vertical component of 2D or 3D flow 
vectors (e.g., Cuthbert & Mackay, 2013; Irvine et al., 2015b). Without multiple dimensions, free convection 
does not occur, but variable-density conditions can still exist and influence system properties. We conducted 
preliminary modeling results with variable-density conditions, but the results were almost identical to those 
with constant density. Thus, for simplicity, variable-density flow was not considered in the model results 
discussed herein.

As our primary focus was the interference of tidal hydraulic signals and diurnal thermal signals, all condi-
tions and parameters were constant among runs except for the top boundary conditions. For our first set of 
runs, we imposed periodic hydraulic head (12.42-h period, M2 tidal constituent) and temperature signals 
(24-h period) on the SUTRA surface boundary. For head, we considered no tide, micro-tidal, macro-tidal, 
and mega-tidal conditions with tidal amplitudes of 0, 0.5, 2.5, and 5  m, respectively. The mean surface 
temperature was 15°C, and the diurnal temperature amplitude was 5°C, which is typical for summer con-
ditions in shallow coastal waters (e.g., McCabe et al., 2010). At the bottom boundary, we assigned constant 
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Figure 1. (a) Flowchart indicating modeling and data processing steps. Dashed boxes indicate model outputs. (b) SUTRA domain and boundary conditions 
with the vertical extent shown on a log scale. The actual finite element mesh used in SUTRA was much denser than that shown in (b).
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temperature and head conditions (Figure  1b); a 100-m bottom depth was required to ensure the lower 
boundary did not impact the shallow hydraulic signal propagation. We set hydraulic conductivity to be 
1 × 10−4 m s−1 (clean sand, Freeze & Cherry, 1979) and a tidally averaged downward hydraulic gradient of 
0.01 to produce an average flux of −1 × 10−6 m s−1 (negative denotes upward), which is typical for ground-
water upwelling rates in coastal settings (e.g., Bokuniewicz et al., 2004; Michael et al., 2005). To account for 
the influence of total stress change due to surface tidal signals and the fact that effective stress is no longer 
inversely related to porewater pressure (Reeves et al., 2000; Xin et al., 2012), we set the matrix compress-
ibility to 0 (see Figure 3 in Gardner & Wilson, 2006) but retained water compressibility. Table S1 lists all 
boundary conditions and parameters used in SUTRA.

We spun up this first set of model runs from initial conditions of a uniform 0.01 hydraulic gradient and 
uniform domain temperature equal to the mean surface temperature. We ran 15-day transient simulations 
with a constant time step (0.01 days) and element heights ranging from 0.005 m at the top to 1 m at the 
bottom. This spatiotemporal discretization produced accurate results when simplified runs were compared 
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Figure 2. SUTRA-simulated porewater temperature versus time for five depths and four tidal conditions.



Water Resources Research

to hydraulic and thermal analytical solutions (Figure S1 and S2); however, no thermal analytical solution 
exists for our conceptual model with periodic water fluxes and concomitant heat advection. For these runs, 
the model achieved approximate dynamic equilibrium conditions with the repeating thermal and hydraulic 
boundary conditions in <1.5 days.

We forced the four runs (no tide, micro-tidal, macro-tidal, and mega-tidal) described above with simplistic, 
repeating, periodic boundary conditions as these runs were intended to focus on the interactions between 
thermal and hydraulic periodic signals. However, actual field data are more complex. For example, we as-
sumed that coastal water temperature oscillates with a period of 1 day (e.g., Kawai & Wada, 2007; Morris & 
Taylor, 1983), but semi-diurnal surface water temperature variations are common in coastal settings when 
tidal exchange exerts thermal control (e.g., Wilson et al., 2016). Also, tidal signals do not merely repeat 
on semi-diurnal cycles as in our four runs above but are rather characterized by many tidal constituents 
operating at different frequencies (Hendershott & Munk, 1970). To investigate the influence of more com-
plex, natural boundary conditions, we performed an additional simulation with the top boundary condition 
formed from previously published coastal water level and temperature data from a macro-tidal site (Baeksu 
tidal flat) on the southwestern coast of Korea (Kim & Cho, 2011). We used the Fast Fourier Transform tool 
in Matlab (Math Works, Inc.) to extract approximations of the diurnal, semi-diurnal, and spring-neap con-
stituents for head and the diurnal and semi-diurnal constituents for temperature, and assigned these super-
imposed sine waves for the top boundary conditions in SUTRA. As our objective with this model run was to 
investigate potential complications arising from boundary conditions with multiple thermal and hydraulic 
periodic constituents, all model parameters remained the same as in the other simulations.

2.2. Heat as a Tracer Software Tools

We analyzed the SUTRA-simulated temperature data in an inverse manner using VFLUX2 (Gordon 
et al., 2012; Irvine et al, 2015) and 1DTempPro version 2 (Koch et al., 2016; Voytek et al., 2013) to investigate 
if these programs could reproduce the known porewater fluxes (Figure 1a). VFLUX2 is based on 1D ana-
lytical solutions (Hatch et al., 2006; Keery et al., 2007; Luce et al., 2013; McCallum et al., 2012) and applies 
signal processing techniques to extract the sinusoidal component of temperature signals and produce a 
time series of vertical fluxes using the amplitude ratio and/or phase shift between multi-depth temperature 
signals. 1DTempPro is a user interface for a 1D version of VS2DH (Healy & Ronan, 1996) designed for using 
heat as a groundwater tracer. Vertical water fluxes are altered in the model to match the temperature time 
series for the sensor(s) between the upper and lower thermal boundary conditions using either automat-
ed or manual calibration techniques. Additionally, if dynamic porewater head data are available at the 
boundaries, the 1DTempPro domain hydraulic conductivity can also be automatically estimated along with 
time-variable vertical flux, although this option is not often used due to a general lack of head data paired 
with temperature. Temperature data alone can be used in 1DTempPro to estimate time-variable fluxes, al-
though without pressure data, model calibration is manual and requires the user to provide an initial ‘guess’ 
at the dynamic pattern.

We set all thermal properties in VFLUX2 and 1DTempPro to the same values as for SUTRA (Table S1) to 
allow us to analyze SUTRA-simulated temperature data and produce flux estimates. We extracted temper-
ature time series from SUTRA nodes at depth intervals of 0.05 m and reduced the temperature resolution 
to 0.01°C to match resolution of typical field instrumentation. In VFLUX2, we applied the amplitude ratio 
methods (Hatch et al., 2006; Keery et al., 2007), which are robust in a variety of natural settings (Irvine 
et al., 2017), as well as the combined amplitude ratio/phase shift approaches (Luce et al., 2013; McCallum 
et al., 2012). Many combinations of paired temperature time series are available from the SUTRA results at 
0.05 m depth intervals. Given that diurnal temperature signals did not penetrate far (see Results), we only 
considered SUTRA-simulated temperatures to a depth of 0.4 m. VFLUX2 enables the user to consider dif-
ferent spacings between the paired temperature signals, and we performed analyses using 0.05 m and 0.1 m 
spacing, which is typical of spacing in field instrumentation (Briggs et al., 2014).

For 1DTempPro, we used the temperature time series over 15 days at the surface and at 0.2 m to form the 
upper and lower boundary conditions, respectively, as deeper temperatures proved to be less effective for 
estimating vertical fluxes. The solution to the inverse problem was obtained by minimizing the difference 
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between the SUTRA-simulated and 1DTempPro-modeled temperatures at the intermediate depths (0.05, 
0.10, and 0.15 m). Typically, hydraulic head data are not used in 1DTempPro to constrain vertical flux esti-
mates, but rather to estimate hydraulic conductivity from Darcy's law in conjunction with water flux esti-
mated from temperature. However, in this study, we also ran 1DTempPro with dynamic, paired hydraulic 
head data to help constrain vertical flux estimates within tidal signals. By including both VFLUX2 and 
1DTempPro, the latter with and without head data, we considered (1) if there are limitations associated with 
analytical heat tracing solutions in these settings and, if so, whether numerical methods can overcome them 
and (2) whether combined head and temperature data can help disentangle complex hydraulic and thermal 
dynamics of porewater fluxes in tidal environments. For VFLUX2 and 1DTempPro with temperature and 
head data, we investigated if these methods could yield both the mean vertical flux across a tidal signal and 
the flux variability within a tidal signal. We attempted to model sub-daily tidal pumping using the temper-
ature-only mode in 1DTempPro, but we were unable to reproduce flux variability with this mode. Thus, 
when we ran 1DTempPro with temperature data alone, we used a constant flux mode and only considered 
whether the mean flux across a tidal cycle could be determined. We also repeated these methods of analyses 
in VFLUX2 and 1DTempPro for the SUTRA results from the model run with more complex (field) data with 
multiple periodic constituents imposed on the top boundary.

3. Results and Discussions
3.1. Numerical Model (SUTRA) Results

SUTRA-simulated temperatures with the simple, periodic boundary conditions show that the hydraulic 
head (Figure S3) and temperature signals (Figure 2) are damped and lagged with depth in accordance with 
hydraulic (Jacob, 1950) and thermal (Stallman, 1965) theory. Hydraulic signals penetrate much further (e.g., 
>30 m, Figure S3) than the temperature signals (<0.5 m, Figure 2), primarily because hydraulic diffusivity 
is several orders of magnitude larger than thermal diffusivity. For the simplified boundary conditions, the 
hydraulic signals penetrate downward and remain perfectly sinusoidal. In contrast, as the tidal amplitude 
increases, the temperature signals at depth increasingly deviate from perfect sinusoids (Figure 2). Tide-driv-
en oscillations in water fluxes and heat advection cause the temperature signals to become more “sawtooth” 
at higher tidal ranges (Figure 2c and 2d). The sawtooth characteristics are not apparent at the surface due 
to the sinusoidal boundary condition or at the bottom where the signals (sawtooth and sinusoidal) are 
damped. But at intermediate depths (e.g., 0.2–0.3 m), SUTRA results diverge from sinusoids for macro- and 
mega-tidal conditions. We next investigate if standard analytical heat as a tracer approaches and related 
signal processing in VFLUX2 can still extract average fluxes or flux variability within a tidal signal.

3.2. Heat as a Tracer Software Results

We analyzed the SUTRA-simulated temperatures (Figure 2) in VFLUX2 to estimate vertical water fluxes 
with 240 different analyses due to the alternative signal depth pairs, analytical techniques, and tidal con-
ditions. As illustrative examples, we present the results for the shallowest paired temperature signals (Fig-
ure 3, left column) as this depth pair consistently produced as good or better results than other depth pairs, 
except for mega-tidal conditions which produced “NaN” errors for many spacings (Figure 3d). As expected, 
all VFLUX2 methods produced reasonably accurate vertical water fluxes in the absence of tidal signals after 
about 2.5 simulation days (Figure 3a), which is the time required for the edge effects to be removed in signal 
processing (Hatch et al., 2006; Irvine et al., 2015a). The thermal amplitude ratio methods (Hatch et al., 2006; 
Keery et al., 2007) produced equivalent vertical water fluxes as observed in previous studies when ther-
mal dispersivity is ignored (e.g., Irvine et al., 2017), and thus we do not distinguish results from these two 
methods. Similarly, the combined amplitude ratio and phase shift methods (Luce et al., 2013; McCallum 
et al., 2012) yielded equivalent vertical water fluxes.

VFLUX2 methods were incapable of reproducing high-frequency (intra-tidal) vertical flux variability (Fig-
ures 3b–3d, left column) but reasonably estimated the mean vertical fluxes under micro- and macro-tid-
al forcing (Figure 3b and 3c), at least when averaged over the simulation period. The true (SUTRA) flux 
direction does not change for the micro-tidal run, but it does for the macro- and mega-tidal runs for which 
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the flux amplitude exceeds the flux mean (Figure 3c and 3d). The fluxes estimated in VFLUX2 exhibited 
sinusoidal variability with a period equal to the simulation duration rather than a tidal period, which we 
attribute to an artifact of the signal processing.

SUTRA-simulated time series were also analyzed in 1DTempPro. When only temperature data were ana-
lyzed (Figure 3a, left), the model performed reasonably well at reproducing the mean vertical water fluxes. 
Furthermore, when temperature data were considered with paired hydraulic head data (but without hy-
draulic conductivity), 1DTempPro generally reproduced the “known” fluxes within and across tidal signals 
for the tidal ranges considered (Figure 3, right). These results highlight the viability of using heat as a tracer 
in hydraulically complex regimes if temperature and head data are available.

Results in Figure 3 are also tabulated in comparison to the SUTRA-simulated fluxes (Table 1). For VFLUX2, 
the mean vertical water fluxes averaged across the entire simulation yielded errors that were ≤38% for the 
amplitude ratio methods, and ≤101% for the combined amplitude ratio and phase shift methods (Table 1a). 
These errors are generally acceptable for estimated fluxes considering that water fluxes inferred from hy-
draulic gradients alone rely on the estimation of K, which is often only known to an order of magnitude pre-
cision. The 1DTempPro results for when only temperature data were analyzed yielded relative errors for the 
inferred vertical fluxes ≤35% (Table 1b). In general, the results show that for tidal settings with a relatively 
constant background mean vertical flux, 1DTempPro can be used in constant flux mode with temperature 
data alone to accurately estimate this flux.

When both hydraulic head and temperature were considered in variable flux mode within 1DTempPro, 
the errors in the automatically estimated mean vertical water flux surprisingly decrease with increasing 
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Figure 3. Flux results from VFLUX2 and 1DTempPro versus the true fluxes from SUTRA for four tidal conditions. Left 
panels show VFLUX2 and 1DTempPro results when temperature is the only input, and right panels show flux results 
when paired temperature and head are inputs to 1DTempPro.
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tidal amplitudes as tidal pumping begins to dominate (Table 1c). This is likely due to the system being 
better hydraulically constrained with higher amplitudes and head gradients. In this mode, 1DTempPro 
accurately estimates the amplitude in the q variability across a tidal range, with relative error magnitudes 
≤22%. Also, when both the head and temperature data are analyzed in 1DTempPro, the root-mean-square 
errors (RMSE) for temperature compared to SUTRA results are low (0.09°C), regardless of the tidal am-
plitude. Finally, 1DTempPro estimates hydraulic conductivity from the hydraulic gradient once the ver-
tical water flux is inferred. The K values estimated by 1DTempPro were 7.4 × 10−5, 7.8 × 10−5, 1.1 × 10−4, 
and 1.2 × 10−4 m s−1 for no tide, micro-tidal, macro-tidal, and mega-tidal conditions, respectively. These 
values have a relative error magnitude ≤26% when compared to the SUTRA K value (1 × 10−4 m s−1). 
These errors are much lower than typical errors associated with other K estimation techniques, which 
suggests that integrated temperature-head data can be useful for characterizing hydraulic properties of 
coastal sediment.

Results from the simulations with more complex (multiple periodic constituents) boundary conditions (Fig-
ure 4) were generally in agreement with the findings of the analyses with simpler periodic boundary con-
ditions (Figure 3). The time series of water temperature and macro-tidal water level variations (Figure 4a 
and 4b) from the southwestern coast of Korea (Kim & Cho, 2011) were converted to the frequency domain, 
resulting in the periodic constituents shown for temperature (Figure 4c) and level (Figure 4d), although the 
time series was likely too short to accurately characterize the spring-neap tidal constituent. The diurnal and 
semi-diurnal thermal constituents and diurnal, semi-diurnal, and spring-neap hydraulic constituents were 
used to drive a final SUTRA simulation. This run produced semi-diurnal porewater temperature data (Fig-
ure 4e) due to the combined diurnal and semi-diurnal thermal forcing (Figure 4a and 4c) and the oscillating 
fluid fluxes due to the macro-tidal conditions (Figure 4b and 4d). When these SUTRA results were analyzed 
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(a) VFLUX2 results

Hatch/Keery methods McCallum/Luce methods

Tide condition Estimated q  (m/s)a True q  (m/s) Relative errors (%) Estimated q  (m/s) a True q  (m/s) Relative errors (%)

No tide −6.2 × 10−7 −1.0 × 10−6 -38 −1.46 × 10−6 −1.0 × 10−6 46

Micro-tidal −6.8 × 10−7 −1.0 × 10−6 -32 −1.52 × 10−6 −1.0 × 10−6 52

Macro-tidal −9.6 × 10−7 −1.0 × 10−6 -4 −2.01 × 10−6 −1.0 × 10−6 101

Mega-tidal - −1.0 × 10−6 - - −1.0 × 10−6 -

(b) 1DTempPro results when only analyzing temperature

Tide condition Estimated q  (m/s)a True q  (m/s)a Relative q  errors (%) RMSE (°C) between 1DTempPro and SUTRA

No tide −6.5 × 10−7 −1.0 × 10−6 −35 0.09

Micro-tidal −6.5 × 10−7 −1.0 × 10−6 −35 0.08

Macro-tidal −7.3 × 10−7 −1.0 × 10−6 −28 0.19

Mega-tidal −9.5 × 10−7 −1.0 × 10−6 −5 0.34

(c) 1DTempPro results when analyzing both temperature and hydraulic head

Tide Condition Estimated q  (m/s)a Relative q  errors 
(%)a

Estimated q 
amplitude (m/s)

True q amplitude 
(m/s)

Relative errors (%) 
for q amplitude

RMSE (°C) between 
1DTempPro and 

SUTRA

No tide −6.5 × 10−7 −35 4.3 × 10-8 0 - 0.09

Micro-tidal −6.9 × 10−7 −31 3.9 × 10−7 5.0 × 10−7 −22 0.08

Macro-tidal −9.6 × 10−7 −5 2.6 × 10−6 2.5 × 10−6 1.8 0.09

Mega-tidal −1.0 × 10−6 1 5.6 × 10-5 5.0 × 10−6 11 0.09
aThe mean vertical water flux q  was averaged across all but the first 3 days in VFLUX2 (due to the edge effects, see Figure 3) and all but the first day in 
1DTempPro. The relative error refers to the error in the magnitude of the flux.

Table 1 
VFLUX2 and 1DTempPro Results for Vertical Water Fluxes (Mean and Amplitude) and Root-Mean-Square-Error (RMSE) for Temperature (1DTempPro Results 
Compared to SUTRA)
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in VFLUX2 using the Hatch/Keery approach, the model performed well at estimating the mean flux over 
the simulation period (relative error = 4%) but failed to reproduce intra-tidal flux variability (Figure 4f). 
However, 1DTempPro with head data yielded an accurate time series of the high-frequency flux variation 
and direction change (Figure 4f), suggesting that our approach of using 1DTempPro with paired head and 
temperature data can be applied even with complex, superimposed periodic constituents for the surface 
boundary conditions.

3.3. Further Considerations

While we focused on tidal settings, hydraulic head oscillations in surface water bodies are also ubiquitous in 
inland environments due to diurnal variations in snowmelt (Caine, 1992; Kurylyk & Hayashi, 2017), glacier 
melt (Condom et al., 2013), and evapotranspiration (Bond et al., 2002), as detailed in past reviews (Gribovsz-
ki et al., 2010; Lundquist & Cayan, 2002). Furthermore, pronounced head oscillations and resultant varia-
bility in groundwater-surface water exchange can occur in managed river systems due to dam operations 
(Sawyer et al., 2009). In these settings, quantifying high-frequency temporal variability in groundwater-sur-
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Figure 4. Results using data from Kim and Cho (2011) to form the boundary condition. Time series data for temperature (a) and depth (b) were converted via 
the Fast Fourier Transform to the frequency domain (c and d) with frequencies for primary tidal constituents Mf, K1, and M2 noted. These data were used to 
drive SUTRA simulations. SUTRA temperature results (e) were analyzed in VFLUX2 and 1DTempPro (f).

(a) (b)

(c) (d)

(e) (f)
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face water exchanges is a critical challenge rarely investigated in the context of using heat as a tracer. Our 
results point to the potential for paired head and temperature data to accurately quantify the vertical water 
flux averaged across a diurnal or semi-diurnal head signal as well as the flux oscillations within a signal. The 
benefits of collecting combined temperature and hydraulic head data have been previously identified for 
flux and hydraulic conductivity estimates (Essaid et al., 2008; Hatch et al., 2010; Koch et al., 2016; Rahimi 
et al., 2015). However, we are not aware of prior studies showing the utility of combined head and temper-
ature measurements for automatically inferring high-frequency flux variations, including flux direction 
reversals. In short, the solution to the inverse problem when using heat as a tracer is easier with the combi-
nation of head and temperature data, as the head data can yield the periodicity (phase, frequency, and rela-
tive amplitude) of the vertical flux variability, thereby limiting equifinality. This highlights the opportunity 
to embed pressure cells in sediment temperature probes designed for heat tracing (e.g., Thomle et al., 2020) 
as CTD (conductivity, temperature, and depth) loggers are normally too large for the required spacing. As 
our head difference between the top and bottom sensors was sometimes lower than 1 cm, it is critical that 
high-accuracy/precision pressure cells are used or that the lower pressure logger be located further down 
the probe (e.g., 1 m) than the depth (0.2 m) considered in our 1DTempPro examples. We acknowledge that 
such a probe design could be problematic in oblique flux conditions.

4. Summary and Conclusions
Although research activities focused on ocean-sediment exchanges have grown exponentially in recent 
years (Robinson et al., 2018; Taniguchi et al., 2019), we still lack inexpensive field instruments and tech-
niques to accurately estimate high-frequency (i.e., sub-daily) flux time series. This makes it difficult to study 
water fluxes induced by bi-directional tidal pumping or to characterize the fresh component of submarine 
groundwater exchange. Applying heat as a hydrologic tracer is a potential solution to this problem; howev-
er, in comparison to the number of studies conducted in freshwater environments, heat has seldom been 
applied to trace vertical porewater exchanges beneath coastal waters.

In this study, we investigated how hydraulic oscillations due to tidal forcing drive periodic vertical wa-
ter fluxes that in turn create complex heat advection patterns and impact sediment thermal regimes. Our 
numerical modeling (SUTRA) results revealed that porewater fluxes with high-frequency (sub-daily) var-
iations in magnitude or even direction can cause the resultant diurnal temperature signals to become saw-
tooth rather than sinusoidal, even under perfectly sinusoidal thermal boundary conditions. We used stand-
ard heat as a tracer software tools (VFLUX2 and 1DTempPro) to analyze the SUTRA modeling results, 
infer vertical water fluxes, and compare the inferred water fluxes to the known water fluxes from SUTRA. 
The analytical methods in VFLUX2 were unable to reproduce vertical flux variability within a tidal cycle 
but reasonably estimated the mean vertical flux across tidal cycles. However, when we considered both 
temperature and hydraulic head as input to 1DTempPro, this model was able to accurately estimate the 
mean vertical water flux, the flux variability within a tidal cycle including flux direction reversals, and the 
sediment hydraulic conductivity.

Our results demonstrate that it is possible to use heat to trace groundwater-surface water exchange in tidal 
settings or other environments with high-frequency oscillations in vertical water fluxes. However, our ap-
proach requires that paired hydraulic head data be collected with multi-depth temperature data to estimate 
high-frequency vertical water fluxes, and that data analyses be conducted in a numerical software tool to 
consider head and temperature in conjunction. We hope that future studies will go beyond our modeling 
approach, which only varied boundary conditions, to consider the impacts of changing other system proper-
ties and to analyze collected field data. For example, further studies could investigate different mean fluxes 
or the impact of lower hydraulic conductivity material (Xin et al., 2012) for which fluxes influenced by 
matrix compressibility may be important even when total stress changes due to tides. We also highlight the 
opportunity to develop improved probes for measuring combined sediment porewater pressure and temper-
ature data to trace vertical water fluxes. Use of subsurface temperature and pressure in combination with 
radioisotopes may allow researchers to more fully resolve spatial and temporal variability when quantifying 
ocean-sediment exchanges.
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Data Availability Statement
All models are publicly available online as detailed in their respective references. We provide model results 
as electronic supplementary files described in the supplementary read-me file.
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