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#### Abstract

Multiple Myeloma (MM) is a severe and common malignancy which presents clinically with a highly aberrated genome, with mutations ranging in size from whole chromosome events to single nucleotide variants. The large chromosomal events, including translocations at the IgH locus and copy number variants, have well defined clinical correlates, whereas the clinical relevance of small-scale lesions is only recently coming to light. Accordingly, the current clinical standard for myeloma genome interrogation, fluorescent in situ hybridization (FISH), only reports on the large-scale lesions, leaving gaps in the prognostication of MM. Herein, we explore the use of next-generation sequencing (NGS) technologies for clinical assessment of the MM genome. We developed a targeted sequencing panel that, for the first time, robustly captures significant clinical associations with gene mutational status; it is an independent biomarker and outperforms FISH based prognostication. We also developed a whole genome sequencing (WGS) pipeline which outperforms FISH in the capture of structural variants down to 10X coverage. Taken together, we described a next generation sequencing approach for MM patients which is clinically viable and superior to FISH.
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## Chapter 1 Introduction

### 1.0 Preamble

Multiple myeloma (MM) is a malignancy of post-germinal centre plasma cells that is associated with significant mortality and morbidity. ${ }^{1}$ It is initiated by invasion of the bone marrow by a transformed plasma cell clone which disrupts the homeostatic processes of bone maintenance and hematopoiesis occurring therein. As the disease progresses, symptoms become systemic, with renal failure, liver damage, bone fragility, and anemia all being common presentations. ${ }^{1,2}$ Importantly, the cancer is the second commonest hematological malignancy, and incurable, thereby posing prominent need for better interventions. ${ }^{3-5}$

A remarkable feature of this malignancy is the heterogeneity of genomic lesions observed within MM, at both the intra- and inter-tumour level. ${ }^{6-16}$ These genetic lesions range in size and type, including copy number variants (CNVs) afflicting whole chromosomes to focal regions, translocations, insertions and deletions (indels), and single nucleotide variants (SNVs). ${ }^{9,13,16}$ The large scale CNVs and translocations at the $\operatorname{IgH}$ and MYC locus have long been observed in this cancer, and consequently have well described clinical implications. ${ }^{13,17-19}$ Smaller lesions, including SNVs and Indels have only more recently been described, and hence have less well defined, but nonetheless important, clinical correlates. ${ }^{9,13,16,20-23}$ Accordingly, part of the clinical work-up of MM is genomic assessment for a particular set of CNVs and translocations to designate an individual's risk. ${ }^{19,24,25}$ Assessment for these lesions has historically been performed via fluorescent in situ hybridization (FISH), which is limited in resolution to detect small lesions, only assesses a small portion of the genome for which the assayer has validated probes, and is liable to err. ${ }^{26,27}$ This has important ramifications for the application of precision medicine, as therapies may be indicated for by small lesions bellow FISH's resolving power such as SNVs and indels, or by infrequent lesions otherwise capturable by FISH but for which probes were not used.

This study seeks to address gaps in the clinical genomic assessment of Multiple Myeloma through a two-pronged approach: 1) using targeted sequencing to capture SNVs and indels in genes frequently mutated in MM and determine their clinical and prognostic
significance, 2) using a clinically and economically viable whole-genome sequencing (WGS) pipeline to describe the profile of CNVs and translocations throughout the genome in a more comprehensive and accurate manner than FISH. This will allow for better prognostication of patients and improve therapeutic assignment in light of precision therapies.

### 1.1 Normal Plasma Cell Development

Plasma cells, the antibody producing cells of the adaptive immune system, are terminally differentiated B cells. B cells begin first in the bone marrow as early pro-B cells which arise from hematopoietic stem cells and are committed to the B cell lineage by the activity of several transcription factors, including P.U1 and PAX5. ${ }^{28,29}$ During the pro stage, the Immunoglobulin Heavy Chain (IgH) locus undergoes rearrangement of the diversity (D) and joining (J) loci, and subsequent rearrangement of the variable region with the priorly rearranged DJ locus. ${ }^{30,31}$ If these rearrangements are productive, the heavy chain is expressed on the cell surface with an invariant surrogate light-chain in a complex termed the pre-B receptor. ${ }^{31,32}$ Cell surface expression of the pre-B receptor defines the pre-B cell developmental stage and initiates an intracellular signaling cascade that 1) prevents apoptosis, 2) drives proliferation, and 3) stops rearrangement at the IgH locus. ${ }^{31,32}$

During the pre-B cell stage, rearrangement of the V and J segments at the IgK or IgL locus occurs. ${ }^{33}$ If successful, an IgM immunoglobulin is expressed on the cell surface, marking the transition to an immature B-cell. ${ }^{33}$ Immature B-cells then undergo negative selection within the bone marrow as they are tested for autoreactivity. ${ }^{34}$ If the immature B cell's immunoglobulin does not bind to self-antigen, or so weakly binds self-antigen that receptor crosslinking does not occur, it exits the bone marrow and migrates to the spleen. ${ }^{34}$ If the immature B cell's immunoglobulin is self-reactive, it will undergo receptor editing of the light-chain until the immunoglobulin is no longer selfreactive, or undergo apoptosis. ${ }^{34}$

Once in the spleen, the chemokine CXCL13, produced by follicular dendritic cells, binds to CXCR5 on B cells and provides a positive chemotaxis signal that directs B cells through the splenic T cell zone into the follicular zone. ${ }^{32}$ Within the follicle, additional
rounds of negative selection and the final stages of antigen independent maturation occur, which primarily give rise to follicular B cells and some marginal-zone B cells. ${ }^{34}$

Plasma cells subsequently develop from both follicular and marginal-zone B cells following antigen exposure. ${ }^{32}$ Transcription factors IRF4, BLIMP1, and XBP1 drive a transcriptional profile that differentiates plasma cells from B cells and facilitates expression of immunoglobulin. ${ }^{32}$ Typically, plasma cells reside in the bone marrow, and represent $0.25 \%$ of the cellularity therein. ${ }^{35}$. Dysregulation of MAPK, JAK-STAT, and NF- $\kappa$ B is necessary for the transformation of a plasma cell into a myeloma cell through downregulation of B cell specific transcription factors BCL-6 and PAX5 that may block proliferation. ${ }^{35,36}$

### 1.2 Plasma Cell Disorders and Multiple Myeloma Spectrum Diagnostic Criteria

Plasma cell disorders are a broad range of conditions arising from the abnormal and excessive proliferation of a plasma cell into a large clonal population. ${ }^{37,38}$ Several distinct disease entities exist within this group, including non-IgM monoclonal gammopathy of undetermined significance (MGUS), IgM MGUS, light-chain MGUS, smoldering multiple myeloma (SMM), multiple myeloma (MM), non-secretory multiple myeloma (nsMM), plasma cell leukemia (PCL), solitary bone and extramedullary plasmacytoma, POEMS, amyloid light-chain amyloidosis, and Waldenstrum's macroglobulinemia. ${ }^{37}$ Excluding extramedullary plasmacytoma, in which the plasma cell clone infiltrates soft tissue, all other plasma cell disorders are characterized by invasion of the bone marrow by this clone to varying depths and extent of spread. ${ }^{39}$ Also common to all plasma cell disorders (apart from nsMM), is the presence of a serum monoclonal immunoglobulin or light-chain subunit, produced by the clonal plasma cell population. ${ }^{40,41}$ Invasion of the bone marrow by plasma cells disrupts the normal homeostatic hematopoietic processes otherwise occurring. As the clonal population expands, this disruption becomes more profound, and gives rise to classic myeloma symptoms captured within the pneumonic 'CRAB': Hypercalcemia ( $>2.75 \mathrm{mmol} / \mathrm{L}$ ) secondary to plasma cell driven osteoclast activation, and subsequent bone resorption; renal failure (creatinine $>177 \mathrm{~mol} / \mathrm{L}$ ) secondary to precipitation of light chains in the tubules leading to cast nephropathy; anemia (hemoglobin $<100 \mathrm{~g} / \mathrm{L}$ ) secondary to disruption of hematopoiesis; osteolytic lesions secondary to
degradation of boney tissue, demonstrated on skeletal radiography, computed tomography (CT), or positron emission tomography-computed tomography (PET-CT). ${ }^{37}$ The International Myeloma Working Group (IMWG) provides diagnostic criteria for MGUS, SMM, and MM which considers these CRAB criteria (that are attributable to the plasma cell disorder) as well as myeloma defining events (MDEs). ${ }^{37}$ These MDEs comprise the following: $60 \%$ or greater clonal plasma cells in bone marrow, serum involved over uninvolved free light chain ratio greater than 100 and an involved free light chain quantitation of at least $100 \mathrm{mg} / \mathrm{L}$, and more than one focal lesion of 5 mm or greater on magnetic resonance imaging (MRI). ${ }^{37}$ At least one CRAB criteria or MDE is required for a diagnosis of MM to be made, while PCL also requires the presence of more than $2 \times 10^{\wedge} 9$ plasma cell/L in the blood. MGUS and SMM are believed to be requisite pre-clinical stages to MM, and PCL is a rare and severe clinical sequela of MM. ${ }^{37,42,43}$ IgM MGUS almost exclusively progresses to Waldenstrum's macroglobulinemia, and is hence a distinct entity from the myeloma continuum. ${ }^{44}$

### 1.3 Epidemiological Perspective

MM is currently the second most common hematological malignancy in North America accounting for about $1 \%$ of all cancer diagnoses and $10 \%$ of all blood cancer diagnoses. ${ }^{4,5}$ The age standardized incidence in high-income North America is 5.2 per 100,000, and the global incidence has increased 2.26 fold between 1990 and 2016. ${ }^{4}$ In Canada, the incidence of MM increased by 0.92 per million people per year between 1992 and 2010, and the average incidence over this period was 54.29 per million Canadians. ${ }^{45}$ Importantly, the incidence of MM within Canada has continued to increase, and between 2011 and 2015 the average incidence in Canada was 72.9 per million per year. ${ }^{45} \mathrm{MM}$ is nearly twice as prevalent in African-Americans than Caucasians and is about 1.5 times more prevalent in males than females. ${ }^{46,47}$ MGUS is more common than MM with an overall incidence being reported between 0.05 and 6.1 per hundred people; though this increases to $9 \%$ in those above the age of $80 .^{48,49}$ SMM is not well characterized epidemiologically consequent to a paucity of data, though in the U.S.A, incidence is estimated at 0.9 per 100,000 individuals. ${ }^{50}$ MGUS and SMM have distinct risk profiles for progression to MM. ${ }^{51,52}$ MGUS has relatively low risk of progressing to overt MM at about $1 \%$ per year. ${ }^{52}$ SMM
within the first 5 years post diagnosis has a $10 \%$ per year chance of progression; in the subsequent 5 years it has a $3 \%$ chance per year, and each year thereafter it matches MGUS risk at $1 \%$ per year. ${ }^{51}$ Importantly, the current 5-year survival rate for MM rarely exceeds $50 \%$, thereby highlighting the urgent need for further research to improve clinical outcomes. ${ }^{45}$

### 1.4 Overview on the Pathophysiology of Multiple Myeloma

Whether or not MGUS or SMM are clinically identified, they are believed to precede every case of MM, wherein, a clonal population of transformed post-germinalcentre plasma cells invade the bone marrow compartment thereby initiating the dyscrasia. ${ }^{1,43}$ Within the bone marrow niche, plasma cells form tightly and complexly interacting cellular and chemical networks that are central to the development of MM, and its persistence against therapy. ${ }^{35,53-56}$ The rare cases that progress to PCL represent a striking shift in disease biology, wherein plasma cells depart from the bone marrow niche and present in the peripheral blood; having developed autonomy from the characteristics of the niche on which the malignancy was previously reliant. ${ }^{57}$

Within the bone marrow, an immunosuppressed phenotype emerges through cross talk between MM cells and bone marrow resident cells. ${ }^{58}$ Briefly, myeloid derived suppressor cells (MDSCs), bone marrow stromal cells (BMSCs), osteoclasts, and osteoblasts are prominent aspects in this process, and central to progression from MGUS to MM. ${ }^{59,60} \mathrm{MM}$ cells drive proliferation of MDSCs, which in turn impede T-cell responses to the invading clone; the abundance of MDSCs in the bone marrow of MM patients is associated with prognosis of the disease. ${ }^{61-64}$ Adhesion of MM to BMSCs is crucial for MM cell survival, proliferation, and chemo-resistance. ${ }^{60}$ Through intercellular adhesion molecule-1 (ICAM-1) and vascular cell adhesion molecule-1 (VCAM-1), beta-1 integrin, and beta-2 integrin mediated interactions, MM cells induce interlukin-6 (IL-6) production by BMSCs, which subsequently drive MM cell release of vascular endothelial growth factor (VEGF), thereby driving MM cell growth through NF- $\kappa$ B mediated signaling. ${ }^{55}$ Degradation of boney tissue is a hallmark of myeloma and is driven by an imbalance in osteoclast and osteoblast activity consequent to crosstalk with MM cells. ${ }^{64} \mathrm{MM}$ cells impede osteoblastic activity through Dickkopf-1(DKK1) mediated activation of Wnt-
signaling in osteoblasts; additionally, osteoblasts can produce IL-6 and hence may augment clonal development similar to BMSCs. ${ }^{64,65}$ MM cells drive osteoclasts through IL-6 and RANK-L mediated signaling, which both augment osteoclastic action and induce antiapoptotic signaling in osteoclasts.

Modulation of the bone marrow niche by a transformed clone of plasma cells is crucial for the advancement of disease burden and acquisition of malignant characteristics, and underpins the progression of MGUS to MM.

### 1.5 Initial Diagnosis and Clinical Assessment of Multiple Myeloma

Immunoglobulins (Ig) produced by myeloma cells are usually made up of one type of heavy chain (G, A, M, D or E) and one type of light chain (kappa or lambda). The most common type of MM is IgG kappa ( $34 \%$ ) followed by IgG lambda (18\%) then IgA (kappa or lambda) $(21 \%) ; \operatorname{IgM}(0.5 \%), \operatorname{IgD}(2 \%)$ and $\operatorname{IgE}(0.01 \%)$ are rarer MM subtypes. ${ }^{66-68}$ MM cells producing light chain M-protein only (light-chain MM) occur in about $16 \%$ of patients, while no secretion of any myeloma(M)-protein (ns-MM) comprise only $7 \%$ of patients. ${ }^{67}$ MGUS and SMM are most frequently diagnosed after a M-protein band is incidentally identified on serum protein electrophoresis in the routine diagnostic laboratory. ${ }^{69}$ The patient is then followed up for progression to MM by regular quantitation of the M-protein at set intervals, and when indicated, by laboratory and radiological assessment for CRAB features and MDEs. ${ }^{38}$ As the originating plasma cell clone expands, the quantity of monoclonal protein (M-protein or paraprotein) produced imperfectly parallels the clonal size, hence is useful as a proximal measure of disease burden.

After monoclonal protein, anemia it the most common presenting feature of MM, occuring in about $73 \%$ of patients, while bone pain is the third most commonly satisfied diagnostic criteria of MM, at $58 \% .{ }^{67}$ Renal failure presents in about $48 \%$ of patients, and the least commonly satisfied CRAB criterion is hypercalcemia at $28 \%$ of patients. ${ }^{67}$

Disruption of the hematopoietic process increases proportionally with the increase in plasma cell burden, however, anemia in MM can also be secondary to renal failure, thereby obfuscating the relation between anemic levels and disease burden. ${ }^{70}$

### 1.5.1 Prognostication and Response to Therapy

The International Myeloma Working Group provides guidelines by which MM may be prognosticated. ${ }^{24,71}$ In the first iteration of their risk stratification algorithm, the International Staging System (ISS), the malignancy was trichotomized into risk groups dependent on serum albumin and beta-2 microglobulin (B2M) levels. ${ }^{71}$ Stage I, the lowest risk category with a median survival of 62 months, required albumin to be $35 \mathrm{~g} / \mathrm{L}$ and B 2 M to be less than $3.5 \mathrm{mg} / \mathrm{L}(297 \mathrm{nmol} / \mathrm{L}) .^{71}$ Stage III, the highest risk category with a median survival of 29 months, required B2M to be greater than $5.5 \mathrm{mg} / \mathrm{L}(467 \mathrm{nmol} / \mathrm{L})$ irrespective of albumin levels. ${ }^{71}$ Stage II has a median survival of 42 months, and comprises patients who do not meet stage I nor III criteria. ${ }^{71}$ This staging scheme, however, performed suboptimally with a relatively low concordance of 0.67 , subsequently, in 2015 , the revisedISS (R-ISS) was published, which has a significantly higher concordance at $0.77 .{ }^{24,72}$ This iteration is the present standard and incorporates serum lactate dehydrogenase (LDH) and fluorescent in situ hybridization (FISH) assessed cytogenetic lesions into the algorithm. ${ }^{24}$ High-risk FISH markers include del(17p), translocations $\mathfrak{t}(4 ; 14)$, and $\mathfrak{t}(14 ; 16) .{ }^{24}$ R-ISS stage I, the lowest risk category with 5 -year survival of $82 \%$, requires ISS stage I, absence of high-risk cytogenetic lesions by FISH, and LDH less than the upper limit of normal. ${ }^{24}$ R-ISS stage III, the highest risk designation with 5-year survival of $42 \%$, requires ISS stage III and either high-risk cytogenetic lesions by FISH or LDH above the upper limit of normal. ${ }^{24}$ R-ISS stage II, with a 5 -year survival rate of $62 \%$, is assigned to patients not meeting R-ISS stage I or III criteria. ${ }^{24}$ Besides the R-ISS, other prognostic schemes predicated on FISH have been put forth, including the mSMART panel from the Mayo clinic, and recently, the Prognostic Index ${ }^{19,25}$. Similar to the R-ISS, the mSMART panel considers lesions $\operatorname{del}(17 \mathrm{p}), \mathrm{t}(4 ; 14), \mathrm{t}(14 ; 16), \mathrm{t}(14 ; 20)$, or gain 1 q to be high risk lesions in a binary fashion. ${ }^{25}$ The prognostic index considers the sum of risk contributed by the presence of $\mathrm{t}(4 ; 14)$, $\operatorname{del}(17 \mathrm{p})$, trisomy 5 , trisomy 21 , 1q gain, and $\operatorname{del}(1 \mathrm{p} 32)$ in a fashion weighted by their Cox hazard ratio as assessed on a large cohort in a multivariate assessment against each other. ${ }^{19}$ Notably, within the prognostic index, trisomy 5 has a negative weighting, and is thus a positive prognostic indicator; this is the only known positive prognostic marker for this malignancy. ${ }^{19}$

Categories of response to therapy have also been defined and standardized by the IMWG. ${ }^{73}$ Response categories include stringent complete response (SCR), complete response (CR), very good partial response (VGPR), partial response (PR), minimal response (MR), stable disease, progressive disease, relapse, and relapse from CR. ${ }^{73}$ PR requires greater than $50 \%$ reduction in serum M-protein, greater than $50 \%$ decrease in difference between involved and uninvolved serum free light chain quantity, or greater than $50 \%$ reduction in bone marrow plasma cell infiltration if the infiltrate was greater than $30 \%$ at diagnosis; if a plasmacytoma was present at diagnosis, it must have reduced in size by at least $50 \% .{ }^{73}$ VGPR requires greater than $90 \%$ reduction in serum M-protein, or that Mprotein be detectable on immunofixation but not electrophoresis. ${ }^{73} \mathrm{CR}$ requires negative immunofixation, absence of plasmacytoma, and bone marrow infiltrate be less than $5 \% .^{73}$ sCR response require CR in addition to a normal free light chain ratio, and no clonal plasma cell infiltrate in the bone marrow on immunohistochemistry or immunofluorescence. ${ }^{73}$ Progressive disease requires a greater than $25 \%$ increase in serum-M protein or plasma cell infiltration, increase in the size or abundance of lytic lesions, or new development of hypercalcemia. ${ }^{73}$ Relapse requires a direct indication of increasing CRAB features. Relapse from CR requires the reappearance of serum-M protein on electrophoresis or immunofixation, plasma cell infiltration in the bone marrow $>5 \%$, or appearance of any sign of progression after achieving complete response. ${ }^{73}$

### 1.5.2 Radiological and Laboratory Assessments

To facilitate IMWG adherent diagnostics, prognostics and response to therapy tracking, MM patients at diagnosis and set intervals, must have blood drawn for laboratory tests, a bone marrow (BM) core biopsy and aspirate taken, and radiological skeletal assessment performed. ${ }^{24,37,73-75}$ Examination of the BM core biopsy is performed to determine the plasma cell burden and the BM aspirate is subjected to flow-cytometric assessment of the clonal kappa and lambda light chains as well as cytogenetic signature via FISH, at least at the point of diagnosis.

### 1.5.3 Routine Blood Tests

Complete blood count (CBC) informs on the number and quality of the cellular components of blood, as well as the hemoglobin level and red cell indices that are essential to determine the presence and type of anemia. Though other CBC data is not a parameter considered by the IMWG, both MM and MM therapies can cause significant damage to the bone marrow compartment and can thereby give rise to clinically significant cytopenias (low cell counts), that require tracking. ${ }^{24,37,73,76-78}$ Hence, CBC is an integral part of a patient's diagnostic work up, and as a follow-up assessment. ${ }^{74,75}$

Apart from the CBC (that includes hemoglobin), other routine blood tests include assessments for serum calcium, albumin, LDH, creatinine, B2M, and alkaline phosphatase (ALP). Results of these provide information on the systemic state of a patient, as well as allude to specific organ -liver, kidney, or bone marrow- deficiencies or damage in a patient. Calcium, hemoglobin, and creatinine are diagnostic parameters relating to hypercalcemia, anemia, and renal failure, respectively; thereby constituting three of four CRAB criteria. ${ }^{37}$ LDH, ALP, and albumin can be assessed as indicators of liver damage and function. ${ }^{73}$
1.5.4 Serum Protein Electrophoresis, Immunofixation and Serum Free Light Chain Testing

Serum protein electrophoresis (SPEP) separates serum proteins in a size and charge dependent manner on an agarose gel. The subsequent fractionation and pattern of SPEP is informative for the diagnosing of several conditions, the most notable being plasma cell disorders. ${ }^{79,80}$ Serum proteins broadly migrate in five regions: from the positive electrode to negative are albumin, alpha 1, alpha 2, beta, and gamma. ${ }^{79-81}$ In a SPEP on a healthy individual, albumin will constitute the highest peak. ${ }^{81}$ In MM, a large (usually single) spike is present, most frequently in the gamma region, constituted by the large quantity of clonal immunoglobulin produced by the clonal plasma cell population. ${ }^{81}$ Quantitation of this spike is informative for assessments of disease burden, response to therapy, and minimal residual disease status. ${ }^{24,73,81}$ Immunofixation electrophoresis is performed concurrent to SPEP where a lane is subsequently stained for each of the heavy-chain constant regions (routinely for $\operatorname{IgG}$, $\operatorname{Ig} A, \operatorname{IgM}$; then for $\operatorname{IgD}$ and $\operatorname{IgE}$ if no band for these are visualized), and lightchain type (kappa, lambda) to determine the clonal isotype. ${ }^{81}$ If none of the heavy chains
are present- staining for free kappa and lambda light chains is performed to confirm that it is a light chain MM..$^{81}$ Measurement of serum free light chain quantities and free light chain ratio (kappa/lambda) is also an essential aspect of the diagnosis and monitoring of MM, particularly in cases of light chain MM. ${ }^{24,73,81}$
1.5.5 Bone Marrow Core Biopsy and Aspirate: Immunofixation, Flow Cytometry, and FISH Assessment

A bone marrow aspirate and biopsy are taken from the anterior superior iliac crest at time of diagnosis as part of the standard clinical workup, as well as at clinical checkpoints for therapeutic response, relapse, or progression. ${ }^{24,37,73-75}$ An aspirate captures the liquid portion of the bone marrow, while a core biopsy captures solid contents of the spongy area of the bone marrow. To assess plasma cell infiltration of the bone marrow, independent measurements are made by visual microscopic inspection of the core biopsy and aspirate, and via flow cytometry. These assessments may sometimes be discordant, with no measure independently correlating with therapeutic response. ${ }^{82-84}$ Considering the highest estimation by any method does, however, significantly correlate with therapeutic response. ${ }^{84}$ Importantly, highly sensitive next-generation flow cytometry facilitates assessment of minimal residual disease (MRD) down to 1 cancer cell in $10^{6}$ normal cells; flow-MRD negativity following therapy is a strikingly positive prognostic factor with a hazard ratio of 0.18 for progression free survival, and 0.12 for overall survival. ${ }^{85}$ FISH is also performed on fixed cell pellets from the bone marrow for cytogenetic assessment utilizing probes targeted to chromosomal locations of current interest.

### 1.6 Genomic Landscape of Multiple Myeloma

### 1.6.1 Overview

MM is remarkable for the abundant and heterogenous landscape of genetic alterations found within it. ${ }^{9,12,13,15,86-90}$ Classically, the alterations comprising this landscape have been described as primary and secondary events. ${ }^{6,91}$ The former are large, chromosomal scale alterations which accumulate prior to, or during MGUS, and were previously believed to persist throughout the course of disease in a stable and clonal nature. ${ }^{6}$ The static nature of clonal cytogenetic lesions has since been disputed by several serial sequencing
studies. ${ }^{23,92,93}$ Primary lesions broadly dichotomize patients into hyperdiploid and nonhyperdiploid cases, each being mutually exclusive and representing about $50 \%$ of cases. ${ }^{8}$ Within hyperdiploid cases, trisomies of chromosomes 3, 5, 7, 9, 11, 13, 15, 19, and 21 accumulate. ${ }^{8}$ Within non-hyperdilpoid cases, translocation at the IgH locus of chromosome 14 juxtapose the immunoglobulin promoter, which is highly active in plasma cells, next to oncogenes on partner chromosomes 4 (FGFR3), 6 (CCND3), 11 (CCND1), 16 (MAF), or $20(M A F B)$, thereby driving their expression. ${ }^{8}$ Primary lesions have been well described in MM, with reports of their prevalence and pattern being published as early as $1966 .{ }^{17}$ Secondary lesions, which accumulate throughout disease development, are comprised of variants ranging in size from cytogenetic aberrations $-\operatorname{del}(13)$, $\operatorname{del}(13 q 14.1), \operatorname{del}(17 p)$, del(17p13.1), gain(1q), del(1p), and MYC sep - to SNVs and indels. ${ }^{8,9,13,16}$
1.6.2 Evolving Approaches to Determine the Genomic Landscape and Relevance to Prognosis in Multiple Myeloma

Studies that interrogate the landscape of SNVs and insertions and deletions (indels) in MM are relatively novel and evolving, as large-scale whole-exome sequencing (WES) and WGS, on which they are heavily reliant, have only recently become feasible. ${ }^{9,13,15,16,92,94}$ These studies have highlighted a mutational profile far more abundant and heterogeneous, both intra- and inter-tumoral, than previously understood by standard cytogenetic assessments. ${ }^{9,13,15,16,92,94}$ Subsequently, quite distinct MM subgroups with differing clinical courses have been suggested, redefining MM genetic categorization beyond the classic hyperdiploid and non-hyperdiploid. ${ }^{9,13,16,22,92,95,96}$

However, these findings have yet to be acknowledged in the clinical arena as WGS and WES are too costly for standard clinical laboratories, and FISH, which remains the genomic gold-standard for R-ISS staging and prognostication of myeloma, has a resolution too low to resolve the SNVs and indels which define modern disease categories. Hence, current risk stratifications exclusively consider FISH targeted cytogenetic lesions, with the exception of the Mayo's mSMART scheme, which may consider gene expression profiles (GEPs). ${ }^{19,24,25}$ GEPs were first proposed in 2007 as alternatives to FISH for risk stratification, which preceded the WGS and WES studies that described this malignancy's mutational landscape. ${ }^{97}$ Gene expression microarray data established significant survival
difference between patients according to their gene expression, and GEPs were designed based on genes whose expression were most determinant of cluster assignment. Various profiles have been published, prominent among them being the GEP70 by Shaugnessy et al. and the Proliferation Index by the Intergroupe Francophone du Myelome (IFM). ${ }^{97,98}$ Strikingly, although many of these schemes were developed using the same microarrays, there was minimal overlap between each scheme, suggesting that co-regulatory expression networks confound the analysis and obfuscate the risk associated with an individual gene's expression. ${ }^{99}$ Consistently however, many genes whose low- or high-expression were determined to be risk-markers in these GEPs mapped to chromosome arm 1p or 1q, whose deletion or amplification, respectively, have well known associations with high-risk disease. ${ }^{19,97}$ Despite the known impact of these cytogenetic lesions as a whole, the paucity of overlap between these GEPs indicates that the true 'target' genes are still unknown. Nonetheless, risk stratification by GEPs is highly performant, achieving greater concordance than FISH and the R-ISS, and informing on therapeutic appropriateness. ${ }^{100-}$ ${ }^{103}$ GEPs have not become standard for clinical assessments due to cost and technical challenges which impede fidelity and utility when assessing one or a few samples.

There hence remains a need for a clinically viable approach to profile the genome of MM with resolution higher than FISH.

### 1.6.3 Primary Cytogenetic Lesions in Multiple Myeloma

Cytogenetic abnormalities are present in nearly all myeloma patients. ${ }^{104}$ Classical primary lesions have been mainly characterized by FISH and are: translocations $\mathfrak{t}(4 ; 14)$, $\mathrm{t}(6 ; 14) ; \mathrm{t}(11 ; 14), \mathrm{t}(14 ; 16), \mathrm{t}(14 ; 20)$; trisomies $+3,+5,+7,+9,+11,+15,+19,+21$; and monosomies $-13,-14,-16,-22$. Although these variants have long been known, their contribution to risk well defined, and their relation to each other well described, the genes targeted by many of these alterations remain obscure. ${ }^{105-107}$ FISH probes to assess all of the above lesions are available within the Mayo Clinic's plasma cell proliferative disorder panel, either as initial assessments ( $\operatorname{del}(17 \mathrm{p})$, $\operatorname{del}(1 \mathrm{q})$, or $\mathrm{IgH} \operatorname{sep})$, or reflexively included following the initial findings.

### 1.6.3.1 Copy Number Abnormalities and Hyperdiploid in Multiple Myeloma

In MM, aneuploidy arises from primary events and is categorized into four groups: hypodiploid with less than 44 chromosomes (4\%), pseudodiploid with 45-48 chromosomes (36\%), hyperdiploid with at least 3 trisomies (53\%), and near-tetraploid with 75 or more chromosomes (7\%). ${ }^{108-110}$ Acquisition of chromosome copy number abnormalities occurs sequentially; this was recently elucidated through WGS and opposes the historical theory of a single initial metaphase catastrophe giving rise to the copy number profile of the clonal population. ${ }^{23,92,93}$ The abundance of CNVs in MM implicates genomic instability as a malignant feature, which is corroborated by WGS studies identifying chromothripsis in MM genomes. ${ }^{111,112}$ Generally, hyperdiploidy and near-tetraploidy are prognostically favourable, both in terms of progression-free and overall survival compared to both hypodiploidy and non-hyperdiploidy. ${ }^{109}$ Trisomies 3, 5, 13, and 21 are the only specific full-chromosome additions with significant clinical impact; notably, trisomy 3 and 5 are the only known favorable prognostic markers while trisomy 13 and 21 are prognostically unfavourable. ${ }^{19,113-115}$

### 1.6.3.2 Non-Hyperdiploid Multiple Myeloma

Non-hyperdiploid MM (NHMM), comprised of hypodiploid, pseudodiploid, and near-tetraploid MM, is characterized in $85 \%$ of patients as harbouring a canonical $\operatorname{IgH}$ translocation as a primary lesion, and is in general more afflicted by structural variants (SV). ${ }^{116}$ Five mechanisms are known to contribute to the formation of breakpoints at the IgH locus: class switch recombination (CSR); homologous recombination; somatic hypermutation; aberrant recombination of the variant, diversity, and joining regions (VDJ) at the immunoglobulin locus; and receptor revision. ${ }^{17}$

### 1.6.3.2.1 Translocations $t(4 ; 14)$ and $t(6 ; 14)$

Translocations $t(4 ; 14)$ and $t(6 ; 14)$ occur in $15 \%$ and $4 \%$ of patients, respectively; both commonly result from recombination error, with the chromosome 14 breakpoint occurring within the switch region. ${ }^{117,118}$ On chromosome 4, breakpoints are proximal to both FGFR3 and MMSET; hence, the target gene of this translocation is disputed. However, as approximately $30 \%$ of $\mathrm{t}(4 ; 14)$ lose $F G F R 3$ consequent to imbalanced translocation and
the risk phenotype associated with $\mathrm{t}(4 ; 14)$ remains for these patients, MMSET is increasingly accepted as the target. ${ }^{19,120}$ The mechanism by which MMSET overexpression drives MM pathogenesis in these patients is not yet elucidated. On chromosome 6, breakpoints occur $\sim 1 \mathrm{Mb}$ centromeric to CCND3. ${ }^{117}$ Through dysregulation of Cyclin D3, $\mathrm{t}(6 ; 14)$ inactivates retinoblastoma $1(R b 1)$ signaling that would otherwise impede cell-cycle progression. ${ }^{118,121}$ Due to the fairly low incidence of $\mathrm{t}(6 ; 14)$, its prognostic impact is not as robustly described as other canonical translocations; though it is considered to be a standard-risk marker, patients harbouring it have a higher propensity for bone disease. ${ }^{118,122}$ Though $\mathrm{t}(4 ; 14)$ is a high-risk marker, modern therapy regimes predicated on the proteasome inhibitor, bortezomib, have mitigated the adverse clinical outlook. ${ }^{18,123-125}$ Furthermore, currently available therapies as well as those in clinical trial may be particularly potent with the $\mathrm{t}(4 ; 14) \mathrm{MM}$ subgroup: carfilzomib - a second generation proteasome inhibitor, as well as dovitinib - an FGFR3 small molecule antagonist, and FGFR3 monoclonal antibodies (mAbs). ${ }^{126,127}$

### 1.6.3.2.2 Translocation $\mathrm{t}(11 ; 14)$

Dysregulation of Cyclin D and the subsequent cell cycle progression due to inhibited $R b 1$ is also produced by $t(11 ; 14)$ which results in overexpression of CCND1 and is observed in $20 \%$ of MM patients. ${ }^{18,121}$ Breakpoints for this translocation are reported within the VDJ segments and the gamma enhancer region, and are believed to arise through failure of somatic hypermutation or VDJ recombination. ${ }^{117}$ Though patients with the $\mathrm{t}(11 ; 14)$ lesion have classically been considered as standard-risk, an intermediate-risk designation may currently be more accurate as these patients appear to have moderately reduced progression-free and overall survival (PFS, and OS) on modern therapeutic regimens. ${ }^{128-130}$ Venetoclax, a BCL-2 inhibitor, is a promising therapeutic option for this group of patients as pre-clinical and clinical studies on relapsed or refractory MM patients found this drug to have a potent anti-MM effect, high overall response rates (ORR), and extended progression free survival in $t(11 ; 14)$ subsets. ${ }^{131-133}$ The addition of carfilzomib to the regimen is anticipated to boost efficacy as proteasome inhibitors mitigate Venetoclax resistance mediated by Mcl-1. ${ }^{134,135}$
1.6.3.2.3 Translocations $t(14 ; 16)$ and $t(14 ; 20)$

Translocations $t(14 ; 16)$ and $t(14 ; 20)$ arise from failures of either homologous recombination or VDJ recombination and drive expression of MAF and MAFB, respectively, both of which are part of the MAF family of transcription factors. ${ }^{117}$ Upregulation of these transcription factors deregulates Cyclin D1, ARK5, and ITGB7, which drive cellular invasion, cell cycle progression and anti-apoptotic characteristics, and augments cellular adhesion in the bone marrow niche, respectively. ${ }^{121}$ These are rare translocations, with $\mathrm{t}(14 ; 16)$ comprising about $5 \%$ of IgH translocations and $\mathrm{t}(14 ; 20)$ comprising $2 \% .{ }^{121}$ Though both translocations are associated with significantly poor OS and PFS, only $t(14 ; 16)$ is included in the R-ISS as a high-risk cytogenetic lesion. ${ }^{24,136}$ Unlike $t(4 ; 14)$, whose risk profile has been tempered by modern therapies, outcomes for patients with $t(14 ; 16)$ and $t(14 ; 20)$ have not improved with the introduction of proteasome inhibitors; and resistance to bortezomib is driven directly by heightened expression of MAF transcription factors which is also observed in $\mathrm{t}(11 ; 14)$ MM. ${ }^{136-138}$ Expression of MAF transcription factors is regulated by the MEK-ERK pathway which controls binding of FOS to MAF promoters. MEK inhibitors, which ultimately impede the binding of FOS to MAF promoters that is necessary for $M A F / M A F B$ expression, are showing promising pre-clinical results. ${ }^{139}$ Additionally, bortezomib impedes degradation of $M A F / M A F B$ by GSK3 $\square$, thereby elevating levels of MAF, which is sufficient for resistance to bortezomib. ${ }^{140}$ Consequently, GSK inhibitors are under investigation for rescuing the antiMM effect of proteasome inhibitors in MAF expressing myeloma. ${ }^{140}$

### 1.6.4 Secondary Cytogenetic Lesions in MM and Their Prognostic Relevance

Secondary lesions contribute significantly to the cytogenetic profile of MM, especially in relapsing, progressing, or refractory patients. ${ }^{87}$ These lesions are comprised of both translocations and CNVs and are significant prognostic factors as well as key parameters in therapeutic assignment. ${ }^{19,24,25}$ Common lesions include amplification of 1 q and deletions $\operatorname{del}(1 p), \operatorname{del}(17 \mathrm{p}), \operatorname{del}(17 \mathrm{p} 13.1), \operatorname{del}(13), \operatorname{del}(13 \mathrm{q} 14)$, as well as translocations involving the MYC locus. ${ }^{87}$ Importantly, most MM patients are assessed via FISH only at time of diagnosis, hence, the emergence of clinically relevant lesions at later disease stages may preclude informed therapeutic selection in late-stage MM. Nonetheless, secondary
lesions $\operatorname{amp}(1 \mathrm{q})$, $\operatorname{del}(1 \mathrm{p})$, del(13), and del(17) have known hazard at time of diagnosis. ${ }^{19,24,25}$

### 1.6.4.1 Secondary Lesions to 17p13.1: TP53

The strongest prognostic indicator in MM among the cytogenetic lesions are any secondary deletions which reduce the gene dosage of TP53 and its proximal genomic locus. ${ }^{19,95}$ Such lesions are usually assessed by FISH, using probes to determine either whole or partial chromosomal loss, namely del(17), del(17p), and del(17p13.1). ${ }^{19,24,25}$ At diagnosis, positivity for any of these FISH probes has an independent hazard of 2.79 and is thus considered high-risk by the R-ISS and Mayo's mSMART algorithm and is independently sufficient to designate a patient as high-risk by the prognostic index. ${ }^{19,24,25}$ Though TP53 is an attractive target of such lesions, there remains debate as to the actual target of such deletions as the remaining TP53 allele is wild type in $\sim 30 \%$ of patients harboring such deletions. ${ }^{141}$ Nonetheless, double hit at TP53 is a remarkably poor prognostic indicator whose negative impact has not been mitigated by modern therapeutic regimens. ${ }^{19,95}$ There are currently no promising therapeutics beyond standard of care within this group of patients. ${ }^{118}$ Unfortunately, clinical investigations of therapeutic regimens applied to this group have limited extensibility due to varied study requirements for percent of cells affected by such deletions to be considered positive for TP53 loss, which ranges from 20 to $60 \% .{ }^{118}$ For disease staging, either of $\operatorname{del}(17)$, $\operatorname{del}(17 \mathrm{p})$, and $\operatorname{del}(17 \mathrm{p} 13.1)$ must be present in at least $60 \%$ of myeloma cells to be considered a high-risk indication. ${ }^{142}$

### 1.6.4.2 Secondary Lesions to Chromosome 1 Arms $p$ and $q$

Alterations to the p and q arms of chromosome 1 are also significant negative modulators of clinical outcome. ${ }^{19,97}$ The specific targets of these CNVs are complex and investigation of these has been undertaken through cytogenetic, array comparative genomic hybridization, and microarray assessment. ${ }^{143,144}$ These studies identified that the minimal regions of deletion for 1 p are $1 \mathrm{p} 12,1 \mathrm{p} 18,1 \mathrm{p} 21,1 \mathrm{p} 22.1$ and 1 p 32.3 in $10 \%, 18 \%$, $18 \%, 33 \%$, and $20 \%$ of MM patients at diagnosis, respectively. ${ }^{143,144}$ Genes located within these minimal regions of deletion are $H S P 90 B 3 P, T G F E R 3, B R D T, E P H A X 4, B T B D 8$, FAF1, CDKN2C, MAN1A2, FAM46C, GDAP2, CDC14A, and MTF2. ${ }^{143,144}$ The majority
( $\sim 70 \%$ ) of MM patients harboring amp(1q) have full 1 q arm gains, though a minimal region of gain has been proposed which includes 1q21, 1q22 and 1q23; CKS1B, ANP32E have been implicated as targets of these alterations. ${ }^{10,145}$ Other suggested targets of amp (1q) are MUC1, MCL1, BCL9, PSMD4, and PDZK1. ${ }^{10}$ Notably though, amp (1q) is an independent and significant risk marker, and is commonly concurrent with $\operatorname{del}(13 q 14.1)$ and del(17p13.1); both of which are also significant independent risk markers. ${ }^{19,95,146}$ The mapping of genes who's over- or under-expression in high-risk MM per published GEPs, corroborates a disperse and complex contribution of alterations across 1 q and 1 p arms to clinical outcomes. Currently, precision therapies for this group of MM patients are limited. ${ }^{97}$

### 1.6.4.3 Secondary Lesions to Chromosome 13

Rbl is thought to be the classic target of del (13), del(13p), and del(13q14); alterations of this gene are predominantly bi-allelic and increase in prevalence with later disease stages. ${ }^{118}$ DIS3 and the micro-RNA cluster Mir15a/16-1 have also been implicated as possible targets. ${ }^{147,148}$ DIS3 is one of the most mutated genes in MM and double hit to it associated with poor outcome, while loss of the Mir15a/16-1 cluster is salient in initiating plasma cell dyscrasias in murine models. ${ }^{147,148}$ Though any of $\operatorname{del}(13)$, del(13p), and del(13q14) are classically considered to be poor prognostic markers, modern therapeutics have convoluted this interpretation, since in patients receiving immunomodulatory drugs and proteasome inhibitors $\operatorname{del}(13 q)$, unlike del(13), is associated with good outcomes and extended PFS. ${ }^{114,118}$ Furthermore, it remains unclear if these cytogenetic lesions are independently significant as they are tightly concurrent with other high-risk lesions such as $t(4 ; 14) .{ }^{118}$ Interpretation of Rbl loss may be convoluted by relying on FISH for detection which commonly reports del(13q) incorrectly as monosomy 13; and copy neutral-loss of heterozygosity ( $\mathrm{CN}-\mathrm{LOH}$ ), which is not detectable by FISH, is persistent on 13q. ${ }^{87,149}$

### 1.6.4.4 Secondary Lesions to MYC

$M Y C$ is a transcription factor of the basic helix loop helix leucine zipper class which integrates signaling from the MAPK and PI3K pathways to promote expression of genes involved in cellular proliferation. ${ }^{150-152}$ Its expression is involved in rapid proliferation of

B-cells during germinal centre formation during normal antigen response. ${ }^{153}$ Similarly, the abundance of MYC transcript is positively associated with tumour burden, and is prognostically unfavorable. ${ }^{154-156}$ MYC translocations are complex structural variants which bring MYC in close proximity to a super enhancer, thereby driving its expression. ${ }^{121}$ In newly diagnosed MM patients, MYC translocations present in approximately $33 \%$ at diagnosis and increase in prevalence in relapsed and refractory patients. ${ }^{157}$ Dysregulation of MYC is a key event in the pathogenesis from preclinical plasma cell dyscrasias to MM and/or PCL. ${ }^{157-159}$ Corroborating this, MYC translocations are seen at sub-clonal levels in MM, even when the $\operatorname{IgH}$ promoter is involved. ${ }^{159}$ Three complexities of MYC translocations are: 1) while there is a set of standard translocations partners, these translocations are highly varied, 2) at the breakpoints, deletions ranging in size are present, and 3) the majority of MYC translocated patients harbour 2-5 distinct MYC translocations. ${ }^{121,159-161}$ Hence, as many studies rely on FISH to capture MYC translocations, which uses a separation probe that cannot report the translocation partner, technical limitations preclude resolution of distinct MYC translocations groups which themselves may have distinct risk profiles, and probe binding is possibly obstructed by deletions or multiple translocations at the MYC locus.

### 1.6.5 Molecular Classifications, SNPs and Indels, and Prognostic Relevance

Classifications predicated upon molecular data have been investigated within MM, the earliest of these being microarray studies assessing mRNA expression patterns. ${ }^{162,163}$ In 2005 and 2006, Bergsagel et al. pioneered microarray mediated classification in two studies which identified 7 clusters of patients: proliferation group (PR) which is largely constituted by over expression of TOP2A, BIRC5, CCNB2, NEK2, ANAPC7, STK6, BUB1, $C D C 2$, C10orf3, $A S P M$, and $C D C A$; low bone disease (LB) which is characterized by low prevalence of lytic lesions and high expression of EDN1 and low expression of DKK1; MMSET (MS) which is constituted by high expression of either FGFR3 or MMSET and is tightly associated with $\mathrm{t}(4 ; 14)$; hyperdiploid (HY) which is associated with over expression of GNG11, TNFSF11, FRZB, and DKK1; Cyclin dysregulation (CD-1 and CD-2) which is comprised of either CCND1 or CCND3 overexpression and is tightly associated with $\mathrm{t}(6 ; 14)$ and $\mathrm{t}(11 ; 14)$; and MAF/MAFB (MF) which is associated with either MAF or

MAFB over expression and is tightly linked with $t(14 ; 16)$ or $t(14 ; 20)$, respectively. ${ }^{162-164}$ These classifications have been largely confirmed by other groups such as HOVON (Haemato Oncology for Adults in the Netherlands), though the less genetically distinct group, LB, was not. ${ }^{165}$ The tight connection between underlying primary lesion and expression cluster in conjunction with the LB group's disputability may indicate that expression studies failed to enhance the classification of MM, with perhaps the exception of the PR signature. Nonetheless, a number of groups have built upon this work to utilize microarrays towards in-clinic patient evaluation, publishing microarrays and evaluation schemes that further stratify patients between high- and standard-risk groups. ${ }^{97,166,167}$ Indeed, a GEP which prognosticates according to expression of genes explicitly involved in cell cycle/cellular proliferation has been published. ${ }^{98}$

### 1.6.5.1 High-Throughput Sequencing of Multiple Myeloma

MM has been genomically described during the last decade via high throughout sequencing studies in three seminal papers by Lohr et al., Bolli et al., and Walker et al published during 2014 and 2015. ${ }^{9,13,16}$ Collectively, these studies profiled $\sim 750$ patients and provided insight on mutational patterns, mutational processes, clonal development, and clinical associations. ${ }^{9,13,16}$ Chiefly, these elucidated a strikingly diverse mutational spectrum that is remarkably heterogeneous, both between patients and within a single tumour, and lacks monolithic genetic features common to other plasma cell dyscrasia such as Waldenstrum's macroglobulinemia. ${ }^{9,13,16,168}$ On average, the genome of MM harbours 60 coding mutations and thousands of non-coding mutations, which places it as a highly mutated hematological malignancy, though it is still considerably less aberrant than carcinogen induced solid tumours. ${ }^{6,15}$ Through these studies it was determined that mutations in MM accumulate via a few evolutionary patterns, including linear and branching, which occur independent of treatment regime. ${ }^{9,23,169}$ Genes that were found to be most frequently mutated in MM are largely implicated in several canonical pathways that include NF- $\kappa$ B, mitogen activated protein kinase (MAPK), Jak-Stat signaling as well as DNA damage response. ${ }^{9,13,14,16,170,171}$ Through accumulation of mutations in these ontological sets, the malignancy may lose dependence on the bone marrow microenvironment for growth and survival signals, and the marrow's chemoprotection.

Across these studies, cytogenetic lesions and translocations were identified to predominate patient classification and prognosis. ${ }^{9,13,16}$ This has been recently challenged, with contemporary assessments identifying novel, significant genomic prognostic markers including BIRC5, TP53, and PRMD1 contributing to mutational signatures that delineate particularly high-risk individuals. ${ }^{21,94,95}$

### 1.6.5.1.1 Aberrations in MAPK Pathway Genes

The MAPK pathway is the predominantly afflicted ontological set in MM, being aberrant in about $50 \%$ of patients. ${ }^{9,13,16,172}$ These aberrations are almost entirely comprised of mutations in $K R A S$, $N R A S$, and $B R A F$, which are altered in about $20 \%, 20 \%$, and $10 \%$ of patients at diagnosis, respectively. ${ }^{9,13,16,172}$ Mutations in EGR1, FGFR3, EGFR, and MAX, which are upstream and downstream of RAS and RAF, though less frequently aberrant, are still common mutational targets, being altered in $5 \%, 5 \%, 1 \%$, and $3 \%$ of MM patients at diagnosis, respectively. ${ }^{9,13,16,94}$ In relapsed or refractory patients, mutations in the MAPK pathway genes are more prevalent, being observed in about $70 \%$ of patients, suggesting a role for dysregulation of MAPK signaling in progression. ${ }^{173}$ Indeed, NRAS and $K R A S$ mutations have been implicated in the progression of MGUS to MM. ${ }^{174-176}$ Canonically, MAPK signaling transduces growth or stress signals from respective cytokines and factors to the nucleus. ${ }^{150}$ A receptor tyrosine kinase, such as EGFR and FGFR3, phosphorylates RAS proteins upon ligand binding, thereby activating them. ${ }^{150}$ These subsequently phosphorylate RAF proteins, thereby activating them to phosphorylate MEK. ${ }^{150}$ Phosphorylated MEK subsequently phosphorylates ERK1/2, a transcription factor, thereby activating it. ${ }^{150}$ ERK $1 / 2$ drives the expression of a number of genes, including other transcription factors such as the MYC MAX complexes, which work in concert producing a gene expression profile that drives proliferation. ${ }^{150}$ In MM, mutations in MAPK are implicated in AKT mediated promotion of survival, cytokine independence, and chemoresistance. ${ }^{177}$ In $K R A S$ and $N R A S$, mutations cluster in codons 12, 13, 60, and 61; in $B R A F$, mutations cluster at codons 600 . Mutations at these codons are commonly activating and are the most commonly observed mutations in oncology. ${ }^{178}$ Departing from other malignancies though, in which $N R A S, K R A S$, and $B R A F$ mutations are mutually exclusive, concurrent $N R A S, K R A S$, or $B R A F$ mutations are observed in about $15 \%$ MAPK
aberrated MM patients at a clonal level. ${ }^{172,173,179}$ Despite the prevalence of these mutations, their prognostic relevance remains unclear, with reports suggesting conflicting contributions to risk. ${ }^{180}$ Furthermore, despite the following: (i) the first protein kinase inhibitor for targeted oncology therapy, Imatinib, was approved in 2004, (ii) 48 protein kinase inhibitors exist on the market, (iii) MAPK mutations in MM are largely clonal, and (iv) the preponderance of MAPK mutations in MM has been described for three decades; there are, however, no protein kinase inhibitors currently approved for MM. ${ }^{172,173,179,181,182}$ Lacking targeted therapies in this subset of patients is unideal as these mutations are common and hamper sensitivity of MM cells to proteasome inhibitors, a prominent therapy in standard of care, by increasing proteasome efficiency and reducing the endoplasmic reticulum (ER) stress response. ${ }^{9,13,16,172,183}$ Genetic lesions to $E G F R$ are common in malignant contexts, and serve to upregulate $E G F R$ expression, or drive downstream signaling along the MAPK and PI3K pathways. ${ }^{184,185}$ Typically, mutations cluster in the kinase domain, with common target codons being 790 and 858 , or are truncating the extracellular domain from exons 2-7, or 19. Mutations in the kinase domain, which include codon 790 and 858 as well as exon 19, are classical activators, increasing catalytic activity by more than 50 -fold. ${ }^{186-188}$ Deletions of the extracellular domain remove a negativeregulatory element which circumvents signal inhibition normally mediated by receptor endocytosis. ${ }^{189}$ EGR1 is expressed upon MAPK signaling and is implicated in promoting apoptosis through either JUN or MYC mediated processes. ${ }^{190,191}$ Low expression of EGR1 defines a subset of patients with poor responsiveness to bortezomib and poor prognostic outlook; contrarily, mutations in this gene have been associated with a marginally favourable prognostic outlook. ${ }^{13,192} F G F R 3$ mutations are common in colon and bladder cancer, and in MM, mutations in FGFR3 almost exclusively occur in $\mathrm{t}(4 ; 14)$ patients, and have patterns of co-occurrence with mutations in PRKD2 and DIS3, amp(1q), del(13q), and are negatively associated with hyperdiploidy. ${ }^{13,193}$ Within the $\mathrm{t}(4 ; 14)$ subset of MM patients, activating mutations are believed to augment the oncogenic potential of the subsequently abundant $F G F R 3$ proteins. ${ }^{194}$ Indeed, $F G F R 3$ mutation is associated with poor clinical outcome. ${ }^{21}$ Mutations to $M A X$ occur in approximately $3 \%$ of MM patients at diagnosis, and cluster in the conserved DNA binding domain. ${ }^{9,13,16}$ MAX homodimerizes or heterodimerizes with MYC and binds to and supresses expression of genes regulated by

E-box promoters, from which, MYC would otherwise promote expression. ${ }^{195}$ Mutations which abrogate MAX DNA binding are common to many cancers, and mitigate this inhibition. ${ }^{196}$ In MM, MAX mutations are negatively associated with MYC expression and the presence of MAX mutations has a hazard of 0.35 in a univariate assessment. ${ }^{159,196}$ This should be probed in a multivariate model, as the negative association with MYC expression, the overexpression of which is a high-risk marker, may be confounding interpretation of the prognostic impact of these mutations. ${ }^{197}$

### 1.6.5.1.2 Aberrations in NF- $\kappa$ B Pathway Genes

$\mathrm{NF}-\kappa \mathrm{B}$ signaling is another major contributor to cell survival and proliferation in MM; it transduces many critical signals from the MM bone marrow niche and is frequently aberrant. ${ }^{9,13,16,198}$ Two pathways have been described for NF- $\kappa$ B signaling, the canonical and alternative pathways. ${ }^{199}$ The latter is involved in B-cell development and is the predominantly afflicted in MM, being altered in 10-15\% of patients. ${ }^{199-201}$ Within this pathway, upon ligand (CD40L, LT $\alpha \beta$, BAFF, RANKL and TWEAK) binding to TNFR of LTBR, NF- $\kappa$ B inducing kinase (NIK) activates IKK $\alpha$ dimers and the IKK $\alpha-\mathrm{IKK} \beta-\mathrm{IKK} \gamma$ complex. ${ }^{199}$ The activated IKK $\alpha$ dimers phosphorylate NF- $\kappa$ B2, prompting degradation of its inhibitory subunit by the proteasome thereby liberating the active p52 subunit. ${ }^{199}$ P52 then complexes with RelB and localizes to the nucleus. ${ }^{199}$ LT $\beta$ complexes with LT $\alpha$, thereby forming LT $\alpha \beta$, which is the primary ligand of LTBR. ${ }^{199}$ In MM, LTB is mutated in about $3.5 \%$ of newly diagnosed MM patients, commonly with truncating mutations in exon 2 with unknown functional consequences. ${ }^{9,202}$ TRAF2 and TRAF3, which are prominently mutated in MM, act at the TNFR NIK interface to negatively regulate NIK levels/activity. ${ }^{199}$ The IKK $\alpha-\mathrm{IKK} \beta-\mathrm{IKK} \gamma$ complex activates the classical pathway downstream of ligand binding, leading to the localization of NF- $\kappa \mathrm{B}$ hemodimers and heterodimers in the nucleus upon proteasome mediated degradation of $\operatorname{IkB} \alpha, \operatorname{IkB} \beta$, and $\mathrm{IkB} \varepsilon .{ }^{199}$ CYLD is mutated in approximately $4 \%$ of newly diagnosed MM patients and acts on the $\mathrm{IKK} \alpha-\mathrm{IKK} \beta-\mathrm{IKK} \gamma$ complex to negatively regulate canonical $\mathrm{NF}-\kappa \mathrm{B}$ signaling. ${ }^{9,13,16,199}$ Indeed, mutations observed in TRAF2, TRAF3, and CLYD are typically loss of function, thereby un-inhibiting NIK and the IKK $\alpha$-IKK $\beta$-IKK $\gamma$ complex. ${ }^{203}$ Hence, mutations in the $\mathrm{NF}-\kappa \mathrm{B}$ pathway contribute to chemoresistance in MM through hampering
$\mathrm{NF}-\kappa \mathrm{B}$ signaling inhibition, augmenting pro-survival gene expression driven by $\mathrm{NF}-\kappa \mathrm{B}$ transcription factors, thereby suppressing apoptosis. ${ }^{201}$ TRAF3 is the most frequently mutated gene in this pathway, being the altered component in $50 \%$ of NF- $\kappa \mathrm{B}$ aberrant MM patients, and up to $7.5 \%$ of MM patients in general. ${ }^{9,13,16,198}$ Similarly to MAPK, the prognostic implications of dysregulation in this pathway are not well characterized, though it has been suggested to be a prognostically neutral event. ${ }^{165}$ Despite this, NF- $\kappa$ B aberration has been suggested as a necessary event for liberation from the bone marrow niche in sPCL, and indeed, $N F-\kappa B$ mutation is more common in late-stage MM patients. ${ }^{169}$ Interestingly, patients with gene signature indicative of $\mathrm{NF}-\kappa \mathrm{B}$ aberration/over-activity seem to respond well to proteasome inhibitors. ${ }^{201}$ Recently, a coordinated effect of IL-6, IL-1 $\beta$, and TNFRSF21 signaling has been identified in the augmentation of NF- $\kappa \mathrm{B}$ signaling across many cancer types through appositive feedback loop that also involves STAT3 and AP-1 transcription factors. ${ }^{204}$ Indeed, MM is crucially dependent upon both IL-6 and IL-1 $\beta$ in the bone marrow niche, and TNFRSF21 and STAT3 mutations are frequent in MM. ${ }^{9,13,16,205}$

### 1.6.5.1.3 Aberration in DNA Repair Genes

Mutations in TP53 are among the most prognostically significant events in MM, occur in 3-8\% of newly diagnosed MM patients and $25 \%$ of sPCL patients, and are present in the malignancy at high cancer clonal fractions. ${ }^{94,95,206,207}$ Similar to other cancers, mutation of TP53 is considered to be an oncogenic event, however, the prognostic significance of these events is only partially described. ${ }^{94}$ While double hit events to this gene identify a small subset of patients with a remarkably poor prognosis, monoallelic events have an as yet undefined prognostic contribution. ${ }^{21,95,208}$ TP53 mutations in MM, as well as most other cancers, cluster in exons $2-9$, with the vast majority being within the DNA binding domain, between codons 110 and 285., ${ }^{9,13,16,21,209}$ TP53 is a transcription factor that binds the genome in a homo-tetramer complex and drives transcription of genes which stop the cell cycle at the G1 checkpoint, namely p21 which is cyclin-dependent kinase inhibitor. ${ }^{210,211}$ TP53 is homeostatically under negative regulation by MDM2, which ubiquitinates it, thereby marking TP53 for degradation by the proteasome. ${ }^{212}$ Upon DNA damage, DNA-damage-activated kinases such as ATM phosphorylate TP53, thereby preventing ubiquitination and subsequent degradation, leading to accumulation of TP53 in
the nucleus. ${ }^{210}$ Within oncogenic contexts, ARF may inhibit MDM2 as well through TP53 phosphorylation. ${ }^{212}$ Through interaction with Rb1 or BCL-2, TP53 may also mediate senescence or apoptosis, respectively, in response to DNA damage or oncogenic signals. ${ }^{213}$ Consequently, aberrations to TP53 which mitigate its plethora of anti-tumor functions are a prominent oncogenic step. Indeed, in malignant contexts, TP53 mutations abrogate WT functioning and are increasingly recognized as neomorphic, bestowing the construct with functions that aid in malignant invasion, metastasis, chemoresistance, and epigenomic alteration. ${ }^{214}$ Similarly, mutations to $A T M$, observed within $4 \%$ of newly diagnosed MM patients, cluster in highly conserved domains and impede DNA damage sensing or abrogate kinase activity, both of which impede TP53 activation. ${ }^{9} 13,16,215$

### 1.6.5.1.4 Aberrations in Genes Controlling Cell Cycle

Aberration of the RB1 pathway, which is central in the control of cellular proliferation, has a much less clear contribution to the pathogenesis of MM. ${ }^{216,217} \mathrm{Rb} 1$ is a classic regulator of cell cycle progression that binds to and inactivates the transcription factor, E2F. ${ }^{218,219}$ This stalls cell cycle progression until cyclin dependent kinases, classically being CDK4 and CDK6, hyperphosphorylate Rb1 upon cyclin D1 (CCND1) encounter, thereby inducing release of E 2 F from Rb 1 , E2F subsequently drives transcription of genes necessary for cell cycle progression. ${ }^{218,219}$ Mutation of $R b l$ is observed in approximately $5 \%$ of MM patients at diagnosis and are present at a range of cancer clonal fractions. ${ }^{9,13,16,94}$ Dysregulation of $C C N D 1$ in MM is a classical feature of the disease consequent to $t(11 ; 14)$, trisomy 11 , or otherwise driven overexpression. ${ }^{162,163,220}$ Mutations in CCND1 are also common, at about 4\% of newly diagnosed patients, and occur in the amino terminal domain. ${ }^{9,13,16}$ CDKN1B and CDKN2C are both cyclin-dependentkinase inhibitors and are hence negative regulators of Rb1. ${ }^{218,219}$ Mutations in these genes are each observed in approximately $3 \%$ of patients and are present at a range of cancer clonal fractions from 0.1 to 1 with a mean at $\sim 0.6 .^{9,13,16,94}$ Mutations to CDKN1B and CDKN2C are associated with lower gene expression, impair kinase function, or cause incorrect cellular localization; all of which culminate in Rb1 hyperphosphorylation and cell cycle progression. ${ }^{221-223}$ Germline mutations in $C D K N 1 B$ are implicated in pediatric Cushing's disease, and have been observed in MM. ${ }^{9,13,16,222}$ Mutations in each of RB1,
$C D K N 1 B$, and $C D K N 2 A$ have been identified as driving events, though in a univariate analysis, these genes' mutational status had no prognostic impact. ${ }^{9,13,16,94}$

### 1.6.5.1.5 Aberrations in RNA Processing Genes

Genes encoding RNA processing proteins, including FAM46C and DIS3 are mutated in $12 \%$ and $8-11 \%$ of newly diagnosed MM patients, and present at $50-60 \%$ cancer clonal fraction. ${ }^{9,13,16,94,224}$ FAM46C is a non-canonical poly $(\mathrm{A})$ polymerase which acts as a tumour suppressor in MM. ${ }^{225-227}$ Notably, this role seems unique to MM, as no other cancer is statistically enriched for FAM46C mutations. ${ }^{228}$ Within MM, 70 mutations are known to occur in this gene, many of which are frameshift inducing, or are stop-gains. ${ }^{227,229}$ Indeed, FAM46C is either lowly expressed or mutationally rendered non-functional; when FAM46C is reintroduced in MM cells, cell death ensues. Though deletion of the FAM46C's cytogenetic locus, 1 p 12 , is a known poor risk marker, mutations within this gene have an undefined contribution to prognosis. ${ }^{87,94,143}$ Mutation of DIS3 may be important in the progression of MM to sPCL, as mutation in this gene increases to an incidence of $21 \%$ in these late stage patients. ${ }^{230}$ DIS3 is a catalytic subunit of the exosome with 3 ' to $5^{\prime}$ catalytic activity which diversely participates in RNA processing and play a central role in processes that drive MM pathogenesis, including Ig class switch recombination and somatic hypermutation. ${ }^{224,231}$ Mutations modestly cluster within the RNB domain, though are fairly well distributed across the PIN, CDS2, and S1 domains, all of which are highly conserved. ${ }^{231}$ There is suggestion that these mutations severely imped the enzymatic activity of DIS3, and consequently the exosome with impacts on RNA metabolism at large. ${ }^{230}$ Mutation in DIS3 has a prognostically unfavourable association, and mutations in DIS3 at sub clonal levels are linked to significantly unfavourable prognosis; though the extent of clinical impact of DIS3 mutations remains under debate. ${ }^{21,94,232}$

### 1.6.5.1.6 Other Commonly Mutated Genes in MM

The remaining frequently mutated genes in MM, IRF4 (2.5\%), STAT3 (4.5\%), SP140 (6\%), ACTG1 (4\%), PRDM1 (6\%), are an eclectic assortment across ontological categories. ${ }^{9,13,16}$ IRF4 is a transcription factor necessary for the maturation of lymphocytes that is important in B and T cell receptor signaling. ${ }^{233}$ Interestingly, within MM cells, IRF4
and MYC are direct targets of each other, and MM cells display IRF4 addiction. ${ }^{234}$ Mutations of IRF4 cluster in MM and other cancers at codon 123 (K123R) and are thought to be activating. ${ }^{235,236}$ Consistently, overexpression or mutation of IRF4 is a poor prognostic factor. ${ }^{237}$ STAT3 is a transcription factor that is activated upon IL-6 signaling, and is critical to MM survival, proliferation, and persistence. ${ }^{238-240}$ Activation of STAT3 via phosphorylation is a poor prognostic marker observed in about $10 \%$ of patients and mutations in STAT3 are associated with a poor prognosis and predict poor response to lenalidomide. ${ }^{21,241,242}$ SP140 is a nuclear body protein that is typically afflicted by truncating mutations in MM, its functional involvement and prognostic relevance in the malignancy remains unclear. ${ }^{9,243} A C T G 1$ encodes a cytoplasmic actin which is commonly mutated in MM and is implicated as an oncogenic driver in this malignancy. ${ }^{94}$ In MM, the R39I mutation is common in ACTG1, and may have implication for actin polymerization. ${ }^{244}$ PRDM1 is a transcription factor that functions as a master regulator of B-cell development. ${ }^{245}$ PRDM1 is transcribed in two isoforms, the $\alpha$ and $\beta$ form. ${ }^{246}$ The latter of which is shorter and exhibits significantly weaker repression of genes whose expression is involved in oncogenesis. ${ }^{246}$ Imbalance between the $\alpha$ and $\beta$ form can be achieved by mutation, and indeed MM cells express both the $\alpha$ and $\beta$ form, while normal plasma cells express only the $\alpha$ form. ${ }^{246}$

### 1.7 MM Therapeutic Approaches

### 1.7.1 Historical Therapies

The first description of MM were reported in the 1840 s, with presentation of easily fractured bones, linen stiffening urine, and red bone marrow upon examination. ${ }^{248}$ Initially, this malignancy was treated with bloodletting and leeches, to minimal effect. ${ }^{249}$ Subsequent investigations assessed quinine, urethane, and melphalan for their capacity to reduce serum immunoglobulin, and anemia as well as improve patient outcomes. ${ }^{250}$ Melphalan was the first compound identified to improve patient outcome in 1958, and its therapeutic potential was substantially evidenced by 1967.249 However, modulation of aberrant biochemical states remained of prominent concern. ${ }^{249}$ Prednisone, a corticosteroid, was assessed as a single agent MM therapy in 1962 and achieved a significant reduction in serum immunoglobulin and increase in hematocrit, though showed
no benefit for extension of survival times. ${ }^{251}$ In 1969, melphalan and prednisone combination therapy was assessed in a large clinical trial, which demonstrated synergistic survival enhancement, and favorable modulation of biochemical parameters. ${ }^{252}$ This combination was termed MP and was a monolith of MM treatment for the subsequent decades.

Melphalan remains one the most frequent therapeutic components administered to MM and lymphoma patients. ${ }^{253}$ As an alkylating agent, melphalan crosslinks DNA at GC base pairs, thereby impeding DNA and RNA synthesis and inducing myeloablation. ${ }^{254}$ Though common, melphalan may pose considerable risk (6.1\%) for therapeutically induced secondary malignancy. ${ }^{255}$

### 1.7.2 Standard of Care Therapies

Autologous stem cell transplantation is the most effective MM therapy and is the therapeutic target of treatment regimens for eligible patients (usually younger than 70 years of age, with variation between treatment centers). ${ }^{253}$ Patients first undergo induction, during which, combinations of chemotherapeutics are administered to de-bulk the tumour (see section 1.7.2.1). ${ }^{253}$ Subsequently, hematopoietic stem cells are mobilized using cyclophosphamide and granulocyte-colony stimulating factor (G-CSF), and a Hickman line is used to capture circulating hematopoietic stem cells, aiming at $5 \times 10^{6} \mathrm{CD} 34^{+}$cells per kg. Next, myeloablation is standardly achieved through high-dose melphalan at $200 \mathrm{mg} / \mathrm{m}^{2}$, though a combination of busulfan and melphalan is under assessment within a stage III clinical trial and may offer increased PFS. ${ }^{256,257}$ Finally, CD34 ${ }^{+}$cells are readministered, and patients may undergo consolidation and/or maintenance therapy. ${ }^{253,256}$ The former is the short-term administration of chemotherapeutics with modest toxicity profiles to push towards CR of sCR status. The latter is the long-term administration of chemotherapeutics with very-low associated toxicities to delay onset of relapse or progression, which is inevitable even in patients that achieved CR or sCR. ${ }^{258,259}$

### 1.7.2.1 Induction Therapies

For multiple myeloma, Induction therapies are typically combinations of several chemotherapeutics, with triplets being most common. Current Food and Drug

Administration (FDA) approved chemotherapeutics are alkylating agents: cyclophosphamide, Bendamustine, Doxorubicin; proteasome inhibitors: Bortezomib, Ixazomib, carfilzomib; Immunomodulators: thalidomide, lenalidomide, pomalidomide; monoclonal antibodies: Daratumumab, elotuzumab; a glucocorticoid: Dexamethasone; a histone deacetylase: Panobinostat; and the anti-mitotic agent Vincristine.

Mainstay combinations in myeloma care are CyBorD, VRd, and Vd. CyBorD is comprised of Cyclophosphamide, Bortezomib, and Dexamethasone. In 2015, CyBorD was demonstrated to have superiority over the triplet, PAD (doxorubicin, dexamethasone, bortezomib), more frequently achieving VGPR or greater. ${ }^{260}$. In a recent meta analyses on newly diagnosed multiple myeloma patients that did not receive autologous stem cell transplantation, the median survival of those receiving CyBorD was 92.9 months, which is superior to other dexamethasone containing regimens, RD and Vd, which had median survivals of 79.1 and 56.3 months, respectively. ${ }^{261}$ VRd, comprised of Bortezomib, lenalidomide, and dexamethasone, is more effective than CyBorD, achieving median survival of 112.6 months, however is associated with greater toxicity. ${ }^{261,262}$ While Vd, a combination of Bortezomib and Dexamethasone, is modestly less effective than CyBorD, it is a highly tolerable therapy, and is thus suited to low-risk and frail patients. ${ }^{261,263}$

The above therapies employ first generation proteasome inhibitors, and secondgeneration immunomodulatory drugs. The former class is now on second generation with Ixazomib and carfilzomib, and the latter is on its third generation with pomalidomide. ${ }^{264}$ It remains unclear how these next-generation therapeutics will shape patient care, and whether they offer additional utility in newly diagnosed cases. ${ }^{265,266}$ Nonetheless, in relapsed cases, these novel agents outperform standard regimens in the achievement of complete response. Carfilzomib, Lenalidomide, and dexamethasone outperforms VRd in relapsed setting, with $78 \%$ of treated individual reaching near-complete response or higher and having a predicted 24 -month survival of $92 \% .^{268,269}$ Another study swapped pomalidomide for lenalidomide in the aforementioned regimen and achieved a higher response rate of $87 \%$ with a complete response rate of $31 \%$, which is high for an otherwise difficult to treat population. ${ }^{270}$

### 1.7.3 Treating High-Risk Multiple Myeloma

The treatment of high-risk MM has been an area of increasing focus. Of specific concern, has been the treatment of groups defined as high-risk by $\mathrm{t}(4 ; 16)$, $\operatorname{del}(17 \mathrm{p} 13.1)$ and $\mathrm{amp}(1 \mathrm{p}) .{ }^{271}$ This group is heterogenous in response to therapies, and requires careful consideration of the landscape of genomic lesions to effectively treat an individual. ${ }^{271}$

Firstly, thalidomide, one of the first novel agents for MM, does not improve highrisk patient outcome over previous therapies. ${ }^{272}$ Lenalidomide however, a second generation derivative of thalidomide, does improve outcome of $\operatorname{del}(17 \mathrm{p})$ patients specifically when included in maintenance therapy (PFS extended to 29 months, compared to 24$).{ }^{273}$ Patients with $t(4 ; 14)$, should be treated on bortezomib including regimens if they are transplant eligible, and should be considered for tandem over single transplantation. ${ }^{274}$

In general, MM patients defined as high-risk are recommended to receive triple induction therapies which include a proteasome inhibitor, immunomodulatory drug, and a corticosteroid. ${ }^{271}$ All transplant eligible patients should receive at least one autologous bone marrow transplant when not contraindicated, and maintenance therapy should reflect a dose reduced triplet as well. ${ }^{271}$ There are, as yet, no combination therapies showing significantly improved outcome outcomes for transplant ineligible patients. ${ }^{271}$

### 1.7.4 Precision and Modern Therapies

Multiple myeloma, having a highly altered genome with many lesions being clonal, may be a good candidate for precision-therapy approaches. ${ }^{9,13,16,275}$ While cytogenetic lesions offer modest utility to guide therapeutic decisions, such as indicating bortezomib based regimens in $\mathrm{t}(4 ; 14), \mathrm{t}(14 ; 16)$ or $\operatorname{del}(17 \mathrm{p})$ patients, higher-resolutions and broader assessments in clinical settings are warranted to realize precision medicine for MM. ${ }^{123,276}$ Gene expression profiles and sequencing offer superior genomic assessments, particularly considering precision medicine; their clinical has however been limited. ${ }^{275}$

Gene expression profiles can detect alterations that predict sensitivity to numerous targeted therapies. High $D K K 1$ expression, which is associated with lytic lesions in MM may be targeted by an anti-DKK1 monoclonal antibody ${ }^{277,278}$. Mimetics of BH3 may be indicated for in patients with a high $\mathrm{Bcl}-2 / \mathrm{Mcl}-1$ ratio. ${ }^{279}$ While clinical exploration of the aforementioned has been limitedly explored clinically, a more broad assessment of
transcriptional profiles identified an 80 -gene signature predictive of response to bortezomib based regimens in a cohort of 128 patietns. ${ }^{280}$ Nonetheless, due to lack of consensus and technical demands and limitations, gene expression profiling is neither part of standard clinical work-up for therapeutic assignment, nor has its inclusion been recommended. ${ }^{99}$

Mutational profiling in MM remains a viable avenue to achieve the highly resolved genomic information requisite in precision medicine. Mutations in $B R A F, K R A S, N R A S$, BRAF, IRF4, ATM, FGFR3 are all targets of precision therapies currently under investigation. ${ }^{183,281,282}$ Of these, vemurafenib, an inhibitor of BRAF V600E has already demonstrated durable responses in relapsed and refractory patients. ${ }^{282}$ Acknowledging the potential of mutational profiling for precision medicine in MM care, The Multiple Myeloma Research Foundation (MMRF) is conducting a trial, MyDRUG, for targeted therapies which assigns individuals with mutations in MAPK pathway genes, cyclin dependent kinases, FGFR3, and IDH mutations to appropriate experimental arms. ${ }^{283}$ Importantly, a number of conditions precede widespread clinically viable precision medicine. Firstly, appropriate therapies and their associated performance with catalogued genetic indications must be widely available. Secondly, appropriate and clinically viable sequencing approaches must be accessible.

### 1.8 Next Generation Sequencing and Analysis Overview

### 1.8.1 Background

Sequencing-based methods to assess more detailed genetic aspects of cancer biology in both the research and clinical settings are becoming increasingly appreciated and have driven improvements in diagnostics, subtyping, prognostics, and therapeutic choice. ${ }^{284}$ These technologies have thrown greater light on the pathology and natural history of various cancers, allowing progress within the paradigm of 'precision medicine'. Precision medicine is the use of highly resolved patient molecular characteristics to inform on diagnosis, prognosis, and therapeutic choice. ${ }^{285}$ Accordingly, sequencing technologies are now commonplace in clinical molecular labs, and facilitate targeted or genome-scale interrogations of cancers.

### 1.8.1.1 Sequencing Technology Overview and Terminology

Next generation sequencing technologies can be categorized by the number of nucleotides sequenced within each fragment as short-read, which sequences between 50 and 700 nucleotides of each fragment, and long-read, which sequences kilobases of each fragment. ${ }^{286}$ Short-read sequencing is the most efficiently produced, and hence accounts for the bulk of sequencing efforts currently undertaken. ${ }^{287}$

While short-read sequencing data is efficiently produced, it lacks 'long-range' information which allows accurate placement of sequenced reads within a larger genomic context. ${ }^{286,287}$ Consequently, short-read data is primarily useful when a reference genome is available, against which the reads may be aligned. ${ }^{286,287}$ Importantly, short-read data is minimally informative in extended regions of low-diversity as mapping is impaired, and when extensive structural variation diverges the sequenced genome from the presumed reference. ${ }^{286,287}$ While long-read sequencing methods address these issues, they are more expensive than standard short-read approaches, have significantly higher error rates, and may be more technically challenging. ${ }^{286,287}$ Nonetheless, they provide information of unparalleled power to resolve complex genomic loci, or construct a de novo genome. 286,287

Bridging the gap between short-read and long-read data is paired-end sequencing, wherein, a DNA fragment which may be longer than twice the read length is sequenced from both ends. ${ }^{288}$ Read pairs generated by this approach contain more information as both reads originated from a contiguous DNA segment, hence, if reads map discordantly a mutational event can be inferred to have occurred within the DNA fragment even if the alteration occurred within a non-sequenced portion. Sequencing both ends of a fragment gives rise to a number of read configurations including soft-clipped, one-end anchored, split, and discordant. Soft-clipped reads are aligned to the reference excluding the $5^{\prime}$ and/or 3' terminal. One-end anchored read pairs have on read mapping to the reference without the partner mapping. Split read pairs have one end of a read mapping to one region, and the other end mapping to unexpected region or with an unexpected orientation. Discordant reads occur when each read of the read pair map to genomic loci unexpected given the insert size, or with unexpected orientations. All of these may be used as evidence for a structural variant.

### 1.8.1.2 Considerations for NGS Application in Clinic

Consequent to the dramatic increase in sequencing efficiency afforded by nextgeneration technologies, genomic interrogation has become commonplace in clinical settings. ${ }^{284,289}$ Though NGS has made WGS markedly more feasible, cost and turn-around time considerations remain for many clinical settings. ${ }^{289}$ WGS not only requires more sequencing resources, but also computational and data storage infrastructure, and dramatically increases the chances for incidental genetic findings that pose complex problems for interpretation, counselling, and disclosure of results to patients. ${ }^{289,290}$ Furthermore, disease assessment often requires identification of low frequency mutations among many DNA copies with wild-type alleles, thereby necessitating higher sequencing depths; this is problematic as cost of sequencing imperfectly scales with depth and scope. Targeted panels address this well, achieving high coverages of $500 \mathrm{x}-7000 \mathrm{x}$ over specific regions in a cost-effective manner. ${ }^{291}$ Such depths are infeasible for WES or WGS in a clinical setting due to cost and time constraints, though, whole-genome or -exome assessments are performed clinically when indicated, and for many clinical trials. ${ }^{292-294}$ High sequencing depth is often a clinical priority, as identifying 1 malignant cell in $1 \times 10^{6}$ normal cells for minimal residual disease detection or studying key points of clinical interest, require sequencing depth that can extend many orders of magnitude beyond 1000x. ${ }^{295}$ Consequently, restricting the scope of sequencing to regions for which highdepth interrogation is warranted is standard practice; however, the identification of structural variants can be severely impeded by restricting the scope of assessment. Hence, the goals of the test must be clearly defined.

### 1.8.1.2.1 Single Nucleotide Variation and Indel Detection

SNVs and indels occur throughout the genome; however, clinically relevant alterations - those with prognostic or precision medicine implications - are generally clustered within the coding regions of a limited set of genes for a given cancer type or tissue site. ${ }^{183,281,282,296}$ Based on this, a number of sequencing panels have been produced for specific cancer types, broad groups of cancers, or for cancer in general. ${ }^{20,21,297,298}$ These facilitate cost effective, high-depth coverage of regions of interest, allowing confident detection of SNVs and indels even if only present in a small subset of DNA molecules
assessed in a given patient sample. Depending on the panel design, however, important lesions within the assayed regions may go undetected, such as copy number variation, loss of heterozygosity, and other structural variants.

### 1.8.1.2.2 Copy Number Variation Detection

Copy number variations occur throughout the genome, ranging in size from whole chromosomes to smaller focal alterations. Cancers often have associated patterns of CNVs, wherein, specific chromosomes, chromosome arms, cytobands, or genes are amplified or deleted. ${ }^{299,300}$ For smaller regions, namely cytobands and genes, the CNVs that afflict them may be highly varied in size and placement, and these cytobands or genes are generally the minimal regions afflicted by CNVs when comparing across many patients. ${ }^{301}$ This is true for deletion of TP53 in MM, which can be consequent to del(17p13.1), del(17p), and/or 17. ${ }^{113,142,302} \mathrm{CNV}$ detection by panels is challenged by 1) The range in size and placement of CNVs and the consequently variable position of CNV break ends does not lend itself to detection by a targeted approach; and 2) Many CNV calling algorithms assess for significance in deviations of read depth from the norm within a genomic region, this norm may be poorly defined and significant deviations may by obfuscated by noise in a targeted assessment. ${ }^{303,304}$ Hence, CNV detection is more successful when utilizing larger panels, often designed with special consideration for CNV detection, or with WES or WGS. ${ }^{305}$ We have previously demonstrated that ultra-low-depth WGS, where the average coverage was less than 1 x , can accurately detect CNVs across the genome when compared to FISH. ${ }^{26}$ Ultra-low-depth WGS is uninformative for SNV and translocation detection, however, it is of low-cost, rapid analysis, and is well powered for CNV detection even within genomically complex cases such as clinical myeloma samples. ${ }^{26}$

### 1.8.1.2.3 Non-CNV Structural Variant Detection

Structural variant detection remains a challenge for algorithms using short-read sequencing data. ${ }^{286,287}$ This is because the strongest evidence for identifying such variants is the presence of reads which span the breakpoint, thereby necessitating high sequencing depths for accurate and confident determination, similar to SNV detection. ${ }^{286,287}$ Pairedend sequencing has notable utility within structural variant detection as either read in the
read pair, which originate from a modestly larger DNA fragment, can span the breakpoint instead of just a single sequencing read. ${ }^{306}$ This could result in reads being split across different genomic loci or they may map discordantly, implying a larger or smaller insert size than expected, or with an unexpected orientation relative to one another. With pairedread technology, most structural variant detection protocols recommend depths around 30X, with higher coverage better addressing the complexity of somatic variation in cancer. ${ }^{307-310}$ Structural variations in MM were first described at the cytoband level via karyotyping and subsequently by FISH, and many diseases subtypes have well described profiles of structural variant loci using these. ${ }^{311}$ However, the loci of the break ends which define these structural alterations may vary by megabases, and non-canonical structural variants with important implications may also occur ${ }^{88,94,160}$. As structural variants within both coding and non-coding regions of the genome may have clinical implications, WGS, though possibly impractical clinically, is best suited for their detection; WES and panel sequencing experiments are impeded by their limited scope.

### 1.8.1.2.4 NGS for Clinical MM Genomic Profiling

The core challenges of comprehensive genomic profiling of MM by NGS arise because of competing technical demands for structural variant detection compared to SNV and indel detection. ${ }^{26,307-310,312}$ Synchronous capture of all MM relevant classes of genomic abnormalities for clinical purposes has not yet been possible in a cost-effective manner. SNVs and indels demand sequencing depth only feasible using a panel approach, but this is ill-suited for detecting CNVs and other structural variants. CNVs are amenable to detection by ultra-low-depth WGS, which is feasible in a clinical laboratory, however this approach is inadequate for detection of other types of structural variation, namely translocations. ${ }^{313,314}$ Hence, an economically viable approach for molecular profiling of the MM genome may need to be two-pronged; targeted sequencing to suitable depths of coverage ( $\sim 1000 \mathrm{x}$ ) for SNV and indel detection in specific regions of interest, and WGS at the lowest depth at which both copy number, translocations, and other relevant structural variants can be confidently detected.

### 1.8.2 NGS Technologies for Clinical Oncology

Most commonly, clinical genomic mutational testing for oncological diagnostics or prognostics is performed on panels which are amplicon (suitable for up to $\sim 50-60$ genes), or hybrid capture (for panels greater than 100 genes) based. ${ }^{315}$ These gene panels range in specificity from being designed for assessment of a few genes or one malignancy, to assessment of over 500 genes or general oncological categories, such as solid and hematological malignancies, to pan-cancer assessments. ${ }^{21,291,315,316}$ Additionally, WES and WGS have been effectively employed in a few clinical settings and trails. ${ }^{315}$ Importantly, even in difficult to treat cancers, where no standard actionable mutation were identified, inclusion of a multigene sequencing panel, the Ion AmpliSeq Cancer Panel (CP1) (ThermoFisher Scientific) (190 amplicons across 40 cancer associated genes), into the clinical workups demonstrated increased progression-free survival by $30 \%$ and overall response rate by $10 \% .{ }^{317}$

Panels with broad application include the FoundationOne CDX (FDA approved), MSK IMPACT (FDA approved), TruSight Oncology 500 (TSO500), and Trusight Myeloid. ${ }^{297,318}$ The former three are large and can interrogate tumour DNA for SNPs, CNVs, tumour microsatellite instability, tumour mutation burden, and a limited set of structural variants, while the latter is small and can report on SNVs and indels. ${ }^{318}$ Subsequent analysis of the data also allows determination of homologous recombination deficiency, and mismatch repair deficiency. Collectively, these cover the genetic indications for all currently FDA approved oncological precision therapies. ${ }^{319}$

For malignancies with lesions of clinical significance that are unique to them, general panels may be unideal, leaving prognostically important information uncaptured. ${ }^{320}$ Accordingly, very few MM-specific panels have been developed, none of which have been widely adopted or are commercially available. The two most prominent panels are the myTYPE and M(3)P. ${ }^{20,21}$ Both capture SNVs across an assortment of genes, while the myTYPE panel also attempts to describe structural variants at the IgH locus and copy number changes throughout the genome. Hence, the myTYPE panel fits well into the current R-ISS scheme and captures a range of lesions which may soon be indications for precision therapy. ${ }^{20}$ However, the $\mathrm{M}(3) \mathrm{P}$ panel has demonstrated novel patient
stratification on small lesions within the target genes, albeit with only marginal difference for a small percentage of patients. ${ }^{21}$

### 1.8.3 Somatic SNP and Indel Calling Algorithms

Development of accurate methods for the detection of SNPs and Indels with short read sequencing data has been an active area of bioinformatics focus over the last decade, and continues to be an ongoing, albeit more limited, field of research. Accordingly, a plethora of algorithms using a number of related statistical models to assess support for putative variants have been published. Stemming from this variation, algorithms have different performance in different contexts; and therefore, employing multiple algorithms in an ensemble approach has emerged as a 'best practice'. In a recent performance assessment, MuTect was found to have higher positive predictive values (0.77-0.97) than Vardict and Freebayes (0.33-0.73, and 0.35-0.55, respectively), and an ensemble approach including MuTect, FreeBayes, Vardict, Muse, and MuTect2 was most performant, having a positive predictive value (PPV) of (0.94-0.98). ${ }^{321}$ Importantly, FreeBayes and Vardict identified a maximum of $2.3 \%$ and $7.2 \%$ more true positive SNVs than Mutect across this assessment. ${ }^{321}$ In recent assessments of indel callers using simulated and real data, Scalpel and Pindel increase in sensitivity and precision with sequencing depth, and at 50x coverage, reached $\sim 90 \%$ sensitivity and $\sim 100 \%$ precision for indels from -200 to 50 bb in size. ${ }^{322,323}$ In another assessment, Platypus, though less precise than Pindel ( 0.22 compared to 0.42 ), identified 2.1 times more true positives than Scalpel, and an ensemble approach was found to be most performant. ${ }^{324}$ In this work, the variant callers used are Platypus, MuTect, Pindel, VarDict, FreeBayes, and Scalpel as implemented in the standard clinical bioinformatics pipeline within Nova Scotia Health. ${ }^{325}$

Pindel is geared towards detection of indels of varied sizes. ${ }^{326}$ It is underpinned by algorithms looking for read pairs in which only one read of the pair does not map; the mapped read provides an anchor point and orientation which the algorithm accounts for while splitting the unmapped reads into two mappable chunks that potentially span a breakpoint. ${ }^{326}$ Notably, while Pindel is specific and sensitive for indels -200 to 50 bp in size, its sensitivity quickly decreases for indels less than -300 bp or greater than 100 bp , reaching $0 \%$ recall even at 50 x coverage. ${ }^{322,324,327} \quad$ Additionally, performance is
hampered in genomic contexts where the anchor may map to a repetitive sequence element in the genome, or if SNPs or sequencing error introduces mismatches in either segment of the split read. ${ }^{326}$

Scalpel is a modern algorithm which focuses on indel detection. ${ }^{328}$ It constructs De Bruijn graphs from reads in a BAM file across the whole genome in segments of a specified size independent from the reference genome. ${ }^{328}$ The constructed sequences (branches of the de Bruijn graphs) are then compared to the reference to identify indels using an implementation of the Smith-Waterman alignment algorithm. ${ }^{328}$

VarDict identifies both indels and SNVs. ${ }^{329}$ For indel calling, reads that were soft clipped during alignment or have mismatches undergo unsupervised and supervised local realignment which incorporates more variant supporting reads in the analysis than Pindel's method, offering a more accurate estimation of the variant's frequency. ${ }^{329}$ VarDict incorporates indel information into its SNV calling as well, so reads which support an SNV but have poor mapping quality due to a nearby indel are not dismissed after local realignment. ${ }^{329}$ This has important performance implications: when applied to The Cancer Genome Atlas lung adenocarcinoma dataset, VarDict identified driver mutations in $K R A S$, NRAS, BRAF, PIK3CA, and MET in $16 \%$ more patients than previously reported when analyzed using MutSig2CV. ${ }^{228,329}$

MuTect is a sensitive and specific SNV caller, which does not call indels. ${ }^{330}$ Often, it is combined with Scalpel as an aggregate 'single caller'. MuTect evaluates variants under two models, one in which the variant is assumed to be a sequencing error, and in the other the variant is assumed to be present at an allele fraction proportional to the fraction of reads in which the allele occurs. ${ }^{330}$ These are then assessed within a Bayesian framework, and if the latter model has log odds likelihood meeting predetermined threshold, the variant is accepted. All accepted variants are then filtered for proximity to sequencing gaps, strand bias, poor mapping quality of supporting reads, multi-allelic evidence, and clustering. ${ }^{330}$

Platypus can detect SNVs, multiple adjacent SNVs (MNVs), and indels up to several kb in length. ${ }^{331}$ This algorithm employs three steps: alignment of reads to a reference genome and subsequent variant detection, creating a De Bruijn graph of variantimplicated reads, and identifying and scoring haplotypes from this graph by ascertaining unique paths in the graph. ${ }^{331}$ The scoring algorithm aligns each haplotype-supporting read
to the haplotype sequence and assesses the quality of this alignment in a hidden markov model using the Viterbi algorithm. ${ }^{331}$ The Frequency of these haplotypes are then estimated, and variants are called in accordance with their haplotype quality and frequency. ${ }^{331}$

FreeBayes, similarly to Pindel, constructs a haplotype from sequence data. ${ }^{332}$ However, FreeBayes employs a Bayesian approach, rather than hidden markov models, to determine the maximum likelihood of variants comprising a haplotype being real versus a sequencing or alignment artifact. ${ }^{332}$ The likelihood of an observed variant being erroneous is estimated by the per-base quality score of reads constituting the/supporting haplotype scaled by the likelihood of sampling variant supporting reads from a normal genotype. ${ }^{332}$

### 1.8.4 CNV Calling Algorithms

CNV calling may be performed through either de novo genome construction, looking for split or discordantly mapped reads that define the junctions of CNVs, or by identifying variation in depth of coverage. ${ }^{333}$ The latter benefits from its ability to determine exact copy numbers, large variants, and copy changes which implicate complex structural variation, or implicate low complexity regions. ${ }^{333}$ Additionally, some algorithms benefit from a low required depth of coverage, as compared to the other methods which require upwards of 40x coverage for accuracy. ${ }^{333}$ Though, algorithms that assess for split and discordant reads may offer much higher resolution of CNV boundaries, and identify tandem duplications. ${ }^{333}$ We have previously demonstrated the utility of QDNAseq in low depth interrogation of MM genomes for CNV detection, hence, we used QDNAseq herein. ${ }^{26,334}$ QDNAseq implements the CGHcall algorithm to assess for significant deviations in depth of coverage to call CNVs in our work. ${ }^{26,334}$ Briefly, reads are aligned to the reference genome, then the genome is segmented into bins of $1,5,10,15,30,50$, 100,500 , or 1000 kb and the coverage for each bin is calculated with normalizations for mapability and GC content on a bin-by-bin basis. ${ }^{334}$ The log odds for each bin's variation in coverage from the median is calculated, and CNVs are reported accordingly. ${ }^{334}$

### 1.8.5 Other SV Calling Algorithms

Structural variant calling is a computationally difficult task, and is an increasingly active area of research, especially as the significant role that structural variants play in cancer is increasingly acknowledged. ${ }^{327}$ Broadly, algorithms assess aligned BAM files for differences in coverage, or groups of poorly mapping, split-, and/or discordant reads, with some algorithms subsequently incorporating this data for the construction of a haplotype. ${ }^{327}$ A recent performance assessment recommends an ensemble calling approach, and suggests inclusion of GRIDSS and MANTA due to their high performance in simulated and cancer datasets compared to other calling algorithms, having PPVs of $0.81 \%$ and $0.59 \%$ and sensitivities of $0.85 \%$ and $0.88 \%$, respectively. ${ }^{327}$ In this same study, LUMPY also had a high PPV of 0.71 , though a relatively low sensitivity of $0.33 .{ }^{327}$

In another study on tumour and simulated data, LUMPY was $80 \%$ sensitive at 10 x depth for translocation identification of heterozygous variants. ${ }^{310}$ SVABA, a modern structural variant calling algorithm published in 2018 was not included in these assessments. SVABA can detect complex translocations, which are abundant in MM and which may be cryptic to MANTA, GRIDSS, and LUMPY. ${ }^{121,308,327}$ In this work, the structural variant calling algorithms used are SVABA, GRIDSS, LUMPY, and MANTA. ${ }^{308-310,335}$

SVABA first segments the genome into 25 kb bins with 2 kb overlap. ${ }^{308}$ Then, in each bin the discordant-, split-, or poor mapping quality reads are assembled into a consensus sequence/haplotype using s string graph assembler. ${ }^{308}$ These consensus sequences are then joined together in an organization consistent with the discordant reads that map between bins. ${ }^{308}$ This joining facilitates detection of interchromosomal variants and alterations larger than 25 kb in size. ${ }^{308}$ These haplotypes are then mapped back to the reference using BWA-mem, and variants are called and scored. Scoring considers the alignment score of the contig to the reference, as well as the number of reads which align better with the contig than the reference; reads mapping to the contig support the variant and increase the variant score. ${ }^{308}$

GRIDSS first extracts soft-clipped, split-, one-end-anchored, discordant-, and low map quality reads across the whole genome. ${ }^{309}$ Then, using a novel implementation of De Bruijn graphs, these reads are assembled into contigs, in a process termed whole-
genome contig-assembly; presumptively, these contigs span breakends. ${ }^{309}$. These contigs are then mapped back to the reference and split and discordant reads are used for variant calling and scoring. ${ }^{309}$ A variant's score is the phred scaled likelihood of the supporting reads originating from the implicated gnomic loci in the absence of a structural variants. ${ }^{309}$ For discordant reads, this score reflects the probability of the variant supporting read pair having the observed insert size given insert size distribution of the library; the insert size for chimeric reads is considered to be 10 standard deviations from the mean. ${ }^{309}$ For split reads, score reflects the probability of the observed soft-clipping given the distribution of soft-clipping within the alignment. ${ }^{309}$

MANTA constructs a graph, wherein nodes represent breakends, and edges represent putative SVs giving rise to the breakends. ${ }^{335}$ Firstly, MANTA extracts discordant-, soft clipped-, and poor mapping quality reads from an aligned BAM file. ${ }^{335}$ Then, each read pair is used to construct a small single edged graph, as the algorithm assesses more read pairs these graphs are merged. ${ }^{335}$ Through merging, the nodes no longer represent a single break end, but a cluster of break ends which may be implicated in more than one structural variant. ${ }^{335}$ Contigs are constructed around nodes (break ends) and aligned to the reference using the Swiss-Waterman algorithm. ${ }^{335}$ Variants with coverage higher than 3 times the average coverage for the sample, quality score less than 20 , or lacking paired end support are filtered out. ${ }^{335}$ The quality score represents the likelihood of observing a given variant supporting reads in a diploid model. ${ }^{335}$

LUMPY uses soft-clipped, discordant, and split-reads to identify putative break point regions. ${ }^{310}$ These regions are probabilistic ranges around clusters of the aforementioned reads, where each nucleotide position in the interval is scored for its likelihood of being a break point. ${ }^{310}$ Scoring is performed using two models, one for discordant-read support, and another for split read support. ${ }^{310}$ In the former, positions are scored depending on the abundance of discordant reads which putatively span them, where the probability of a read spanning the point is proportional to the probability of observing an insert size requisite for the read to span the position given the insert size distribution within the library. ${ }^{310}$ For split reads, the positional score is highest at the split in the read, and these probabilities are summed across overlapping split reads. ${ }^{310}$

### 1.8.6 Variant Interpretation

Concomitant with the bulk of data produced by NGS based assessment is the abundant identification of variants with unknown pathological relevance. Addressing this, large databases which catalogue mutations and the disease context in which the variants were found have been developed, Catalogue of Somatic Mutations in Cancer (COSMIC) and ClinVar being prominent examples. These databases permit variant annotation with information relating to the pathological states in which the variants have been previously reported. Additionally, a number of algorithms, often predicated on machine learning models, provide computed scores for pathogenicity (rfPred, SIFT, MutationTaster, Polyphen2, FATHMM-XF) or predict splicing alterations consequent to mutation (SPLICEAI).

### 1.9 Rational and Aims of this Study

Multiple myeloma presents with numerous genomic lesions that range in size from single nucleotide variants to whole chromosome alterations. The current assessment, FISH, cannot capture the diversity and complexity of this genomic landscape. Next generation sequencing assays are highly adaptable to capture these lesions, however, a clinically viable genomic interrogation approach has yet to be clinically described. In this work, we aim to

1) Develop and describe a multiple myeloma-specific targeted sequencing panel that captures prognostically relevant, and therapeutically informative smallscale lesions in genes frequently mutated in multiple myeloma.
2) Develop a relatively low-depth whole genome sequencing approach to capture the underlying structural variation existing within MM patient genomes, and demonstrate its performance against FISH.

## Chapter 2 Methods

The methods used for each study herein are almost completely described in their respective chapters, $\mathbf{3 . 3}$ and 4.3. Absent from these is the methodology for bone marrow processing and CD138 positive selection process which were performed per Nova Scotia Health Authority (NSHA) standard operating procedures as described below, as well as DNA/RNA extraction, and library preparation for the DMG26

### 2.1 Tumour Bank Sample Data Collection:

Patients included on the DMG26 and in the WGS study consented to the myeloma tumour bank during bone marrow acquisition at time of diagnosis or relapse, at which time their medical registration number (MRN), as well as reason for and date of bone marrow acquisition are recorded into the myeloma tumour bank sample tracking database, and to each sample a unique myeloma tumour bank identifier is assigned for patient deidentification. Using the MRN, each patient's laboratory data at time of, or within one month of bone marrow sampling was collected using NSHA's laboratory information system. The parameters were FISH results, isotype by immunofixation, immunoglobulin quantitation, bone marrow plasma cell infiltration (highest of aspirate, biopsy, or FLOW), B2M levels, hemoglobin, leukocyte counts, neutrophil count, lymphocyte count, eosinophile count, white blood cell count, monocyte count, reticulocyte count, platelet count, LDH, ALT, AST, albumin, bilirubin (total and direct), creatinine, eGFR, calcium, and ALP. Additionally, clinical data, was collected using each patient's MRN as a search parameter within NSHA's clinical information system. For each patient, data was collected from the clinic letters, starting at time of diagnosis. We catalogued time to each event and event type (relapse, progression, death, response to therapy), therapeutic regimen (therapies, number of cycles), and stage at diagnosis for each patient.

### 2.2 Bone Marrow Processing

Patient bone marrow samples in Ethylenediaminetetraacetic acid (EDTA), which arrive at the molecular lab, are spun at 500 g for 10 minutes, following which, the plasma is aliquoted and stored at -80 C . The remaining bone marrow is then split, with 5 mL aliquots placed into separate 50 mL conical tubes, into each of which, 40 mL of ammonium
chloride lysis buffer (ACK) is added. Following a two-minute incubation, the samples were centrifuged at 400 g for five minutes, after which, the supernatant was discarded, and the pellet was resuspended in EasySep (StemCell, Canada) buffer to the 50 mL mark. The samples were spun again at 400 g for five minutes, and the supernatant was again discarded. Following this, the cells were resuspended in 2.5 mL of EasySep buffer, and $10 \mu \mathrm{~L}$ aliquote was made which is diluted to $1: 100$ in $990 \mu \mathrm{~L}$ of EasySep buffer and was used for cell counting in the QEII (Halifax, N.S.) core lab.

The bone marrow samples were then adjusted to a concentration of $1 \times 10^{8}$ cells $/ \mathrm{mL}$ and filtered through a $70 \mu \mathrm{M}$ Filcon sterile filter into a 14 mL round bottom tube. The CD138 positive selection cocktail (EasySep) was then added to the bone marrow samples at a volume of $50 \mu \mathrm{~L}$ per mL of sample, gently mixed, and incubated for 15 minutes. During this incubation, magnetic positive selection particles (EasySep) were homogenized, and after the incubation, were added to the bone marrow samples at a volume of $50 \mu \mathrm{~L}$ per mL of sample and mixed gently via pipetting. After a 10 minute incubation, the volumes were then adjusted to 5 or 10 mL using EasySep buffer, depending on if the initial bone marrow was less, or greater than 1 mL in volume, respectively. Samples were then placed into the magnetic stand, and incubated for 5 minutes, after which, the supernatant was poured off into a 50 mL conical tube. The previous two steps were then repeated 2 more times. The supernatant solution, which contains the CD138 negative portion, was then centrifuged at 400 g for five minutes, supernatant discarded, and the cell pellet resuspended in 1 mL of EasySep buffer. The CD138 positive cells were washed from the sides of the round bottom tube with 1 mL of EasySep buffer. 1:30 dilutions were then prepared from $10 \mu \mathrm{~L}$ of each the negative and positive fractions, and assessed by the core lab for cell number. Samples were then cryopreserved at a concentration of $0.5 \times 10^{7}$ cells $/ \mathrm{mL}$ in either 0.6 mL of RLT buffer and stored at -80 for subsequent nucleic acids assessments, or in freezing media and stored in liquid nitrogen for subsequent functional studies.

### 2.3 DNA and RNA Extraction

DNA and RNA were extracted using a Qiagen AllPrep kit (Qiagen, Hilden, Germany) per manufacturer instructions. Briefly, $700 \mu 1$ of sample was loaded onto spin columns, cells were lysed and samples homogenized using the QIAShredder column
(Qiagen, Hilden, Germany), and beta-mercapto ethanol supplemented RLT buffer (Qiagen, Hilden, Germany) and samples were spun into a collection vial. For DNA purification, the homogenized lysate was placed into an ALLPrep DNA spin column (Qiagen, Hilden, Germany) and spun down. The eluted volume was subsequently used for RNA extraction. The DNA spin column was then washed sequentially with AW1 and AW2 buffer (Qiagen, Hilden, Germany), and DNA was eluted using $100 \mu \mathrm{LEB}$ buffer (Qiagen, Hilden, Germany). For RNA purification, equal parts 70\% ethanol and sample eluted during the initial DNA spin-down were added to the RNeasy spin column (Qiagen, Hilden, Germany), and spun down. Then $700 \mu l$ of RWI buffer (Qiagen, Hilden, Germany) was added, followed by two washes with $500 \mu \mathrm{l}$ of EB1 buffer (Qiagen, Hilden, Germany. The RNA was then collected in $50 \mu$ l of RNase-free water.

### 2.4 DMG26 Library Preparation

Libraries were prepared using AmpliSeq for Illumina On-Demand, Custom, and Community Panels Reference Guide (Illumina, California), and the TruSeq Custom Amplicon Low Input Kit Reference Guide. Library quantitation was performed via a Bioanalyzer, and samples were normalized and pooled, and sequenced on a V3 flow-cell to 1000 x coverage.

The TruSeq protocol was performed on 48 samples using 40ng of DNA from each sample at a concentration of $10 \mathrm{ng} / \mu$ l. The design included 1090 amplicons, and hence, per Illumina guidelines, the amplification was performed in 25 polymerase chain reaction (PCR) cycles. The AmpliSeq protocol was performed on 33 samples, in a two-pool manner using 40 ng of DNA from each sample at a concentration of $10 \mathrm{ng} / \mu$ l. The panel design included 640 amplicons, and hence, per Illumina guidelines, the amplification was performed in 28 PCR cycles. Libraries were quantitated via a Qubit, and samples were normalized and assessed for quality on a nano flow cell. Pool normalization was adjusted in accordance with read-depth per sample on the nano flow cell, and then sequenced on a V3 flow-cell at 1000x.

### 2.5 Bioinformatics Versions

The bioinformatic software used herein is well described in the related methods sections, chapters 3.3.3, 3.3.5, and 4.3.3. The version number or date accessed for each software is indicated in Table 2.1. In addition, all data were visualized in R (version 4.0.2) using ggplot, cowplot, pCOR, ComplexHeatmap, and Circlize. ${ }^{336-339}$

Table 2.1: Bioinformatic software used

| Software | Version/Data accessed |
| :---: | :---: |
| BWA-mem ${ }^{340}$ | 0.7.13-R1126 |
| Vardict ${ }^{329}$ | 1.4 |
| FreeBayes ${ }^{332}$ | 1.0.2 |
| Pindel ${ }^{326}$ | 0.2.5B8 |
| Mutect ${ }^{330}$ | 3.1-0-G72492BB |
| Platypus ${ }^{331}$ | 0.8.1 |
| Scalpel ${ }^{328}$ | 0.5.3 |
| SNPeff ${ }^{341}$ | 4.2 |
| Picard (Picard Toolkit, Broad) | 1.141 |
| SAMtools ${ }^{342}$ | 1.3 |
| VCFanno ${ }^{343}$ | 0.0 .11 |
| rfPred ${ }^{344}$ | 1.28 .0 |
| GATK3 ${ }^{345}$ | 3.4-46-gbc02625 |
| SIFT ${ }^{346}$ | (accessed using rfPred) |
| MutationTaster ${ }^{347}$ | (accessed using rfPred) |
| Polyphen2 ${ }^{348}$ | (accessed using rfPred) |
| FATHMM-XF ${ }^{349}$ | Accessed August 13 ${ }^{\text {th }}, 2020$ |
| spliceAI ${ }^{350}$ | 1.3.1 |
| CovCopCan ${ }^{351}$ | 1.3.3 |
| Survminer (Kassambara, A., 2020) | 0.4.9 |
| Survival ${ }^{352}$ | 3.2-9 |
| QDNAseq ${ }^{334}$ | 1.24 .0 |
| svABA ${ }^{308}$ | 1.0.1 |
| LUMPY ${ }^{310}$ | 0.2.13 |
| GRIDSS ${ }^{309}$ | 2.10 .1 |
| MANTA ${ }^{335}$ | 1.6.0 |
| GATK4 ${ }^{345}$ | 4.1.9.0 |
| Circlize ${ }^{337}$ | 0.4.12.1004 |
| ComplexHeatmap ${ }^{336}$ | 2.5.6 |
| pROC ${ }^{338}$ | 1.17.0.1 |
| ggplot2 ${ }^{339}$ | 3.3.3 |
| Cowplot (Wilke, O., 2020) | 1.1.1 |

# Chapter 3 DMG26: A Targeted Sequencing Panel for Mutation Profiling to Address Gaps in the Prognostication of Multiple Myeloma 

### 3.1 Abstract

Multiple Myeloma presents with numerous primary genomic lesions that broadly dichotomize cases into hyperdiploidy or IgH translocated. Clinically, these large alterations are assessed by FISH for risk stratification at diagnosis. Secondary focal events, including indels and SNPs, are also reported, however, their clinical correlates are poorly described, and FISH has insufficient resolution to assess many of them. In this study, we examined the exonic sequences of 26 genes reported to be mutated in $>1 \%$ of myeloma patients using a custom panel. We sequenced these exons to approximately $\sim 1000 \mathrm{x}$ in a cohort of 76 patients from Atlantic Canada with detailed clinical correlates and in four multiple myeloma cell lines. Across the 76 patients, 255 mutations and 33 focal-copy number variations were identified. High-severity mutations and mutations predicted by FATHMMXF to be pathogenic identified patients with significantly reduced progression free survival. These mutations were mutually exclusive from the Revised-International Stating System (R-ISS) high-risk FISH markers, and were independent of the International Staging System stage and all biochemical parameters of the R-ISS. Applying our panel to patients classified by FISH to be standard-risk successfully reclassified patients into high- and standard-risk groups. Furthermore, three patients in our cohort each had two high-risk markers; two of these three went on to develop plasma cell leukemia, a rare and severe clinical sequela of multiple myeloma.

### 3.2 Introduction

Multiple myeloma (MM) is the second most common hematological cancer worldwide and despite recent advances in therapies, overall survival (OS) of patients remains poor. ${ }^{1}$ The cancer progresses from the preclinical stages of monoclonal gammopathy of undetermined significance (MGUS) and smoldering MM (SMM) to overt MM; rarely secondary plasma cell leukemia (PCL) ensues, which has a remarkably poor prognosis. ${ }^{353}$ Clinical courses vary dramatically between patients; this variation is
attributed to the remarkable heterogeneity of genetic alterations which underpin MM, thus highlighting the clinical importance of MM's genomic landscape. ${ }^{87,354}$

In 2015, the International Staging System (ISS) for MM was revised (R-ISS), to incorporate genetic abnormalities via fluorescent in situ hybridization (FISH) interrogations. ${ }^{24}$ High-risk R-ISS FISH findings include 17p deletions and translocation $t(4 ; 14)$ or $t(14 ; 16)$. However, genomic alterations that are beyond the scope and resolution of FISH may have greater predictive value on patient outcomes.

Recent whole-genome and whole-exome sequencing (WGS, WES) studies have highlighted the scale, prevalence and associations of such genetic alterations in MM. ${ }^{6,9,13,86,94}$ Subsequently, MM genetic categorization is now being redefined beyond the classical hyperdiploid and IgH translocation subgroups, and the impact of smaller genetic alterations on clinical outcomes are emerging. ${ }^{6,9,10,13,86,94,95,355}$ However, these findings have not been effectively translated into the clinical arena as WGS and WES are costprohibitive and bench to bedside turnaround times are impractical, highlighting the need for high resolution, clinically viable genomic interrogations

We previously demonstrated the superiority of ultra-low-depth WGS over FISH to detect copy number variations (CNVs). ${ }^{26}$ This approach does not, however, resolve indels or single nucleotide variants (SNVs). A few myeloma specific panels have been investigated, including M3P, M3Pv2.0, and myTYPE. ${ }^{12,20,21,355,356}$ The M3Pv2.0 targets 77 genes in commonly affected pathways or that are drug targetable. It has reported mutations in 11 of these genes to significantly impact progression-free and overall survival (PFS and OS), STAT3 being chief among them. ${ }^{21}$ Despite this, widespread clinical adoption has not occurred, possibly due to unclear clinical utility.

Here, we present a MM-specific targeted-sequencing approach using a customdesigned 26 gene panel, the DMG26, that is applicable in a standard clinical molecular laboratory. We demonstrate that the DMG26 captures prognostically relevant genomic abnormalities which are currently not assessed for in clinic.

### 3.3 Methods

### 3.3.1 Sample Acquisition

Patient bone marrow samples were processed as described previously. ${ }^{26}$ Briefly, bone marrow was collected from patients with plasma cell dyscrasias at the Victoria General Hospital (Halifax, Nova Scotia) and underwent red cell lysis with ammonium chloride, followed by CD138+ magnetic cell selection (StemCell, Vancouver, Canada) to achieve plasma cell purity of $>90 \%$ by cytospin. This work was conducted under ethical approval by the Nova Scotia Health Authority (NSHA) Research Ethics Board (\#1021520 and \#1021397) and patients provided written informed consent for research.

Four MM cell lines were also included in this study: MM1S, KMS-12BM, RPMI8226, NCI-H929 (ATCC). Cell lines were maintained in suspension in RPMI supplemented with penicillin/streptomycin and $10 \%$ FBS and confirmed to be free of mycoplasma contamination.

### 3.3.2 DMG26 Panel Design

Mutation data from published WES and WGS studies in MM were reviewed and compared. ${ }^{9,13,16}$ Across these, genes that were found to be mutated in greater than $1 \%$ of the myeloma patient population studied were included ( 25 genes), as well as MYC. These genes have previously been implicated in MM pathogenesis, or reported as driver genes. ${ }^{9,13,16,94}$ The chromosomal loci of the selected genes as well as the standard FISH probe loci are shown in Figure 3.1. Using Illumina DesignStudio, we designed a custom panel to target exons of these 26 genes. Panel designs are described in Supplementary Data files (AmpliSeq_Manifest.txt, TruSight_Manifest.txt, exons.bed).

Figure 3.1: DMG26 genes minimally overlap with standard FISH assessed loci Ideogram showing FISH probe loci (Green) and DMG26 gene loci (names in Blue, position pointer in Yellow)

### 3.3.3 Sequencing and Variant Calling

DNA library preparations for the DMG26 panel were performed per Illumina TruSight© and AmpliSeq© for Illumina custom panel reference guides. Supplementary Table 1 shows each of the library preparations. Libraries were sequenced at $2 \times 150 \mathrm{bp}$ in two runs on an Illumina MiSeq at an average depth of $\sim 1000 x$. FastQ files were analyzed using an in house bioinformatic pipeline described previously. ${ }^{325}$ In brief, reads were aligned by BWA-mem to GRCh37, and variants were called in an ensemble approach using Pindel, Mutect, Vardict, Freebayes, Platypus, and Scalpel and annotated against ClinVar, COSMIC, and other databases using SNPeff and VCFanno. ${ }^{326,328-332,340,341,343,357,358}$ Variants were then filtered to include those with at least 20 supporting reads, a variant allele frequency higher than or equal to $10 \%$, two or more supporting callers, and a depth greater than 250 x . Variants were also excluded if they were common to $>20 \%$ of samples in a run and at a VAF less than 1 standard deviation above the mean VAF for the given variant in the run. Filter passing variants were then manually reviewed. Variants were scored for pathogenicity using rfPred, SIFT, MutationTaster, Polyphen2, FATHMM-XF, and SPLICEAI. ${ }^{344,346-350}$ Focal copy number variations were called using CovCopCan. ${ }^{351}$ Sequencing depth was assessed using SAMtools. ${ }^{342}$

### 3.3.4 Clinical data

Patient laboratory data, including albumin, beta-2 microglobulin, LDH, bone marrow plasma cell burden, serum M-protein quantity, Ig heavy and light chain type and quantity, serum free light chain ratio, and FISH data, coinciding with the time of bone marrow acquisition, were collected from NSHA laboratory information system. Patient clinical data, including age, sex, diagnosis at time of bone marrow acquisition, therapies received, follow-up period, stage, and time of events were also collected from NSHA hospital information system. Events were defined as relapse, progression, or death and were collected from time of bone marrow acquisition to study end points.

### 3.3.5 Statistical Analysis

Summary statistics were used to describe the distribution of mutations, clinical, and molecular features across our cohort. Using univariate Cox proportional hazard ratios,

Kaplan-Meier and Log-Rank tests from R packages Survival and Survminer, we assessed the association of mutational status with progression-free survival. ${ }^{359,360}$ Independence between mutational signatures and standard biochemical prognostic parameters was assessed using the chi-squared test and Wilcoxon-P. Comparison of stratification schemes was performed using Henderson's C. All statistical analyses were performed using R and Python.

### 3.3.6 Availability of Data

The datasets generated and analysed during this study are available from the Dalhousie Pathology Biobank, BioBank@nshealth.ca. All programing scripts used in this work are available at https://gitlab.com/gaston-lab-genomics/myeloma-amplicon-risk.

### 3.4 Results

### 3.4.1 Cohort Description

Seventy-seven patient samples (from 76 patients) and 4 cell lines were included in our study. Our patient samples comprised 20 MGUS, 3 SMM, 52 MM, and 1PCL and two thirds of the cohort were males (Table 3.1). Sample MM13 was taken at diagnosis while MM40 was taken at relapse for the same patient. The majority of patients received a combination of Cyclophosphamide, Bortezomib, and Dexamethasone (CyBorD) as first line therapy ( 44 of 57 treated individuals). The median follow-up time was 19 months (range: 0.4-42), and 30 patients had an event within the follow-up period. Molecular and demographic features for our cohort are summarized in Table 3.1 and Appendix Figure 1.

### 3.4.1 Comparison of TruSight and AmpliSeq Panels

The TruSight design targeted a total region of 98859 bp, while the AmpliSeq targeted a total region of 116793 bp . The overlap of the TruSight design with the AmpliSeq design was $89.4 \%$, while the overlap of the AmpliSeq design with the TruSight design was $75.7 \%$. The proportion of coding nucleotides within the target genes captured by our panels was $98.7 \%$, and $99.3 \%$ for the TruSight and AmpliSeq designs, respectively. The average coverage of coding nucleotides across samples was 1081x and 1026x on the TruSight and

AmpliSeq panels, respectively (Figure 3.2) Bioinformatic variant calling resulted in 210 variants across 45 patient samples and 3 cell lines using TruSight amplicon data and 84 variants across 32 patient samples and one cell line using AmpliSeq amplicon data (Appendix Table 1; Appendix Table 2).

Table 3.1: Summary of patient demographics, laboratory and molecular data, therapies, and follow-up

| $N=76$ |  |  |
| :---: | :---: | :---: |
| ISS Stage | I | 3 (4\%) |
|  | II | 25 (33\%) |
|  | III | 18 (24\%) |
|  | Unknown | 30 (39\%) |
| Diagnosis at time of BM | MM | 50 (65\%) |
|  | MM relapse | 13 (17\%) |
|  | MGUS | 10 (13\%) |
|  | SMM | 3 (4\%) |
|  | PCL | 1 (1\%) |
| Therapies | ASCT | 23 (30\%) |
|  | Proteasome Inhibitor | 47 (62\%) |
|  | Monoclonal Ab | 9 (12\%) |
|  | Immunomodulatory | 35 (46\%) |
| Paraprotein type | lgG Kappa | 30 (39\%) |
|  | IgG Lambda | 15 (20\%) |
|  | IgA Kappa | 8 (11\%) |
|  | IgA Lambda | 11 (14\%) |
|  | IgD Lambda | 1 (1\%) |
|  | IgM Kappa | 1 (1\%) |
|  | Non-secretory Kappa | 7 (9\%) |
|  | Non-secretory Lambda | 3 (4\%) |
| Sex | Male | 51 (67\%) |
|  | Female | 25 (33\%) |
| FISH | High-risk | 12 (16\%) |
|  | Standard-risk | 36 (47\%) |
|  | Unknown | 30 (39\%) |
| Age | Median, Range (Years) | 70,33-86.5 |
| PFS | Median, Range (Months) | 12, 1-32 |
| LDH | Median, Range (IU/L) | 164, 45-608 |
| Follow-up | Median, Range (Months) | 19, 0.4-42 |
| BM PC infiltration | Median, Range (\%) | 45, 0-95 |
| Albumin | Median, Range (g/L) | 33, 16-46 |
| Serum M-protein | Median, Range (g/L) | 25.1, 0-105 |
| B2 Microglobulin | Median, Range (nmol/L) | 365, 135-2318.6 |
| SFLC I/U | Median, Range | 80, 0-4431 |



Figure 3.2: Coverage by amplicon and exon for TruSeq and AmpliSeq
Boxplots indicating sequencing depth. Y-axis is log-scaled, and the red line indicates 1000 x . A) Boxplots of amplicon sequencing depth by patient for samples prepared using TruSight. B) Boxplots of amplicon sequencing depth by patient for samples prepared using AmpliSeq. C) Boxplots of exon sequencing depth by patient for samples prepared using TruSight. D) Boxplots of exon sequencing depth by patient for samples prepared using AmpliSeq.

### 3.4.2 Analysis of Variant Data

Across our cohort, 294 variants were identified, 39 of which were in the four cell lines (Figure 3.3; Table 3.2; Appendix Figure 1). All of our cell lines had mutation data catalogued within COSMIC's Cell Line Project which reported 14 verified variants within regions targeted by our panel, 13 ( $93 \%$ ) of which we successfully identified (Table 3.2). Within our patient samples, 65 patients collectively harboured 255 variants; ATM being the most mutated in our cohort ( 37 variants in 22/77 samples) and KRAS the most mutated per kilobase ( $0.30 \mathrm{mut} / \mathrm{kb}$ in $17 / 77$ samples) (Figure $3.4 \mathbf{A , B}$ ). Low variant allele frequency (VAF) mutations contributed the bulk of variability in mutational burden between patients (Figure 3.4 C).

### 3.4.3 Clinical and Prognostic Value of Mutations

Next, we investigated the clinical associations of the identified variants. In a univariate Cox proportional hazard model, $C D K N 1 B$ was the only gene whose mutational status had a significant correlation with PFS ( $\mathrm{n}=3$, HR 17.21; 95\% CI: 3.21-92.14; $\mathrm{p}=$ 0.001) (Figure 3.5). We then reclassified the mutational status of a gene to require the presence of at least one mutation at a $\mathrm{VAF} \geq 20 \%$ (Figure 3.6). On reassessing the PFS association of mutational status on a per-gene basis, we again identified $\operatorname{CDKN1B}(\mathrm{n}=2$, $\mathrm{HR}=19.87$; 95\% CI: 3.79-104.11; $\mathrm{p}<0.001$ ), as well as $\operatorname{PRDM1}$ ( $\mathrm{n}=3, \mathrm{HR}=6.27 ; 95 \%$ CI: 1.79-21.99; $\mathrm{p}=0.004$ ) to negatively correlate with PFS (Figure 3.7). These genes were only mutated in 2 , and 3 patients, respectively, and thus did not capture the majority of risk across our cohort. We then assessed the association of mutation type and severity by sequence ontology ${ }^{47}$, across all 26 genes in the panel, with PFS. Most of the mutation types which had a significant correlation with PFS are considered high-severity mutations (Figure 3.8 A). Consistently, harbouring at least one high-severity mutation with a VAF $\geq$ 20\% (Figure 3.6) was significantly associated with reduced PFS ( $\mathrm{n}=15, \mathrm{HR}=3.0 ; 95 \%$ CI: 1.33-6.72; $\mathrm{p}=0.008$ ), and captured risk in a greater proportion of our cohort (Figure 3.8 B,C).


Figure 3.3: Oncoprint of DMG26 identified mutations against patient diagnosis, FISH risk, and focal CNVs
Mutations which are medium or high severity are shown in Green or Pink, respectively. High severity mutations include stop-loss, splice acceptor, splice donor, stop-gain, and frameshift variants. Medium severity mutations include in-frame deletions, in-frame insertions, splice region variants, and missense variants. Low severity mutations, which include stop retained variants, intron variants, and synonymous variants are not shown. Rows are genes, columns are samples. The top bar-plot indicates distribution of mutation severity by patient. The bar-plot on the right indicates distribution of mutation severity by gene. Below the Oncoprint, IMWG FISH risk is indicated in Green (standard-risk) and Purple (high-risk); multiple CovCopCan focal copy number variants are indicated in Orange; and patient diagnosis at time of bone marrow acquisition is indicated in pale Green (MM diagnosis), pale Pink (MM relapse), Turquoise (MM progression), Beige (MM follow-up), pale Purple (MGUS diagnosis), Yellow (MGUS follow-up), Orange (SMM diagnosis), Grey (Cell Line).

Table 3.2: Cell line data matches COSMIC reports
List of all verified mutations reported by COSMIC within cell lines RPMI-8226, NCIH929, MM1S, and KMS-12-BM. Corresponding mutational status reported by our panel is indicated.

| Gene | Codon Alteration | Cell_Line | Panel Called |
| :---: | :---: | :---: | :---: |
| LTB | c. $244 \mathrm{G}>\mathrm{C}$ | KMS-12-BM | Yes |
| LTB | c. $218 \mathrm{~A}>\mathrm{G}$ | KMS-12-BM | Yes |
| TP53 | c. $1010 \mathrm{G}>\mathrm{T}$ | KMS-12-BM | Yes |
| EGFR | c. $2749 \mathrm{G}>\mathrm{C}$ | MM1S | Yes |
| KRAS | c. $35 \mathrm{G}>\mathrm{C}$ | MM1S | Yes |
| TRAF3 | c.1607_1633del | MM1S | Yes |
| ATM | c. $1039 \mathrm{G}>\mathrm{A}$ | NCI-H929 | No |
| NRAS | c. $38 \mathrm{G}>\mathrm{A}$ | NCI-H929 | Yes |
| TENT5C | c.278_279insC | NCI-H929 | Yes |
| EGFR | c. $2252 \mathrm{C}>\mathrm{T}$ | RPMI-8226 | Yes |
| KRAS | c. $35 \mathrm{G}>\mathrm{C}$ | RPMI-8226 | Yes |
| LTB | c. $208+1 \mathrm{G}>\mathrm{A}$ | RPMI-8226 | Yes |
| LTB | c. $208 \mathrm{G}>\mathrm{A}$ | RPMI-8226 | Yes |
| TP53 | c. $853 \mathrm{G}>\mathrm{A}$ | RPMI-8226 | Yes |



Figure 3.4: Mutation distribution per gene and per sample in our cohort
A) Mutations per sequenced kilobase by gene. B) Number of mutations by gene with variant allele frequency breakdown. C) Number of mutations by sample with variant allele frequency breakdown. For all indications of variant allele frequency, the highest reported value across all somatic variant calling algorithms was used.


Figure 3.5: Hazard ratio of gene mutation status
Forrest plot showing Cox-proportional hazard of harbouring at least one mutation in the indicated gene.


Figure 3.6: Concordance maximized at $\mathbf{2 0 \%}$ variant allele frequency
Concordance for hazard assigned by high-severity mutations (Blue), FATHMM-FX predicted pathogenic mutations (red), or both ('high-risk' mutations, Green). Concordance was assessed for each at VAF cut-offs between 0 and 1 at 0.01 increments.


Figure 3.7: Hazard ratio by clonal gene mutational status
Forrest plot showing Cox-proportional hazard of harbouring at least one mutation in the indicated gene with a VAF above $20 \%$.


Figure 3.8: High-severity mutations in panel-targeted genes significantly impact PFS A) Forrest plot showing Cox-proportional hazard of harbouring at least one mutation of the indicated impact with a VAF above $20 \%$. B.) Forrest plot showing Cox proportional hazard of harbouring at least one mutation of the indicated severity above a $20 \%$ VAF. C.) Kaplan-Meier plot of the different clinical courses between patients harbouring at least one mutation of high severity above a $20 \%$ VAF (Orange, $n=15$ ), and those that do not harbour any high severity mutations above a $20 \%$ VAF (Green, $n=61$ ). Time is in days. The logrank p value is indicated.

Examining only high-severity mutations left a large portion of our mutation data uninformative for risk stratification, namely missense mutations (medium severity) which accounted for 155 of our observed variants (Figure 3.9 A). We therefore sought to identify which of these mutations may confer additional prognostic value. For this purpose, we considered COSMIC and ClinVar annotations, and scored each variant for pathogenicity with rfPred, SIFT, MutationTaster, Polyphen2, and FATHMM-XF, as well as SPLICEAI which predicts the splicing impacts of mutations. Mutations in COSMIC or those flagged as pathogenic in ClinVar did not significantly correlate with PFS (Figure $\mathbf{3 . 1 0} \mathbf{A , B}$ ). For each algorithm, we assessed the subsequent association of PFS with at least one mutation above the recommended cut-off for predicted pathogenicity. Of these, FATHMM-XF using the upper cut-off of 0.97 performed the best and was hence used for the work herein (Figure 3.9 B-D, Figure 3.10 C-G). Harbouring at least one FATHMM-XF predicted pathogenic mutation with a VAF $\geq 20 \%$ (Figure 3.6) had a significant negative correlation with PFS ( $\mathrm{n}=5$; HR $=7.37$; 95\% CI: 2.7-20.16; $\mathrm{p}<0.001$ ) (Figure 3.9 C,D).

We then combined these two indicators to define high-risk patients such that a patient is considered high risk if they have one or more mutations that are either highseverity or predicted by FATHMM-XF to be pathogenic and at a VAF $\geq 20 \%$. With this approach, 23/376 mutations were considered high-risk markers, 19 of which were in patient samples. This effectively classified 16 of 76 patients as high risk with significantly reduced PFS ( $\mathrm{n}=16$; log-rank $\mathrm{p}=0.0011 ; \mathrm{HR}=3.46 ; 95 \% \mathrm{CI}: 1.6-7.6 ; \mathrm{p}=0.002$ ) (Figure 3.3, Figure 3.11 A,E). We applied this stratification scheme to our at-diagnosis, pre-treatment, and non-MGUS sub-cohorts and again found significantly reduced PFS in all groups (Figure 3.11 B-E). High-risk mutations were found in 12 genes, with $A T M, R B 1$, TP53, DIS3, FAM46C, LTB, and MAGED1 each harbouring more than one high-risk mutation (Figure 3.11 G). No high-risk mutations were found in our MGUS or SMM patients (Figure 3.11 H). Notably, three patients: MM43, MM63, and MM106, harboured 2 high risk mutations each and had a striking decrease in PFS (HR = 15.6; 95\% CI: 2.9-83; p = 0.0013 ) (Figure 3.11 F). Of these, MM63 had a follow-up time of only 51 days and did not experience an event in this time. However, MM106 and MM43 both relapsed rapidly at 163 and 91 days, respectively, and both progressed to PCL.


Figure 3.9: Figure 4: FATHMM-XF predicted pathogenic variants in panel-targeted genes significantly impacts PFS
A) Barplot of mutation abundance by impact type. Color indicates impact severity: high, medium (MED), and low are Orange, Purple, and Green respectively. B) Violin plot of FATHMM-XF score of variants. Orange variants have a score above or equal to 0.97 , the stringent pathogenic cut-off of FATHMM-XF. C) Forrest plot of Cox proportional hazard of harboring at least one variant above or equal to a FATHMM-XF score of 0.97 and above a $20 \%$ VAF. D) Kaplan-Meier plot of the different clinical courses of patients harboring at least on mutation with a FATHMM-XF score above or equal to 0.97 and above a $20 \%$ VAF (Orange, $\mathrm{n}=5$ ), and those patients who do not harbor a variant scored by FATHMM-XF above or equal to 0.97 and above a $20 \%$ VAF (Green, $\mathrm{n}=71$ ). Time is in days. The logrank p value is indicated.


Figure 3.10: Mutational hazard by prediction algorithms, ClinVar, and COSMIC
A) Kaplan-Meier plot of patients harbouring mutations predicted by SIFT to be pathogenic (Orange), and those who do not (Green). B) Kaplan-Meier plot of patients harbouring mutations predicted by MutationTaster to be pathogenic (Orange), and those who do not (Green). C) Kaplan-Meier plot of patients harbouring mutations predicted by Polyphen2 to be pathogenic (Orange), and those who do not (Green). D) Kaplan-Meier plot of patients harbouring mutations predicted by LTR to be pathogenic (Orange), and those who do not (Green). E) Kaplan-Meier plot of patients harbouring mutations predicted by SPLICEAE to be splice altering (Orange), and those who do not (Green). F) Kaplan-Meier plot of patients harbouring mutations reported in COSMIC (Orange), and those who do not (Green). G) Kaplan-Meier plot of patients harbouring mutations flagged in ClinVar as pathogenic (Orange), and those who do not (Green). H) Forrest plot showing Coxproportional hazard for maximum rfPRED score per patient.


Figure 3.11: High-risk mutations significantly correlate with reduced PFS in both total cohort and diagnostic subgroups
A, B, C, D) Kaplan-Meier Survival plots showing different clinical courses between patients that harbour one or more mutations that are high-severity or predicted by FATHMM-XF to be pathogenic, and are above 20\% VAF (Orange), and those who do not (Green) in different disease-stage groups. The log-rank p value is indicated. A is total cohort ( $\mathrm{n}=76$ ), B is at diagnosis of $\mathrm{MM}(\mathrm{n}=50)$, C is pre-treatment ( MM diagnosis, MGUS, and SMM diagnosis, $\mathrm{n}=62$ ), D is non-MGUS patients $(\mathrm{n}=66)$. $\mathbf{E}$ ) Forrest plots of Cox proportional hazard for patients harbouring one or more mutations that are highseverity or predicted by FATHMM-XF to be pathogenic, and are above $20 \%$ VAF in different disease-stage groups. F) Kaplan-Meier Survival plots showing different clinical courses between patients that harbour multiple mutations that are high-severity or predicted by FATHMM-XF to be pathogenic, and are above $20 \%$ VAF (Orange, $n=3$ ), and those who do not (Green, $n=73$ ). The log-rank $p$ value is indicated. G) Proportion of mutations
that are high-risk by gene. H) Proportion of patients harbouring high-risk variants by reason for bone marrow sample.

### 3.4.4 Copy Number Calling

Although the DMG26 is designed for SNV and indel calling, using CovCopCan we also analyzed our panel data for focal copy number variations (CNVs); 33 variations were identified across 22 patient samples and 3 CNVs across 3 cell lines (Table 3.1). Harbouring 2 or more CNVs significantly reduced PFS by the log rank test (Figure 3.12 A ), and in a Cox proportional hazard model ( $\mathrm{n}=8, \mathrm{HR}=3.07,95 \% \mathrm{CI}: 1.01-9.35, \mathrm{p}=0.048$ ) (Figure 3.12 B). Combining focal-CNV data with high-risk mutations enhanced risk stratification, classified 22 patients as high-risk with significantly reduced PFS ( $\mathrm{n}=22$; $\mathrm{HR}=4.42 ; 95 \%$ CI: 2.03-9.6; p $<0.001$ ) (Figure 3.12 C,D).

### 3.4.5 Correlation to Clinical Metrics and FISH Data

We assessed the independence of our panel-based risk stratification from other prognostic factors and the ISS. In our cohort, 48 patients had FISH data, 12 of whom harboured R-ISS high-risk markers: $\mathrm{t}(4 ; 14)$, $\mathrm{t}(14 ; 16)$, $\operatorname{del}(17)$, $\operatorname{del}(17 \mathrm{p})$, and/or del(17p13.1) (Table 3.1; Figure 3.3; Appendix Figure 1). When re-evaluated based on our DMG26 panel, 12 patients had high-risk mutations and 4 had multiple focal CNVs (Figure 3.13 A). Strikingly, the presence of high-risk FISH and high-risk mutations were mutually exclusive, and high-risk findings by our panel outperformed FISH (R-ISS and $1 q)$ in risk classifications, and re-classified FISH standard-risk patients into high- and lowrisk groups with significantly different $\operatorname{PFS}(\mathrm{HR}=3.6 ; 95 \% \mathrm{CI}: 1.13-11.9 ; \mathrm{p}=0.031)$ (Figure 3.13 A-D; Figure 3.14). One patient, MM17, was high-risk by FISH ( $\mathrm{t}(14 ; 16$ ) ) and harboured 2 panel identified focal-CNVs (Figure 3.3; Figure 3.13 A ). Additionally, 46 patients had ISS staging available at time of bone marrow acquisition: 3 stage 1, 25 stage 2, and 18 stage 3 (Table 3.1). This is skewed towards higher stages as incomplete laboratory data can define ISS stage 3 , but not stages 1 or 2 . Our panel outperformed ISS staging in risk stratification and the occurrence of high-risk mutations was independent of ISS staging (Figure 3.13 E,F). Similarly, high-risk mutations were found to be independent of individual laboratory inputs of the ISS and R-ISS algorithms, including beta-2 microglobulin, LDH, and Albumin (Figure 3.13 G-I).

Table 3.3: Focal copy number variations
Reported by CovCopCan within our study cohort, using the sequence data from our mutation panel.

| Sample | Chromosome | Start | End | Variant | Length (bp) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MM25 | chr6 | 106553047 | <DUP> | DUP | 106553899 |
| MM24 | chr 13 | 48951015 | <DUP> | DUP | 48954588 |
| MM21 | chr6 | 106553047 | <DUP> | DUP | 106553899 |
| MM21 | chr 13 | 49050792 | <DUP> | DUP | 73334135 |
| MM52 | chr6 | 106553047 | <DUP> | DUP | 106553899 |
| NCI | chr6 | 106553047 | <DUP> | DUP | 106553899 |
| MM47 | chr14 | 103336486 | <DEL> | DEL | 103342795 |
| MM44 | chr13 | 48878014 | <DEL> | DEL | 48923289 |
| MM34 | chr6 | 106553047 | <DUP> | DUP | 106553899 |
| MM1S | chr7 | 140477750 | <DUP> | DUP | 140494515 |
| MM32 | chrX | 51637270 | <DUP> | DUP | 51638288 |
| MM84 | chr9 | 21970959 | <DUP> | DUP | 21974922 |
| MM84 | chr9 | 139802371 | <DUP> | DUP | 139804595 |
| MM22 | chr14 | 103352474 | <DEL> | DEL | 103363868 |
| MM82 | chr 12 | 25368305 | <DUP> | DUP | 25380394 |
| MM108 | chrX | 51637714 | <DUP> | DUP | 51641751 |
| MM108 | chrX | 51644447 | <DUP> | DUP | 51645157 |
| MM99 | chr14 | 103355797 | <DEL> | DEL | 103372301 |
| MM06 | chrX | 51637321 | <DUP> | DUP | 51645157 |
| KMS12 | chr6 | 47220948 | <DUP> | DUP | 47277277 |
| MM92 | chrX | 51638323 | <DUP> | DUP | 51641066 |
| MM92 | chrX | 51641477 | <DUP> | DUP | 51645157 |
| MM60 | chr 13 | 49047367 | <DUP> | DUP | 49051659 |
| MM60 | chrX | 51637321 | <DUP> | DUP | 51645157 |
| MM17 | chrX | 51637321 | <DUP> | DUP | 51638928 |
| MM17 | chrX | 51639512 | <DUP> | DUP | 51645157 |
| MM79 | chrX | 51637321 | <DUP> | DUP | 51638928 |
| MM79 | chrX | 51639621 | <DUP> | DUP | 51640387 |
| MM79 | chrX | 51640997 | <DUP> | DUP | 51641792 |
| MM77 | chr2 | 231134181 | <DEL> | DEL | 231135431 |
| MM77 | chr2 | 231150301 | <DEL> | DEL | 231155352 |
| MM77 | chr2 | 231175543 | <DEL> | DEL | 231177480 |
| MM77 | chr16 | 50783469 | <DEL> | DEL | 50818521 |
| MM73 | chrX | 51637321 | <DUP> | DUP | 51645157 |
| MM88 | chr 13 | 48954122 | <DUP> | DUP | 48955736 |
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c High-Risk Variants
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| Hazard Ratio of Multiple Focal CNVs |  |  |
| :--- | :--- | :--- |
| Subgroup | No. of Patients (\%) Hazard Ratio (95\% CI) | P Value |
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Figure 3.12: Panel called focal-CNVs enhance DMG26 risk stratification
A) Kaplan-Meier survival plot showing different clinical courses for patients harboring multiple focal-CNVs (Orange, $n=8$ ), and those who don't (Green, $n=68$ ). Time is in days. The log-rank p value is indicated. B) Forrest plot showing Cox proportional hazard of harboring two or more focal CNVs. C) Kaplan-Meier survival plot showing different clinical courses for patients harboring multiple focal-CNVs or high-risk mutations (Orange, $\mathrm{n}=22$ ), and those who don't (Green, $\mathrm{n}=54$ ). Time is in days. The log-rank p value is indicated. D) Forrest plot showing Cox proportional hazard of harboring multiple focal CNVs or high-risk mutations.
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Figure 3.13: DMG26 risk markers are independent and significant prognostic markers
A) plot indicating risk marker status in the FISH assessed portion of our cohort. Columns are patients, rows are risk markers. Pink indicates the patient is positive for that risk marker, Green indicates the patient is negative for that risk marker. B) Kaplan-Meier plot of patients classified by R-ISS FISH markers to be high- (Orange, $\mathrm{n}=12$ ) and standard-risk (Green, $\mathrm{n}=36$ ). The log-rank p value is indicated. C) Kaplan-Meier plot of FISH assessed patients with high-risk panel markers (Orange, $\mathrm{n}=15$ ), and without (Green, $\mathrm{n}=33$ ). The log-rank p value is indicated. D) Kaplan-Meier plot showing patients defined by FISH to be standard-risk, with different clinical courses between those with high-risk panel markers
(Orange, $\mathrm{n}=12$ ) and those without (Green, $\mathrm{n}=24$ ). The log-rank p value is indicated. $\mathbf{E}$ ) Chi-square table showing that the distribution of panel risk is independent of ISS staging. F) Kaplan-Meier plot of patients at diagnosis staged by the ISS: I (Green, $n=3$ ), II (Orange, $\mathrm{n}=25$ ), III (Purple, $\mathrm{n}=18$ ). The log-rank p value is indicated. G) Violin plot of beta-2 microglobulin between patients with and without high-risk panel markers. H) Violin plot of albumin between patients with and without high-risk panel markers. I) Violin plot of LDH between patients with and without high-risk panel markers.


Figure 3.14: FISH 1q risk
Kaplan-Meier plot of the impact of 1q FISH on our patient cohort

### 3.5 Discussion:

With an increasing number of reports identifying risk contributions by genomic lesions beyond the interrogation scope of FISH, NGS informed prognostication is an attractive option to address current shortcomings. We demonstrate here a clinically relevant targeted sequencing approach using our DMG26 mutation panel. Applying our panel to clinical samples, and cell lines, we identified variants at a frequency and distribution consistent with other panel assessment, though an increase in variant frequency of some genes, namely $A T M, F G F R 3$ and $A C T G 1$ was observed. ${ }^{12,20,21,356,360}$ Compared to the MMRF cohort which reported 1.1 mutations per patients across the panel assessed genes, we identified more lesions per patient at 3.4. In both cases, our higher mutation rate is likely attributable to the higher sequencing depths achieved by our panel, which facilitated more sensitive identification of lower VAF mutations contributing to the bulk of variability in mutational burden between patients. Our panel outperformed both ISS prognostication, and R-ISS FISH based risk assignment, was independent of other prognostic markers, and was mutually exclusive from R-ISS high risk genomic markers in our cohort.

Prognostication is a critical step in the clinical workup of MM patients, and can aid in therapeutic decisions. The current R-ISS for MM is an inadequate means of risk stratification as subsets of individuals stratified as 'low-risk' are later shown to have remarkably progressive disease, while others labelled as 'high-risk' may remain quite stable through the course of their disease. ${ }^{72,361}$ The R-ISS is heavily reliant on FISH for the determination of the high-risk genomic abnormalities defined by the International Myeloma Working Group (IMWG), namely $\operatorname{del}(17 \mathrm{p}), \mathrm{t}(4 ; 14)$, and $\mathrm{t}(14 ; 16)$. There are two major caveats with this approach; firstly, FISH has limited resolution and scope which impedes inclusion of small variants as risk parameters. Secondly, the independent prognostic value of each of these genomic abnormalities is debatable, and in the case of $\operatorname{del}(17 \mathrm{p})$ it is based on the fraction of clonal involvement. ${ }^{142,362-366}$ Therefore, the need to enhance genomic interrogation to redefine risk and evaluate prognosis in MM patients is increasingly recognized within the scientific community, particularly in the light of emerging new therapies. In recent years, there have been a few reports on the value of nextgeneration sequencing (NGS) technologies in MM to further probe the underlying genetic and transcriptomic landscape. These have spawned clinically focused assessments that
employ gene expression profiles and targeted sequencing panels to identify numerous disease groups, each with specific clinical courses. ${ }^{20,97,98,166,167,356}$ Yet clinical adoption of these NGS assessments has not occurred in practice, and FISH remains the gold-standard.

It is noteworthy that patient risk stratification is an evolving process which must reflect contemporary treatment modalities. One major benefit to NGS-based genomic interrogations compared to FISH is increased resolution, which allows appropriate use of targeted therapies that are prescribed based on the presence of SNVs. Numerous such drugs are under various stages of development for mutations in NRAS, KRAS, BRAF, ATM, and FGFR3. ${ }^{281,282}$ Mutations within these genes accounted for 97 of the 294 mutations identified within our study, and 5 of these were high-risk (ATM c.8530delA, ATM c. 8338 delC , ATM c.3349C>T, ATM c.4307delA, BRAF c.2156delG). Hence, information captured by our panel is relevant to the precision medicine paradigm for targeted therapy.

Beyond targetable variants, our panel also captured mutations with significant associations with PFS. Assessing our panel data in a univariate Cox hazard model, we found mutations in $C D K N 1 B$ and $P R M D 1$ at a VAF of $\geq 20 \%$ to significantly reduce PFS. Our panel targets genes common to the M3P (15 shared genes), and M3Pv2.0 (24 shared genes) panels. ${ }^{12,21}$ A recent investigation using the $\mathrm{M}(3) \mathrm{Pv} 2.0$ panel identified PRDM1 variants to significantly correlate with both overall and progression-free survival, conferring a hazard similar to that identified by our analysis; though, $C D K N 1 B$ was not reported to confer risk. ${ }^{21}$ Both the $\mathrm{M}(3) \mathrm{Pv} 2.0$ and our assessment identified few patients with mutations in CDKN1B; thus, both may be underpowered to probe impacts of this gene on clinical outlook. Additionally, our study contained a mixed cohort of plasma cell dyscrasias at diagnosis and relapse, while the $\mathrm{M}(3) \mathrm{Pv} 2.0$ assessment was exclusively on newly diagnosed MM patients. ${ }^{21}$ Nonetheless, $C D K N 1 B$ has been identified as a driver gene, and the abundance of driver mutational events is associated with poor OS and PFS. ${ }^{94}$

Assessing mutations for their impact on protein sequence and pathogenicity score from FATHMM-XF revealed further panel-captured prognostic information. Both highseverity mutations and FATHMM-XF predicted pathogenic mutations defined patients with significantly reduced PFS, hence these were collectively termed 'high-risk' mutations. Genes impacted by high-risk mutations within our cohort are $A T M, B R A F, C C N D 1, C Y L D$, DIS3, FAM46C, LTB, MAGED1, RB1, SP140, TP53 and STAT3, many of which have been
described as driver genes previously. ${ }^{9,14,90,94}$ Of the 16 patients in our cohort harboring high-risk mutations, three (MM63, MM43, MM106) had two high-risk mutations. Notably, these three patients had remarkably reduced PFS and two, MM43 and MM106, progressed to PCL. The other, MM63, had a brief follow-up period of only 51 days during which no event occurred. MM43 had two high-severity mutations in FAM46C (c.138_139dupAA, c.678_679delGCinsTT), while MM106 had a high-severity mutation in RB1 (c.772_776delAACAG) and a FATHMM-XF predicted pathogenic mutation in TP53 (c.404G>T). Both high-risk mutations in MM106 are reported in COSMIC (COSM2744945, COSM923). Neither of the FAM46C mutations in MM43 have been reported previously; however, both severely alter the protein composition which is consistent with FAM46C acting as a tumour suppressor within MM. ${ }^{226,227}$ Due to our panel design we cannot determine if these mutations are in cis or trans, and thus if this patient has a wild-type allele of FAM46C.

We did not capture a high-risk variant in any of our MGUS or SMM patients. This is consistent with other reports describing the genomic landscape within these preclinical stages as less heterogenous and characteristically lower risk. ${ }^{11,367,368}$ Identification of patients imminently transitioning to MM, especially from SMM, is a key area of research as early identification and subsequent early intervention may be clinically advantageous. ${ }^{369}$ Our cohort of SMM and MGUS patients was relatively small and no individual progressed to overt MM during the follow-up period. Hence, further investigations are necessary to probe the prognostic relevance of our panel in preclinical plasma cell dyscrasias.

No high-risk mutations were identified within $N R A S$ or $K R A S$, the most commonly mutated genes in MM which are collectively present in about $\sim 40 \%$ of cases. ${ }^{8,23,90,369}$ The bulk of mutations within $N R A S$ and $K R A S$ are activating at amino acids 12, 13, 60, and 61, and drive the MAPK pathway. ${ }^{173,355}$ The prognostic relevance of mutations within these genes has been previously investigated and neither $N R A S$ nor $K R A S$ is strongly associated with poor prognosis. ${ }^{13,370}$ In fact, a recent report suggest RAS mutations to be a prognostically favourable indication in some treatment groups. ${ }^{371}$ Our panel identified 25 patients with a total of 27 mutations in $K R A S$ or $N R A S, 23$ of which were at the $12,13,60$, or 61 amino acid hotspots. Two of the four variants that do not involve these hotspots have not been reported previously; one of which was synonymous. The other variant was $K R A S$
c.240delT in MM52. Interestingly, this individual had the highest mutation burden in our patient cohort, but did not experience an event within the 728 days of subsequent followup.

Assessing our panel data by CovCopCan identified numerous focal-CNVs. None of the deletions detected by this approach overlapped with mutations within the same patient, indicating that we did not capture double-hit or loss of heterozygosity (LOH) events. However, similar approaches in larger cohorts have successfully identified doublehits to be of particular prognostic importance, especially within the context of TP53. ${ }^{95,372}$ Additionally, though our panel was not designed for CNV calling and hence did not probe genomic regions that have known clinically significant CNVs we found that harbouring two or more focal CNVs has a significant negative correlation with PFS. Inclusion of focal CNVs with high-risk mutations further enhanced patient risk stratification; though, we could not assess these in a multivariate model as our study cohort was insufficiently powered for multivariate assessments.

Notably, applying our combined risk scheme (high-risk variant, focal CNVs) to patients identified by FISH to be standard-risk, successfully reclassified these patients into high- and low-risk groups. Furthermore, in our cohort, our panel outperformed both R-ISS FISH and ISS based risk stratification. Though we could not assess panel-risk in a multivariate risk model against other risk schemes due to cohort size limitations, we assessed the independence of panel risk markers to standard clinical and prognostic factors. We found no significant association between high-risk variants and ISS stage or biochemical biomarkers.

Compared to other panels proposed for MM, our panel and analysis approach provide strong prognostic information that robustly risk categorizes patients into groups with significantly different outlooks for progression-free survival. Furthermore, the limited panel size makes this approach feasible for clinical laboratories with even modest sequencing capacity and is far more cost-effective than FISH.

Study limitations include a relatively small cohort size, short median follow-up period of 19 months, and FISH data that did not include the whole patient cohort. This underpowered our study for multivariate hazard assessment. Additionally, our cohort size limited comparison of our panel between differently treated groups. Notwithstanding this,
the lack of overlap between high-risk FISH and high-risk mutations was a notable finding in our study that deserves further exploration to assess our risk scheme within the context of R-ISS based high-risk FISH. Furthermore, assessment of larger pre-clinical cohorts may provide insight into whether our panel can determine risk of progression to overt MM within MGUS and SMM groups.
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## Chapter 4 Clinically viable WGS to outperform FISH in SV

## detection

### 4.1 Abstract

Multiple myeloma, the second most common hematological malignancy, is severe and incurable. It presents with a broad range of genomic abnormalities, with translocations at the IgH locus of chromosome 14 and copy number variations (CNVs) of wholechromosomes to focal regions being recurrent. These events carry significant prognostic information and are hence assessed for in clinical settings using fluorescent in situ hybridization (FISH). The use of this technology is suboptimal as it is limited in scope by its targeted nature, susceptibility to miss complex or unbalanced structural variants, high cost, low throughput, and long turn-around-time. We have previously demonstrated that ultra-low-depth whole genome sequencing (WGS) efficiently captures copy number variants in MM genomes, but that it was insufficiently deep to capture other structural variations. Here, we employ high-coverage WGS, and demonstrate that coverages down to 10X facilitate highly concordant translocation calling compared to FISH.

### 4.2 Introduction

Multiple myeloma (MM) is a malignancy of post germinal centre plasma cells which invade the bone marrow. ${ }^{1}$ Currently it is the second most common hematological malignancy in North America accounting for 1-2\% of all cancer diagnoses and $10 \%$ of hematological cancer diagnoses. Moreover, the incidence of MM doubled between 1990 and 2016. ${ }^{4,5}$ Despite dramatic improvements in therapeutic options that have led to increased survival times over the previous decade, the disease is incurable, five-year survival remains low, and therapeutic response is highly varied. ${ }^{3}$ The most important determinants of patient outcome and response to therapy are the genetic lesions which underpin this malignancy. ${ }^{19}$ Accordingly, genomic assessment is a mainstay of MM patient risk-stratification and is currently performed via fluorescent in situ hybridization (FISH). ${ }^{24}$ However, FISH has a number of technical short comings, including its targeted nature, low resolution, limited throughput, slow turnaround time, and high cost, and is therefore a supoptimal technology for this purpose. Moreover, the heterogeneity of the myeloma genome
is increasingly appreciated and it may present with numerous subclones, making it a poor candidate for both targeted and low-throughput assessments. Additionally, myeloma cells often harbour small and sometimes cryptic lesions below the resolution limit of FISH; collectively, such considerations highlight the pressing need for better genomic interrogations for MM. ${ }^{16,88,94}$

The classic large scale chromosomal alterations that partition MM into hyperdiploid and non-hyperdiploid subsets are termed primary lesions. ${ }^{6,8,24,373,374}$ In hyperdiploidy, aneuploidy of odd numbered chromosomes occurs, and this generally has a favourable prognosis. ${ }^{375,376}$ In non-hyperdiplody, translocation at the IgH locus on chromosome 14 position the highly active IgH promoter next to oncogenes on chromosomes 4 (FGFR3/MMSET), 6 (CCND3) 11 (CCND1), 16 (MAF), and 20 (MAFB), thereby driving their expression. Smaller-scale copy number variants (CNVs), translocations at the MYC locus, single nucleotide variants (SNVs), and indels; all termed secondary lesions; are common and occur within a large range of caner clonal fractions. ${ }^{6,8,9,13,90}$ Secondary lesions drive the remarkable heterogeneity observed within and between patients, significantly modulate patients' risk, and have important therapeutic implications. ${ }^{16,21,94,95}$

Currently, MM is prognosticated in accordance with the Revised-International Staging System (R-ISS), within which the FISH-detected genomic events $\mathrm{t}(4 ; 14), \mathrm{t}(14 ; 16)$, and $\operatorname{del}(17 \mathrm{p})$ are considered to be high-risk markers. ${ }^{24}$ Accordingly, the minimum recommended FISH panel probes only for these lesions, which in addition to other technical limitations makes reliance on FISH suboptimal. ${ }^{27}$ This limits the application of precision medicine, as unexpected lesions which may guide prognostic and therapeutic decisions may not be captured.

Next-generation sequencing (NGS) techniques are a compelling alternative to FISH, as these technologies can achieve much higher resolution, can be cost-effective, and can be designed to assess the genome either comprehensively or in a targeted manner. A few MM-specific NGS panels have been previously reported. ${ }^{20,21}$ These, and other assessments have confirmed that a few large scale alterations, $\mathrm{t}(4 ; 14), \mathrm{t}(14 ; 16), \operatorname{del}(17 \mathrm{p})$, del(1p), and gain(1q), are the dominant genetic risk factors. ${ }^{19,24}$ Currently, only one MMspecific panel, the myTYPE, reports on such lesions. ${ }^{20}$ However, the known translocation
breakpoints at the $I g H$ locus can vary by megabases, hence a targeted approach may not capture all such translocations. Translocation identification may be better served by wholegenome sequencing (WGS) based approaches due to its untargeted nature.

Whole-genome sequencing of tumours, while decreasing in cost, can still be prohibitively expensive for routine clinical use. ${ }^{377}$ The cost of WGS scales primarily with sequencing depth, hence, clinically viable WGS-based assessments require optimization of the sequencing depth for utility versus cost. We have previously demonstrated that ultra-low depth WGS, at coverages less than 0.1x, is superior to FISH for profiling CNVs in MM samples. ${ }^{26}$ This approach was, however, unable to reliably detect translocations. ${ }^{17}$ Capturing translocations is essential for risk stratification and therapy choice. ${ }^{19,24}$ Herein, we investigate WGS at coverages of 1 X to 12 x as an option for CNV and translocation detection in MM patients.

### 4.3 METHODS

### 4.3.1 Patient Sample Acquisition

Patient bone marrow samples were taken from the Nova Scotia Health's MM tumour bank. The samples were processed as described previously to obtain CD138+ selected cells. ${ }^{26}$ Nine MM patient sample were taken, one patient sample, MM29, had FISH performed at diagnosis while WGS was performed on bone marrow taken at time of relapse following complete remission, hence was not considered in head-to-head-comparisons between WGS and FISH. MM29 was included in comparison of subsampled WGS translocations call against the full depth call set. Patients were selected to maximize the number and variety of translocations as detected previously by FISH. Patient FISH data was collected from the NS Health laboratory information system. One MM cell line (MM1S) was included as an external control. This work was conducted under ethical approval by the Nova Scotia Health Research Ethics Board (\#1021520 and \#1021397), and patients provided written informed consent.

### 4.3.2 DNA Extraction and Sequencing

DNA and RNA were extracted as described previously using a Qiagen AllPrep kit. ${ }^{26}$ DNA was sent to Genome Quebec (Canada) for 250 bp insert, $2 \times 150$ WGS sequencing at 12 X coverage on one lane of a V4 flow cell on a an Illumina NovaSeq.

### 4.3.3 Bioinformatics

Reads in FastQ format were aligned to the hg19 human reference genome using bwa-mem ${ }^{340}$, and processed based on GATK4 best practices ${ }^{378}$. Aligned BAMs were than processed for CNV calling with QDNAseq at all standard window settings $(1,5,10,15$, $30,50,100,500$, and 1000 kb ), and break ends defining interchromosomal translocations were called using SVABA, LUMPY, MANTA, and GRIDSS on default settings. ${ }^{308-}$ 310,334,335,379 Analysis with GRIDSS included the ENCODE blacklist. GRIDSS break end calls were compared against FISH and other caller at score cut-offs of 0, 100, and 1000.

## Ensemble Variant translocation calling

Translocations, from the union of all callers, were filtered to select only those that are:

1) Interchromosomal
2) Classic MM translocation (at the IgH locus, or MYC locus) or meeting any of the following:
a.) called by GRIDSS with a score greater than 1000
b.) called by GRIDSS with a score greater than 500 and are called by at least two other variant callers
c.) called by SVABA with a score greater than 15
d.) called by SVABA with a score greater 9 and are called by at least two other variant caller.
3) Passed manual review in IGV and of individual break end calls in VCFs

All filter passing break ends were compared against MM1S super enhancers from the dbSUPER ${ }^{380}$ database, and those within 50 kb of one were labeled as proximal to a super enhancer. Aligned BAMs were subsequently in silico subsampled using samtools
with a random seed of 0 to simulate varying depths of coverage (12X-1X coverage at 1 X increments), and translocation calling was repeated as above. ${ }^{342}$ The performance of translocation calling was assessed at each subsampled depth through comparison to FISH and to the original WGS variant call set at 12 X .

### 4.3.4 Statistical Analysis

Performance metrics, including sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) were calculated by comparing calls against FISH data, and subsampled WGS data to the 12 X call set. For translocations, comparing to FISH, WGS calls were considered to be matching if within $5,000,000 \mathrm{bp}$ of the FISH probed genes/targeted regions. For CNVs, comparing to FISH, WGS-based calls needed to overlap with the FISH probe region. Comparing subsampled WGS based translocation calls to the full-depth call set, breakpoints were required to be within $10,000 \mathrm{bp}$ to be considered matching. ROC curves were generated iterating over sequencing depth. Youden's index, an indication of the optimum cut-off for a binary classifier, was calculated using the R package, pROC. ${ }^{338}$

### 4.4 RESULTS

### 4.4.1 Cohort Selection:

Ten samples ( 9 MM patients and 1 MM cell line) underwent WGS to $\sim 12 \mathrm{x}$ (11.917X). The clinical features of the patient samples are summarized in Table 1. Briefly, within our patient cohort, FISH reported four MYC separations and eight $\lg H$ separations, two of which had an unidentified partner (Table 4.1). Additionally, 17 copy-number gains and 9 copy-number losses were also reported by FISH (Table 4.2, Figure 4.1). MM1S has previously been described to have $t(14 ; 16)$ and $t(3 ; 8)$. The full depth of WGS for each patient is described in Table 4.3.

### 4.4.2 Copy Number Variant Calling and Comparison to FISH:

WGS based CNV calling identified a total of 2394 CNVs, comprising 1471 deletions and 923 amplifications across the cohort (Figure 4.1 A-J, Figure 4.2). The mean CNV size was 1.60 Mb , with the mean size of deletions and duplications being 2.11 and
1.23 Mb , respectively (Figure 4.3 A ). MM29 had the fewest number of bases over which CNVs were called, with a total of 11.7 Mb , of which, 6.1 Mb were amplified and 5.6 Mb had reduced copy number (Figure 4.3 B). MM97 had the highest number of bases over which CNVs were called, with a total of 882.8 Mb being copy-number altered, of which, 460.5 Mb were amplified, while 699.7 Mb had reduced copy-number (Figure 4.3 B ). MM68 had the fewest CNVs, with 90 being identified, while MM75 had the most CNVs identified at 513 (Figure 4.3 C). The q arm of chromosome 1 in sample MM12 was the most amplified in our cohort, having a max $\log _{2}$ fold-change of 1.3 and an average across the arm of 1.12. A 200 kb section on chromosome 8 p 11.21 had the most negative $\log _{2}$ foldchange of -4.76, and -4.52 in MM12, and MM08, respectively.

Table 4．1：FISH called translocations and corresponding WGS translocation calls

| $\begin{aligned} & \text { 山 } \\ & \sum_{\substack{0}}^{\substack{0}} \end{aligned}$ | $\frac{\mathrm{T}}{\frac{\mathrm{~N}}{L}}$ | $\begin{aligned} & \text { j} \\ & \text { 心 } \\ & \text { Ư } \\ & 3 \end{aligned}$ | WGS TRANSLOCATION CALL CORRESPONDING TO FISH DATA |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | ※ | $\underset{\sim}{\underline{x}}$ | $\underset{\sim}{\text { 능 }}$ | ๙ | ¢ | × | × | 㐅 | $\stackrel{\times}{ }$ | 㐅 | ๙ |
| MM08 | $\mathrm{lgH} \operatorname{sep}(+)$ | t（14；8）（q32．33；q24．21） | TP | TP | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN |
| MM08 | t（4；14）（－） | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM08 | $\mathrm{t}(6 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM08 | $t(11 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM08 | $\mathrm{t}(14 ; 16)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM08 | $t(14 ; 20)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM08 | MYC sep（＋） | t（14；8）（q32．33；q24．21） | TP | TP | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN |
| MM12 | IgH sep（＋） | t（14；4）（q32．33；p16．3） | TP | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN | FN |
| MM12 | t（4；14）（＋） | $\mathrm{t}(14 ; 4)(\mathrm{q} 2.33 ; \mathrm{p} 16.3)$ | TP | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN | FN |
| MM12 | $\mathrm{t}(11 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM12 | MYC sep（－） | $\begin{aligned} & \mathrm{t}(3 ; 8)(\mathrm{q} 13.13 ; \mathrm{q} 24.21) \\ & \mathrm{t}(15 ; 8)(\mathrm{q} 13.3 ; \mathrm{q} 24.21) \\ & \hline \end{aligned}$ | FP | FP | FP | FP | FP | FP | FP | FP | TN | TN | TN | TN |
| MM29 | IgH sep（＋） | t（14；16）（q32．2；q23．3） | TP | FN | FN | FN | FN | FN | FN | FN | FN | FN | FN | FN |
| MM29 | $t(4 ; 14)(+)$ | Not Called | FN | FN | FN | FN | FN | FN | FN | FN | FN | FN | FN | FN |
| MM29 | $\mathrm{t}(11 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM29 | MYC sep（－） | t（3；8）（q13．13；q24．21） | FP | FP | FP | FP | FP | FP | FP | FN | FN | FN | FN | FN |
| MM30 | IgH sep（＋） | t（14；16）（q32．33；q23．1） | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | FN |
| MM30 | $t(14 ; 16)(+)$ | $t(14 ; 16)(q 32.33 ; q 23.1)$ | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | FN |
| MM30 | $\mathrm{t}(11 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM30 | MYC sep（－） | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM40 | $\mathrm{t}(14 ; 16)(+)$ | t（14；16）（q32．33；q23．1） | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN | FN | FN |
| MM40 | MYC sep（－） | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM46 | $\mathrm{lgH} \operatorname{sep}(+)$ | $\mathrm{t}(11 ; 14)(\mathrm{q13.3}$ ；q32．33） | TP | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN | FN |
| MM46 | $t(11 ; 14)(+)$ | $\mathrm{t}(11 ; 14)(\mathrm{q} 13.3 ; q 32.33)$ | TP | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN | FN |
| MM46 | MYC sep（－） | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM68 | $\mathrm{lgH} \operatorname{sep}(+)$ | t（11；14）（q13．3；q32．33） | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP |
| MM68 | t（11；14）（＋） | $\mathrm{t}(11 ; 14)\left(\mathrm{q13.3} ; \mathrm{q}^{2} 2.33\right)$ | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP | TP |
| MM68 | MYC sep（＋） | t（3；8）（q13．13；q24．21） | TP | TP | TP | TP | TP | TP | TP | TP | TP | FN | FN | FN |
| MM75 | IgH sep（ - ） | t（14；8）（q32．33；q24．21） | FP | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM75 | $\mathrm{t}(11 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM75 | MYC sep（＋） | $\begin{aligned} & (3 ; 8)(q 13.13 ; q 24.21) \\ & t(14 ; 8)(q 32.33 ; q 24.21) \end{aligned}$ | TP | TP | TP | TP | TP | TP | TP | TP | FN | FN | FN | FN |
| MM97 | $\mathrm{lgH} \operatorname{sep}(+)$ | t（14；20）（q32．33；q11．23） | TP | TP | TP | TP | TP | FN | FN | FN | FN | FN | FN | FN |
| MM97 | $\mathrm{t}(4 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM97 | $\mathrm{t}(6 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM97 | $t(11 ; 14)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM97 | $\mathrm{t}(14 ; 16)(-)$ | Not Called | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN | TN |
| MM97 | $t(14 ; 20)(-)$ | t（14；20）（q32．33；q11．23） | FP | FP | FP | FP | FP | TN | TN | TN | TN | TN | TN | TN |
| MM97 | MYC sep（＋） | t（3；8）（q13．13；q24．21） | TP | FN | FN | FN | FN | FN | FN | FN | FN | FN | FN | FN |

Table 4．2：FISH called CNVs and corresponding WGS CNV calls

| 6ZWW 1 OOH | 안 | 안 | \％ | 안 | z | z | $\stackrel{1}{\gtrless}$ | $\stackrel{\text { z }}{1}$ | $\stackrel{\text { z }}{1}$ | $\stackrel{\text { z }}{1}$ | $\underset{1}{\text { z }}$ | $\stackrel{\text { z }}{1}$ | $\stackrel{\text { z }}{ }$ | そ | $\stackrel{\text { z }}{1}$ | $\stackrel{\text { z }}{1}$ | そ | z |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6ZWW HLIM 77V | 안 | 안 | \％ | 안 | Z | $\stackrel{1}{2}$ | $\stackrel{1}{2}$ | Z | そ | Z | Z | Z | Z | を | $\stackrel{\text { z }}{\text { k }}$ | ミ | ！ | そ |
| $000 L^{-} \perp \nabla^{-} 907$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | H <br> $\substack{\text { ¢ }}$ | ¢ | $\left.\begin{array}{\|c} \underset{\sim}{\mathrm{O}} \end{array} \right\rvert\,$ | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $009^{-} \triangle \nabla^{-} 007$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | 资 | ～ | $\stackrel{7}{5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $00 L^{-}$－$\nabla^{-} 007$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | ¢ | $\mid$ | $\left\|\begin{array}{c} n \\ 0 \\ 0 \end{array}\right\|$ | $\stackrel{\text { g．}}{\substack{\text { O }}}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $09^{-} \perp \nabla^{-} 907$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\stackrel{\sim}{0}$ | $\stackrel{\sim}{0}$ | $\mid$ | $\stackrel{\square}{\circ}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $0 \varepsilon^{-} \perp \nabla^{-} 907$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\stackrel{\sim}{0}$ | $\stackrel{\sim}{\sim}$ | ${ }_{0}^{\sim}$ | $\stackrel{\square}{\circ}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\bigcirc l^{-} \perp \forall^{-} 907$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\stackrel{\sim}{0}$ | ¢ | $\mid$ | $\stackrel{\square}{\circ}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| OL＇$\nabla^{-} 007$ |  | － | $\bigcirc$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\stackrel{\sim}{3}$ | ¢ | ¢ | $\stackrel{\square}{\circ}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\varsigma^{-} \perp \nabla^{-} 007$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\stackrel{3}{0}$ | $\stackrel{\sim}{0}$ | － | $\stackrel{\square}{\circ}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l^{-} \perp \nabla^{-} 007$ | $\left\lvert\, \begin{gathered} \text { n } \\ 0 \\ \hline \end{gathered}\right.$ | $\begin{aligned} & \text { ti } \\ & i \end{aligned}$ | $\underset{0}{n}$ | $\stackrel{\ddots}{\circ}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $9 \chi^{-} 09^{-} \perp \nabla^{-} 77 \forall 0$ | 亨 | 웅 | $\frac{0}{3}$ | 豖 | z | z | z | z | z | z | z | z | z | z | z | z | z | z |
| SヨLVNIGyOO）S9M |  |  | 8 | \％ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $\begin{aligned} & 8 \\ & 8 \\ & 8 \\ & \vdots \\ & \vdots \\ & \vdots \\ & \ddot{0} \\ & 8 \\ & 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \\ & \hline 6 \\ & 7 \\ & \hline 6 \\ & 0 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & 0 \\ & \hline 8 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \end{aligned}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | ＋ | ＋ | ＋ | ＋ | z | z | z | z | z |  | z | z | z | z | z | z | z | z |
|  | $\begin{aligned} & 0 \\ & \infty \\ & \infty \\ & \underset{\sim}{\sigma} \\ & \stackrel{n}{n} \end{aligned}$ | $\begin{aligned} & \bar{m} \\ & \underset{\sim}{m} \\ & \stackrel{\rightharpoonup}{J} \end{aligned}$ | $\begin{aligned} & \sim \\ & \stackrel{\sim}{n} \\ & \stackrel{\sim}{N} \\ & \stackrel{\sim}{\sim} \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \\ & 7 \\ & 7 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 0 \\ & i \end{aligned}$ | O <br> N <br> ® <br> ® <br> － |  |  | $\begin{aligned} & \text { N } \\ & \underset{\sim}{0} \\ & \underset{\sim}{\sim} \end{aligned}$ | $\begin{aligned} & \text { no } \\ & \text { f } \\ & \stackrel{\circ}{e} \end{aligned}$ | $\begin{aligned} & \infty \\ & \infty \\ & \text { ó } \\ & \stackrel{\circ}{\circ} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \stackrel{\text { O}}{0} \\ & \stackrel{\sim}{N} \end{aligned}$ | $\infty$ $\infty$ © ó on | $\begin{aligned} & \text { O} \\ & \stackrel{\text { O}}{0} \\ & \stackrel{0}{0} \\ & \sim \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{0} \\ & 0 \\ & \circ \\ & \stackrel{\circ}{\circ} \end{aligned}$ |  | $\begin{aligned} & \text { ®̃ } \\ & \text { ö } \\ & \text { ob } \\ & \dot{\sigma} \end{aligned}$ | $\overline{ \pm}$ <br> 0 <br> 0 <br> 0 <br> $\sim$ <br> $\sim$ |
|  | 0 | $\bigcirc$ | $\bigcirc$ | $\begin{aligned} & 8 \\ & 0 \\ & 0 \\ & 0 \\ & \text { en } \end{aligned}$ | 8 8 8 in | $\circ$ |  | $\stackrel{\underset{\sim}{N}}{\stackrel{N}{N}}$ |  | $\stackrel{\underset{\sim}{\hat{N}}}{\substack{N}}$ | $\begin{aligned} & \text { N } \\ & \text { N} \\ & \text { N} \\ & \text { N } \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \text { O} \\ & \stackrel{\rightharpoonup}{N} \end{aligned}$ | $\begin{aligned} & \text { 승 } \\ & \text { N } \\ & \text { N } \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \text { O} \\ & \text { N } \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{0} \\ & \stackrel{0}{\infty} \\ & \stackrel{\infty}{\infty} \\ & \underset{\sim}{2} \end{aligned}$ |  | $\begin{aligned} & \infty \\ & \infty \\ & 0 \\ & 0 \\ & \infty \\ & \infty \\ & \infty \end{aligned}$ | ¢ ¢ en en $\sim$ |
|  | $\stackrel{\text { 는 }}{ }$ | $\begin{aligned} & \frac{2}{5} \\ & \frac{1}{5} \end{aligned}$ | $\underset{\substack{n \\ 4}}{ }$ | $\begin{array}{\|c} \text { N} \\ \frac{N}{5} \end{array}$ | $\underset{\substack{\Sigma}}{\bar{\Sigma}}$ | $\stackrel{ }{5}$ | $\stackrel{\Sigma}{5}$ | 듣 | $\stackrel{\substack{5}}{ }$ | $\underset{y}{5}$ | $\underset{\frac{5}{5}}{\text { In }}$ | $\hat{S}_{\frac{5}{0}}^{N}$ | $\stackrel{Y}{5}_{\hat{5}}$ | $\underset{\frac{\Sigma}{5}}{\hat{\Sigma}}$ | $\sum_{\frac{1}{5}}^{m}$ | $\sum_{\frac{m}{5}}^{m}$ | $\underset{\frac{\Sigma}{5}}{m}$ | $\stackrel{\text { ¢ }}{\substack{5}}$ |
|  | $\begin{aligned} & \tilde{\sim} \\ & \underset{\sim}{N} \\ & \underset{\sim}{2} \\ & \underset{\sim}{u} \\ & + \end{aligned}$ |  | $\begin{aligned} & \tilde{o} \\ & \underset{\sim}{N} \\ & \tilde{N} \\ & \frac{D}{2} \\ & \underset{U}{n} \\ & + \end{aligned}$ | $\begin{aligned} & \text { लِ } \\ & 0 \\ & \frac{1}{4} \\ & \sum_{N}^{N} \\ & \tilde{0} \\ & \underset{+}{+} \end{aligned}$ |  |  |  |  |  |  |  | 17p13．1（TP53x1，D17Z1×2） | $\begin{aligned} & \bar{X} \\ & \stackrel{\rightharpoonup}{N} \\ & \stackrel{\rightharpoonup}{N} \\ & \tilde{N} \\ & \underset{N}{N} \end{aligned}$ | $\begin{aligned} & \bar{X} \\ & \stackrel{1}{N} \\ & \underset{\sim}{N} \\ & \tilde{N} \\ & \underset{N}{N} \end{aligned}$ |  |  |  |  |
| $\exists 7 \mathrm{dWVS}$ | $\sum_{i}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ |  |  | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ |  | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\Sigma}^{\infty}$ | $\sum_{\Sigma}^{\infty}$ |









| 6ZWW 1 OOH | Z | そ | そ | Z |
| :---: | :---: | :---: | :---: | :---: |
| 6ZWW H\＆IM 77VJ | Z | そ | ミ | マ |
| $000 L^{-1} \forall^{-} 007$ |  |  |  |  |
| $00 s^{-} \perp \nabla^{-} 007$ |  |  |  |  |
| $00 L^{-} \perp \nabla^{-} 907$ |  |  |  |  |
| 09 $1 \nabla^{-} 007$ |  |  |  |  |
| $0 \varepsilon^{-} \perp \nabla^{-} 907$ |  |  |  |  |
| $9 L^{-} \perp \forall^{-} 007$ |  |  |  |  |
| OL＇$\square^{-}$－ 007 |  |  |  |  |
| $s^{-} \perp \nabla^{-} 907$ |  |  |  |  |
| $\overline{l^{-}} \perp \nabla^{-} 907$ |  |  |  |  |
| g＞＞ $0 \mathrm{~S}^{-} \perp \nabla^{-} 77 \forall \mathcal{O}$ |  |  |  |  |
| SヨıVNIG』OO）${ }^{\text {S9M }}$ |  |  |  |  |
| $\mathrm{S} \cap \perp \forall \perp \mathrm{S}^{-} \exists$ gOdd ${ }^{-} \mathrm{HSI} \exists$ | z | z | z | z |
| －9NICNIG ${ }^{-}$ang | 8 8 $\stackrel{8}{0}$ $\sim$ |  | O $\stackrel{8}{\circ}$ $\stackrel{\infty}{n}$ $\stackrel{N}{N}$ |  |
|  | 8 $\stackrel{8}{\circ}$ $\stackrel{\rightharpoonup}{N}$ | N N N N | $\begin{aligned} & 8 \\ & \frac{8}{2} \\ & \stackrel{N}{N} \end{aligned}$ | a d $\stackrel{\sim}{2}$ $\stackrel{m}{\sim}$ $=$ |
| WOYHO | $\underset{\substack{\text { I }}}{ }$ | $\underset{\text { İ }}{\substack{\text { In }}}$ | $\stackrel{\underset{\mathrm{I}}{\mathrm{U}}}{ }$ | $\stackrel{m}{\vdots}$ |
| $\exists W \forall N^{-} \exists \mathrm{Odd}{ }^{-} \mathrm{HSIJ}$ |  |  |  |  |
| $\exists 7 \mathrm{dW}$ VS | $\sum_{\sum}^{\hat{a}}$ | $\sum_{\sum}^{\hat{N}}$ | $\sum_{\sum}^{\hat{a}}$ | $\sum_{\Sigma}^{N}$ |
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Figure 4.1: WGS captures more CNVs than FISH
Ideograms for each patient sample overlaying FISH and WGS CNV calls. A) MM08. B) MM12. C) MM29. D) MM30. E) MM40. F) MM46. G) MM68. H) MM75. I) MM97. Dark Blue indicates WGS amplifications. Dark Red indicates WGS called deletions. Light Blue indicates FISH called amplifications. Light Red indicates FISH called deletions. Light Green indicates FISH called normal copy number.

Table 4.3: WGS full depth coverage

| Sample | Coverage |
| :--- | ---: |
| MM08 | 12.73 |
| MM12 | 17.17 |
| MM29 | 17.44 |
| MM30 | 14.75 |
| MM40 | 13.57 |
| MM46 | 11.94 |
| MM68 | 14.87 |
| MM75 | 15.04 |
| MM97 | 12.04 |
| MM1S | 14.87 |



Figure 4.2: Number of CNVs per chromosome per patient
Hurricane plot indicating the number of deletions per chromosome per patients.


Figure 4.3: WGS captures a wide range of CNV sizes and abundances across samples A) Violin plot indicating the distribution of CNV sizes (both deletions and amplifications) across all samples. B) Bar plot indicating the total size of deletions (Blue) and amplifications (Red) per samples. C) Bar plot indicating the total number of deletions (Blue) and amplifications (Red) per sample.

Of the 22 FISH-identified CNVs, 21 had matching calls in the WGS data (Table 3 and Figure 4.1A-J, Figure 4.4). The one false negative was in MM75; a chromosome 9 centromeric FISH probe (D9Z1) had labelled this as trisomy of chromosome 9 (Table 4.2, Figure 4.1 H, Figure 4.4), while only a small amplification was called by QDNAseq on the $q$ arm of chromosome 9 (Table 4.2, Figure $4.1 \mathbf{H}$ ). This trisomy 9 was observed by FISH in 11 of 50 assessed cells in MM75. No false positive and 81 true negative calls were made by WGS (Table 4.2,Table 4.4). Hence, comparing to FISH, WGS-based CNV detection had a sensitivity, specificity, positive predictive value, and negative predictive value of $95.2 \% 1,1$, and 98.8\%, respectively (Table 4.4).

Four of the eight compared samples (MM08, MM12, MM97, and MM75) were found to have extensive deletions on the p arm of chromosome 1 by WGS (Figure $4.1 \mathbf{A}, \mathbf{B}, \mathbf{H}, \mathbf{I}$ ). Of these, only the deletions present in MM75 overlapped with the TP73 FISH probe used to assess for such alterations; hence, del(1p) had been reported by FISH only in MM75 (Table 4.2; Figure 4.1 A,B,H,I; Figure 4.4). Similarly, MM68 had a modestly sized gain on the q arm of chromosome 1, which did not overlap with the CKSIB FISH probe used to assess for gain(1q), hence was unreported by FISH (Figure 4.1 G; Figure 4.4).

Numerous lesions beyond FISH targeted regions were called by QDNASeq. In MM46, WGS identified extensive amplification across the q arm of chromosome 11 which included CCND1 (Figure 4.1 F). In MM30 and MM40, extensive deletions across the q arm of chromosome 16, which included CYLD in both, were observed by WGS but not probed for by FISH (Figure 4.1 D,E; Figure 4.4). In MM97, trisomy 5 was observed by WGS, and again unprobed for by FISH (Figure 4.1 I; Figure 4.4).


Figure 4.4: WGS CNV calls are consistent with FISH CNV
Oncoprint comparing WGS calls to FISH calls. Green indicates normal copy number call by FISH. Light Purple indicates deletion call by FISH. Light Pink indicates amplification call by FISH. Orange indicates normal copy number call by FISH. Dark Purple indicates deletion call by WGS. Dark Pink indicates amplification call by WGS. Rows are FISH probes, columns are patient samples.

Table 4.4: Performance of WGS CNV calling compared to FISH

|  | WGS <br> compared <br> to FISH |
| :--- | :--- |
| TP | 20 |
| TN | 81 |
| FP | 0 |
| FN | 1 |
| Sensitivity | 0.95238095 |
| Specificity | 1 |
| PPV | 1 |
| NPV | 0.98780488 |

### 4.4.4 Comparison of Structural Variant Calling Algorithms

Pre-filtering, GRIDSS called the most interchromosomal break ends, at 92497, and identified all IgH translocations reported by FISH. (Figure 4.5 ATable 4.5) However, at the two recommended score cut-offs (500 and 1000), GRIDSS called 328, and 20 interchromosomal translocations respectively, and even while using the lower cut-off of 500, it missed the FISH reported IgH translocations in MM1S, MM12, MM40, MM46, MM60, and MM97. (Figure 4.5 B,C) Hence, to be sensitive we could not employ stringent score cut-offs, which made the test non-specific. To balance this, we incorporated a number of additional callers in an ensemble approach to corroborate low scoring GRIDSS variants (see ensemble variant calling in methods).

In the ensemble, GRIDSS called the most filter passing breakends, at 245, across all subsampled depths, while LUMPY called the least, at 78 (Appendix Table 3). All filter passing variants called by other algorithms were also called by GRIDSS (Appendix Table 3). Considering only canonical myeloma translocations, GRIDSS and LUMPY were again the most and least frequent breakend callers respectively, which was consistent at all subsampled depths (Table 4.5). Cohen's kappa, an assessment for similarity between binary callers, was slightly concordant (0-0.2) for all callers, except MANTA and SVABA, which had a Cohen's kappa of 0.25 , placing them as fairly concordant (Figure 4.6). ${ }^{381}$ Hence, the ensemble combination is well suited to capture and corroborate variants that would be difficult to identify in a specific manner using any one caller.

### 4.4.5 Structural Variant Calling at 12 X and Comparison to FISH

After filtering, WGS-based structural variant calling identified 60 interchromosomal translocations at 12 X across our cohort, with a median incidence per sample of 4 (range 2-18) (Appendix Table 4, Figure 4.7A-J). MM12 had the most translocations, at 18, while MM08 and MM97 had the least, with two interchromosomal translocations each (Appendix Table 4, Figure 4.7A-J). Chromosome 8 was involved in the most translocations across the cohort, with 19 identified in 9 samples. Chromosome 3 was involved in the second most translocations with 13 in 9 samples (Appendix Table 4, Figure 4.8 A,B).


Figure 4.5: GRIDSS calls many more translocations than other callers
Venn-diagrams of interchromosomal translocations calls with no GRIDSS score cut-off (A), a GRIDSS score cut-off of 500 (B), and a GRIDSS score cut-off of 1000 (C). GRIDSS is Purple, SVABA is Blue, MANTA is Green, and LUMPY is Yellow.
Table 4.5: Comparison of translocation calling algorithms at 12X-2X coverage for FISH probed translocations

|  | 12X | 1X | 10X | 9X | 8 | 7X | 6X | $5 \times$ | 4X | 3 X | 2 X |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |
| MM08 t(8;14) | Y Y Y N | Y N Y N | Y Y Y N | Y Y Y N | Y Y N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N |
| MM12 t(4;14) | Y N Y Y | $Y \mathrm{~N}$ Y Y | Y N Y Y | Y N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N |
| $t(3 ; 8)$ | Y Y Y N | Y N Y N | Y N Y N | Y N Y N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N | $\mathrm{N} N \mathrm{~N}$ N |
| t(8;15) | Y Y Y N | Y Y Y N | $Y$ Y $\quad$ Y $\quad$ N | $Y$ Y Y | Y Y Y N | Y Y Y N | Y Y N N | N N N N | N N N N | N N N N | N N N N |
| MM1S $t(14 ; 16$ | Y N Y N | Y N Y N | Y N N N | Y N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N |
| MM29 t(3;8) | Y N Y N | Y N Y N | Y N Y N | Y N Y N | Y N Y N | Y N Y N | N N N N | N N N N | N N N N | $\mathrm{N} N \mathrm{~N} N$ | $N \sim N N N$ |
| MM30 t(14;16) | Y N N N | $Y \mathrm{~N} N \mathrm{~N}$ | $\mathrm{Y} \mathrm{N} N \mathrm{~N}$ | Y N N N | Y N N N | Y N N N | Y N N N | Y N N N | Y N N N | Y N N N | N N N N |
| MM40 t(14;16) | Y N Y N | $Y \mathrm{~N} Y \mathrm{~N}$ | Y N Y N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N |
| MM46 t(11:14) | Y Y N N | Y N N N | $Y \mathrm{~N} N \mathrm{~N}$ | $Y \mathrm{~N} N \mathrm{~N}$ | N N N N | N N N N | N N N N | N N N N | N N N N | N N N | $N \sim N N$ |
| MM68 t(11;14) | Y Y Y Y | Y Y Y Y | Y Y Y Y | Y Y Y Y | Y N Y Y | Y N Y Y | Y N Y Y | $Y \mathrm{~N} N \mathrm{~N}$ | $Y \mathrm{~N} N \mathrm{~N}$ | Y N N N | $Y \mathrm{~N} N \mathrm{~N}$ |
| t(3;8) | Y Y Y N | Y Y Y N | Y N Y N | Y N Y N | $Y \mathrm{~N} Y \mathrm{~N}$ | $Y \mathrm{~N} Y \mathrm{~N}$ | $Y \mathrm{~N} Y \mathrm{~N}$ | Y N Y N | N N N N | N N N N | N N N N |
| MM75 t(3;8) | Y Y Y Y | Y Y Y Y | Y Y Y Y | Y N Y Y | Y N Y Y | Y N Y Y | Y N Y N | N N N N | N N N N | N N N | N N N N |
| MM97 t(4;20) | Y N Y N | Y N Y N | Y N N N | Y N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N | N N N N |



Figure 4.6: Translocation callers capture a diverse set of lesions
Heatmap showing the Cohen's kappa (concordance between two binary classifiers) for all translocations in the filtered call set.




Figure 4.7: WGS identifies more translocations than FISH
Circos plots of interchromosomal translocations identifies by WGS. A) MM08. B) MM12. C) MM29. D) MM30. E) MM40. F) MM46. G) MM68. H) MM75. I) MM97. J) MM1S.


## E

Figure 4.8: WGS identifies a more complex translocation landscape than FISH
A) Number of break points mapping to each chromosome. B) Circos plot showing all interchromosomal translocations identified by WGS with a break end on chromosome 8. C) All canonical MM primary translocations identified by WGS. D) Complex MYC translocations in MM08. E) Complex MYC translocation in MM75

At the $\operatorname{IgH}$ locus, WGS-based structural variant calling reported 6 classical myeloma primary translocations $(t(4 ; 14), \mathrm{t}(6 ; 14), \mathrm{t}(11 ; 14), \mathrm{t}(16 ; 14)$, and $\mathrm{t}(14 ; 20))$ and 5 classical myeloma secondary translocations (translocations at the MYC locus) (Table 4.1; Appendix Table 4; Figure 4.8 B,C). The primary translocations included one $t(4 ; 14)$ (MM12), one $\mathrm{t}(14 ; 20)$ (MM97), two $\mathrm{t}(11 ; 14)$ (MM46 and MM68), and three $\mathrm{t}(14 ; 16)$ (MM30, MM40, MM1S) (Table 4.1; Appendix Table 4; Figure 4.7A-J, Figure 4.8 C). Secondary translocations involving the IgH locus were found in MM08, and MM1S, each having at least $\mathrm{t}(8 ; 14)$ (Table 4.1; Appendix Table 4; Figure 4.7 A,H,J, Figure 4.8 B,C).

Secondary translocations at the MYC locus were identified in a total of 6 patients, 5 of which involved CD96 on chromosome 3. Three samples, MM1S, MM08, and MM12 harboured complex MYC rearrangements (Figure 4.7 A,B,J). MM12 was the most complex, having 3 linked translocations involving chromosomes $3,6,8$, and 15 , and the breakpoint loci on chromosomes 3 and 15 were less than 50 kb from a super enhancer (Figure 4.7 B; Figure 4.8 D, Appendix Table 4). MM1S involved two chromosomes, 14 ( $\operatorname{IgH}$ locus), and 16 with the breakpoints on 16 and 14 each being less than 50 kb from a super enhancer (Figure 4.7 J, Appendix Table 4). MM08 also involved two chromosomes, 14 (IgH loci), and 3 (Figure 4.7 A, Appendix Table 4). Many MYC translocations had break ends proximal to a super enhancer (Figure 4.7).

FISH identified translocations in our cohort are described in Table 2. All primary IgH translocations called by FISH had corresponding WGS calls (Table 4.1). MM29 had $\mathrm{t}(4 ; 14)$ with a normal MYC locus reported by FISH on the sample at diagnosis, while $\mathrm{t}(14 ; 16)$ and $\mathrm{t}(3 ; 8)$ was reported by WGS on the post-relapse sample (Table 4.1). WGS captured additional information in MM97; a separation at the $I g H$ locus with an unknown partner chromosome was called by FISH; WGS-based structural variant calling identified the partner to be chromosome 20 at the common MAFB locus, though outside of the probe binding region (Table 4.1). When comparing against FISH as the 'gold standard', WGSbased structural variant detection had a sensitivity, specificity, PPV, and NPV 93\%, 89\%, $88 \%$, and $94 \%$, respectively (Table 9). The calls discordant between WGS and FISH were a false negative WGS call for a MYC translocations and a false positive WGS call for $\mathrm{t}(14 ; 20)$ in MM97, and a false positive WGS call for a MYC translocation in MM12. The MM97 $t(14 ; 20)$ break end was outside of the fish probe binding region from this
translocation, and the MM12 MYC translocation was complex, which may have made it cryptic to FISH. Excluding these from the comparison, WGS-based structural variant detection had a sensitivity, specificity, PPV, and NPV $93 \%, 100 \%, 100 \%$, and $94 \%$, respectively (Table 4.7). Considering only R-ISS high-risk translocations, $\mathrm{t}(4 ; 14)$ and $\mathrm{t}(14 ; 16)$, WGS-based SV calling had a sensitivity, specificity, PPV, and NPV that were all 100\% (Table 4.8)

Table 4.6: Performance of WGS translocation calling compared to FISH

|  |  | 12x | 11x | $10 x$ | 9x | 8 x | 7x | $6 x$ | $5 x$ | $4 x$ | 3 x | $2 x$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TP | 15 | 14 | 14 | 14 | 13 | 8 | 6 | 6 | 5 | 4 | 4 | 2 |
| TN | 15 | 16 | 16 | 16 | 16 | 17 | 17 | 17 | 18 | 18 | 18 | 18 |
| FP | 3 | 2 | 2 | 2 | 2 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| FN | 0 | 1 | 1 | 1 | 2 | 7 | 9 | 9 | 10 | 11 | 11 | 13 |
| Sensitivity | 1.00 | 0.93 | 0.93 | 0.93 | 0.87 | 0.53 | 0.40 | 0.40 | 0.33 | 0.27 | 0.27 | 0.13 |
| Specificity | 0.83 | 0.89 | -0.89 | -0.89 | 0.89 | 0.94 | 0.94 | 0.94 | 1.00 | 1.00 | (1.00 | 1.00 |
| PPV | 0.83 | 0.88 | 0.88 | 0.88 | 0.87 | 0.89 | 0.86 | 0.86 | 1.00 | 1.00 | 1.00 | 1.00 |
| NPV | 1.00 | 0.94 | :0.94 | :0.94 | 0.89 | 0.71 | 0.65 | 0.65 | 0.64 | 0.62 | 0.62 | 0.58 |

Table 4.7: Performance of WGS translocation calling compared to FISH excluding likely FISH errors

|  | $\begin{aligned} & \text { 도 } \\ & \text { 岂 } \\ & \stackrel{1}{3} \\ & \hline \end{aligned}$ | 12x | 11x | 10x | $9 x$ | 8 x | 7x | 6 x | $5 x$ | 4 x | $3 x$ | $2 x$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TP | 15 | 14 | 14 | 14 | 13 | 8 | 6 | 6 | 5 | 4 | 4 | 2 |
| TN | 15 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 | 16 |
| FP | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| FN | 0 | 1 | 1 | 1 | 2 | 7 | 9 | 9 | 10 | 11 | 11 | 13 |
| Sensitivity | 1.00 | 0.93 | 0.93 | 0.93 | 0.87 | 0.53 | 0.40 | 0.40 | 0.33 | 0.27 | 0.27 | 0.13 |
| Specificity | 0.94 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| PPV | 0.94 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| NPV | 1.00 | 0.94 | 0.94 | 0.94 | 0.89 | 0.70 | 0.64 | 0.64 | 0.62 | 0.59 | 0.59 | 0.55 |

Table 4.8: Performance of WGS translocation calling compared to FISH on R-ISS high-risk translocations

|  |  | $12 x$ | 11x | 10x | $9 x$ | 8 x | $7 x$ | $6 x$ | $5 x$ | 4 x | 3 x | 2 x |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TP | 3 | 3 | 3 | 3 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| TN | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 | 4 |
| FP | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| FN | 0 | 0 | 0 | 0 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 3 |
| Sensitivity | 1.00 | 1.00 | 1.00 | 1.00 | 0.67 | 0.33 | :0.33 | 0.33 | 0.33 | 0.33 | 0.33 | 0.00 |
| Specificity | 1.00 | 1.00 | 1.00 | : 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| PPV | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | N/A |
| NPV | 1.00 | 1.00 | 1.00 | 1.00 | 0.80 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 | 0.57 |

### 4.4.6 Structural Variant Calling with Decreasing Sequence Depth

The sensitivity, specificity, PPV, and NPV of WGS-based structural variant calling decreased with lower depth when comparing to FISH as the benchmark. WGS performance was stable down to 10 x coverage, and after 9 X , sensitivity decreased quickly, though specificity and PPV remained high (Table 4.6; Table 4.7). The translocation $t(14 ; 16)$, in MM40, a high-risk lesion, was only captured from 12X-10X, and was the single FISH assessable lesion not captured at 9X (Table 4.1). Hence, considering only R-ISS high-risk translocations, sensitivity, specificity, PPV, and NPV were each $100 \%$ down to and including 10X (Table 4.8).

Comparing to the filtered 12 X WGS SV call set, the sensitivity of WGS-based SV calling quickly decreased with subsampling, while the PPV increased and stabilized (Table 4.9). At depths of 11 X and 10 X , specificity, and PPV were both $100 \%$, while sensitivity and NPV were $78 \%$ and $73 \%$ at 11X, and $64 \%$ and $59 \%$ at 10X(Table 4.9). Iterating over subsampled depth, and comparing to full-depth WGS calls, WGS-based SV calling had an area under the curve of 0.89 ( $95 \% \mathrm{CI}$ : 0.86-0.92), and Youden's Index suggests an optimum depth of 10x (Figure 4.9).

### 4.4.6 Combining WGS with Targeted Sequencing Better Captures Prognostic Profile

All samples included in the present study were previously assessed on the DMG26 mutation profiling panel, and 25 mutations had been identified in these (Figure 4.10).One patient, MM12, carried no mutations identified by the DMG26; KRAS was the most frequently mutated ( 4 samples), and each patient had an average of 2.2 mutations (range 0 6). MM68 and MM08 were designated as high-risk by the DMG26 (chapter 3).

MM08, MM12, MM97, and MM75 all had del(1p), and MM40 had del(13q) identified by WGS. Importantly, MM40 carried a DIS3 mutation, and hence had a biallelic event at $D I S 3$, while. MM08 had both a panel identified high-risk mutation in $D I S 3$, ad a high risk del $(1 \mathrm{p})$. Both of these patients would hence be within a double-hit high-risk group; and consistently with this, these patients had a short survival of 600, and 647 days, respectively.

Table 4.9: Performance of subsampled WGS translocation calling compared to fulldepth WGS translocation calling

|  | $12 x$ | $11 x$ | $10 x$ | $9 x$ | $8 x$ | $7 x$ | $6 x$ | $5 x$ | $4 x$ | $3 x$ | $2 x$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| TP | 52 | 41 | 30 | 19 | 14 | 9 | 7 | 3 | 2 | 2 | 1 |
| FP | 14 | 11 | 9 | 6 | 2 | 2 | 0 | 0 | 0 | 0 | 0 |
| TN | 0 | 3 | 5 | 8 | 12 | 12 | 14 | 14 | 14 | 14 | 14 |
| FN | 36 | 47 | 58 | 69 | 74 | 79 | 81 | 85 | 86 | 86 | 87 |
| Sensitivity | 0.59 | 0.47 | 0.34 | 0.22 | 0.16 | 0.10 | 0.08 | 0.03 | 0.02 | 0.02 | 0.01 |
| Specificity | 0.00 | 0.21 | 0.36 | 0.57 | 0.86 | 0.86 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| PPV | 0.79 | 0.79 | 0.77 | 0.76 | 0.88 | 0.82 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| NP | 0.00 | 0.06 | 0.09 | 0.12 | 0.16 | 0.15 | 0.17 | 0.16 | 0.16 | 0.16 | 0.16 |



Figure 4.9: WGS is sensitive and specific compered to FISH
ROC curve comparing WGS-based translocation calls to FISH translocation calls, iterating over sequencing depth.


Figure 4.10: High-Risk double-hit group captured with combination of WGS and targeted sequencing
Oncoprint of mutations identified in WGS assessed cohort

### 4.5 Discussion:

Resolving the diverse set of genomic abnormalities underpinning multiple myeloma is crucial for current clinical practices, and to advance precision medicine in this disease. ${ }^{19,382}$ Currently, clinical FISH assessment of MM genomes only characterizes a select set of the translocations at the $\operatorname{IgH}$ and MYC loci, along with common translocation partners, and CNVs at specific sites across the genome. This information is subsequently incorporated into staging methods and has shown a modest utility in guiding precision treatment decisions. ${ }^{19,118}$ A growing body of evidence demonstrates that clinically important genomic lesions which are either cryptic, or untargeted by FISH, can be resolved by NGS technologies. ${ }^{9,20,21,26,161}$ We demonstrate that canonical translocations at the $\operatorname{IgH}$ locus are resolved by WGS-based assessments at clinically viable coverage depths of 12X to 9X. Important high-risk translocations and CNVs missed by FISH were resolved by WGS, such as del(1p) in MM08, MM12, and MM97 and $\mathrm{t}(14 ; 20)$ in MM97 as well as complex translocations in MM08 and MM12.

In our cohort, WGS-based CNV and SV calling were not only highly concordant with FISH, but also identified important, prognostically relevant, and precision medicine informing translocations where FISH failed. For example, MM97, FISH called an IgH translocation but did not identify the partner chromosome despite probing for all classic IgH partner chromosomes. Through WGS, we identified the partner chromosome to be 20, and the breakpoint to be proximal to the canonical $M A F B$ locus. Importantly, this translocation is a marker for poor prognosis, and strongly indicates the use of novel therapies. ${ }^{15,161,383}$ The single unmatched CNV call by FISH was trisomy 9 in MM75. This trisomy was identified in 11 (22\%) of 50 assessed cells. Our CNV calling threshold was set to identify trisomies in $10 \%$ of cells or greater. Nonetheless, modest positive fold changes are observed across this chromosome.

Though FISH and WGS-based variant calls were highly concordant at probe binding sites, the interpretation of some FISH probes were inconsistent with WGS calls. Most notably, del(1q) was called in only one patient, MM75, while WGS called del(1q) in four patients, MM08, MM12, MM97, and MM75. For MM08, MM12, and MM97 the WGS calls were centromeric to the FISH binding area on 1 q around TP73. Genes whose lower expression is a significant indicator of poor outcome map throughout the q arm of
chromosome 1 and deletions along 1 q are adverse indicators. ${ }^{97}$ Though not included in the R-ISS, a recent large-scale analysis identified del(1q) to be one of four variants carrying significant hazard in a multivariate assessment. ${ }^{19,24}$ Hence, missing this lesion represents a significant downfall of FISH, and emphasizes the benefit of the non-targeted nature of WGS-based assessments.

In addition to chromosome 1 abnormalities, WGS identified numerous other CNVs with unmatched FISH data that, while of lesser risk than 1 p and 1 q copy number changes, are of considerable clinical impact. Prominently, the prognostically unfavourable deletion of the MM tumour suppresser, $C Y L D$, was detected and in three patients. ${ }^{384}$ Beyond this lesion's prognostic impact, it may also be informative for guiding therapeutic decisions. ${ }^{277,385}$ Trisomy of chromosome 5 in MM97 is also notable as this is currently the only known favorable prognostic marker formalized in a risk algorithm, namely, the prognostic index. ${ }^{19}$

Deletions affecting the $\operatorname{IgH}$ locus on chromosome 14 occur in $22 \%$ of newly diagnosed patients, have prognostic relevance, and are indications pomalidomide based therapeutic regimens. ${ }^{386}$ We identified IgH deletions in MM1S, MM97, MM75, MM46, MM40, MM30, MM29, and MM08, while an amplification was observed in MM68; only in MM75 was a CNV at the $I g H$ locus probed for and identified by FISH (Table 4, Figure 1A, C,D,E,F,H,I). This is positive indication for the sensitivity of WGS based detection, as translocations in the context of CNVs can be cryptic to FISH. Additionally, this further highlights the benefit of untargeted assessments as compared to FISH.

WGS also resolved a far more complex landscape of translocations than did FISH in all samples. This complexity more accurately reflects the underlying genetic aberrations, and is most highlighted in translocations involving the MYC locus, which often involved more than two chromosomes. ${ }^{88,161,387}$ Consistent with other reports, we identified MYC translocations by WGS in more patients than did FISH. ${ }^{161}$ Furthermore, we found that break ends involved in complex or simple MYC translocations often brought it to within 50 kb of a super enhancer, which is consistent with MYC translocations commonly driving MYC overexpression. ${ }^{388}$ MYC overexpression is a significant indicator of poor prognosis and may be a precision medicine indicator. ${ }^{157}$

The sequencing depth for our study ranged between 1 X and 12 X , and from $9-12 \mathrm{X}$ our analysis for SVs and CNVs was performant. Using Youden's index, which is an indication of the optimal cut-off point in a binary classification, indicates that 10X depth is ideal. Direct sequencing costs at a Canadian genome sequencing centre was around $\$ 300$ (CAD) per patient, which is well below the cost per patient for referred FISH at the MAYO clinic of approximately $\$ 1500$ (CAD). We did not assess for CNVs on subsampled data as this analysis was previously successfully performed at much lower depths; well below 1X for all major CNVs of interest. ${ }^{26}$ We initially set all samples to $\sim 12 \mathrm{X}$ coverage, and translocation calls $\mathfrak{t}(14 ; 16)$ in MM29 and $\mathfrak{t}(8 ; 14)$ in MM75 which were captured at the original depths of 17.44X, and 15.04X, respectively, respectively, were not identified at 12X (Table 4.3). Importantly, $\mathrm{t}(14 ; 16)$ is considered to be a high-risk marker, although this has not been confirmed by the Intergroupe Francophone du Myelome (IFM) group, and its designation as high-risk has been disputed by other groups, especially in the context of modern therapies. ${ }^{24,389}$ Loss of the MYC translocation in MM75 at 12X may be attributable to the complexity of the alteration, which may require higher sequencing depth. Subsampling below 9X yielded progressively less sensitive calling, hence, clinical WGSbased SV calling should be performed at least at 10x depth, with preference for higher depths where feasible.

In this work we limited our analysis to interchromosomal translocations. While all GRIDSS, svABA, LUMPY, and MANTA report intrachromosomal rearrangements, a high-quality dataset of these lesions in MM is not extant, posing significant challenges to filtering for high-quality variants from the total call set, especially given our relatively lowdepth experiment. Furthermore, intrachromosomal rearrangements are not currently considered to modulate a patient's risk profile. ${ }^{88}$ Importantly, the CNVs and breakends identified by WGS based assessment may be used as evidence for chromothripsis or chromoplexy, which have emerging prognostic implications. ${ }^{94}$ Hence, further work on the viable depths at which these more complex rearrangement profiles may be described is an important future direction which may further highlight the value of WGS as compared to FISH.

While we demonstrate high performance of standard short-read WGS for SV calling, superior performance may be achieved using novel long-read (pacbio, oxford
nanopore), or synthetic long-read (10X genomics) sequencing approaches. Long-read sequencing is indisputably a better approach for SV detection and allele reconstruction. ${ }^{49}$ However, it requires higher-quality DNA, more technical proficiency, higher costs, and often additional equipment. ${ }^{49,50}$ Hence, maximizing short read WGS performance is an attractive option for clinical use, with capable sequencers being found in many molecular diagnostic laboratories. A additional short-coming of our analysis is the lack of a true 'goldstandard' assessment, against which to compare the WGS variant calls. While FISH data was available for all patients, FISH has its own sources of error, and thus, even as a current benchmark for MM genomic interrogation, it has shortcomings. Known limitations of FISH include poor performance for unbalanced translocations, and cryptic copy number variants. Furthermore, not all classic lesions were represented in our cohort. Nonetheless, standard WGS reliably detected prognostically important genomic lesions reported by FISH, and identified such lesions where FISH was not targeted or presumptively misreported. Thus, WGS-based assessment for primary genomic assessment of MM is an attractive and more robust alternative to FISH.

## Chapter 5 Discussion

### 5.1 DMG26: Panel Sequencing for Myeloma Genome Interrogation:

The landscape of small mutational events existent within MM has only recently begun to be elucidated, and use of this information in clinical settings remains low. We have developed a targeted sequencing approach, the DMG26, which assesses the mutational landscape of the most frequently altered genomic loci in MM. Importantly, we designated 'high-risk' mutations within these loci, and demonstrated that they were significantly associated with shorter progression free survival. An additional and striking feature of these 'high-risk' markers is that they were mutually exclusive with classical 'high-risk' FISH markers, and were independent of the established R-ISS biochemical parameters. Thus, mutational signatures, as measured by the DMG26, represents a potentially powerful and novel prognostic approach, capturing high-risk patients that may otherwise be incorrectly classified by classic stratification schemes such as the R-ISS. Furthermore, beyond current prognostic utility, 33\% of DMG26 identified variants in genes that are currently, or soon-to-be targetable by precision medicines, and therefore may offer therapeutic guidance in future.

Another importantly aspect of our panel is that it identified prognostic relevance of single nucleotide variants where most other studies have not ${ }^{9,13,16}$; although this finding still needs to be replicated in a larger cohort. A potential benefit to our study is that, in addition to assessing on a gene-by-gene basis - as done in the $\mathrm{M}(3) \operatorname{Pv} 2.0^{21}$ study and the large-scale WES MM assessments ${ }^{9,13,16 ~-~ w e ~ a l s o ~ c l a s s i f i e d ~ m u t a t i o n s ~ i n t o ~ h i g h-~ a n d ~ l o w-~}$ risk groups using contemporary computational methods and assessed across all genes. Evaluating for mutational risk contributions in this manner may be why we have identified significant mutational risk contributions where other studies have failed. Similar strategies have been successfully applied to diverse clinical scenarios including: (i) other cancers such as breast, pancreatic, colorectal, biliary, ovarian, and nasopharyngeal cancer ${ }^{390}$; (ii) including identifying genomic variation implicated in Autism Spectrum Disorder ${ }^{391}$; (iii) inherited cardiomyopathies ${ }^{392}$; (iv) RASopathies and epilepsy ${ }^{393}$. While in our study, designating mutations as either pathogenic or not through computation approaches did successfully identify high-risk patients, it is imperative to acknowledge that mutational
contributions to risk are not binary nor isolated, and a model which accounts for this will be more performant.

Beyond capturing prognostic relevance where many other studies have not, our analysis was, strikingly, far more performant than both R-ISS FISH marker and ISS based stratifications. One other panel assessment, the $\mathrm{M}(3) \mathrm{Pv} 2.0$, has reported a few genes to be of prognostic significance for both progression-free and overall survival. ${ }^{21}$ Our assessment corroborated their finding of $P R D M 1$ mutations conferring hazard; however, we also found mutation of CDKN1B to confer risk, while the $\mathrm{M}(3) \mathrm{Pv} 2.0$ did not. Consequently, the authors claimed modest prognostic relevance of mutations identified on their panel. ${ }^{21}$ In contrast, our assessment with the DMG26 captures important risk lesions that stratifies risk in MM patients more robustly.

Multiple myeloma, distinct from other cancers, carries concurrent $N R A S$ and $K R A S$ mutations in approximately $15 \%$ of RAS mutated samples. ${ }^{172}$ While we did not observe this in our cohort, we did observe cases of other concurrent mutations in the MAPK pathway. NRAS and BRAF were co-mutated in MM99. In MM88, MM1S, and RPMI-8226, $B R A F$ and $K R A S$ were co-mutated. Identification of concurrent RAS-RAF mutations are key in ensuring appropriate therapeutic choice, as vemerafinib, which is indicated for by BRAF mutations on their own, is ineffective in contexts with RAS mutation. ${ }^{394}$ Interestingly, in MM52, KRAS (c.240delT, p.Cys80fs, high-severity but low-risk due to VAF cut-off) and $F G F R 3$ (c.1117A>G, p.Leu684His, low-risk) were co-mutated. FGFR3 mutations are infrequently observed with RAS mutations, which has been attributed to the stronger and more robust activation of MAPK signaling consequent to $F G F R 3$ mutation as compared to RAS mutations. ${ }^{172}$ Neither of these MM52 mutations are reported in COSMIC nor ClinVar, nor are indicated in the literature to modulate MAPK activation. Nonetheless, these may pose important considerations, as addressing only FGFR3 or KRAS independently may have reduced efficacy in a similar manner to concurrent $B R A F /$ RAS mutations.

Myeloma tumour suppressors on our panel, including Rb1, TP53, FAM46C, CYLD, and DIS3 all carried high rates of high-risk mutations at $25 \%, 22.2 \%, 20 \%, 12.5 \%$, and $11.5 \%$, respectively. On average, $17.1 \%$ of mutations in these genes were considered to be high-risk, as compared to only $3.9 \%$ of mutations in the other DMG26 genes. The
abundance of high-risk lesions within these genes is consistent with findings in late-stage relapse or refractory myeloma, where mutation, LOH , and deletion of tumour suppressors is common. ${ }^{16}$ Likely, mutation in these genes precedes relapse, and early capture of mutational events may be an important biomarker of progression if pathogenic mutations can be effectively delineated from mundane variation. Our study offers compelling evidence that the computational methods used herein can be effectively employed to this end within clinical settings.

An important ancillary finding of this assessment is that FISH did not significantly stratify high-risk from standard- or moderate-risk patients. Our analysis represents the first modestly sized assessment of the Atlantic Canadian multiple myeloma population. These findings may warrant further investigation of peculiarities in the relationship between cytogenetic loci and clinical outcome in this patient population.

### 5.2 DMG26 Compared to other Proposed Clinical Oncology Panels

The DMG26's design was informed by large-scale whole-exome and -genome sequencing studies of myeloma. ${ }^{9,13,16}$ While some genes included in the panel are uniquely implicated in MM pathogenesis (e.g. FAM46C), there are numerous genes which are nearly ubiquitously mutated across cancer types (e.g. NRAS, KRAS, BRAF, TP53, etc.). ${ }^{227,228}$ Identifying which genes on the panel capture significant risk may be of economic interest, as currently available commercial panels - such as Illumina's TruSight Myeloid or TruSight Oncology 500 (TSO500) panels - may completely or largely overlap with this subset of genes. However, it is important to counterbalance current economic interest with the potential clinical value of genomic assessment tailored to MM. For example, mutations of FAM46C, which are specific to MM and are consequently not assessed for by the myeloid panel, are indications for burgeoning targeted therapies, such as CFI-400945 which is in a phase I/II clinical trial. ${ }^{225}$

To this end, a few MM specific panels have been developed, such as the $\mathrm{M}(3) \mathrm{pv} 2.0$ and myTYPE. ${ }^{20,21}$ In a clinical assessment of the M3Pv2.0 on newly diagnosed MM patients with $47.2 \%$ receiving a Bortezomib based regimen, only modest prognostic relevance was reported. ${ }^{21}$ Despite the DMG26 performing markedly better on our cohort than did the M3Pv2.0 on their similarly treated cohort, the M3Pv2.0 is considerably
larger than the DMG26, and the panels overlap greatly, with $L T B$, and $M A G E D 1$ being the only genes specific to the DMG26. Similarly, the myTYPE panel, which is much larger than both the DMG26 and M3Pv2.0, and assesses all genes included in our panel, did not report mutations that significantly associate with prognosis. ${ }^{20}$ As a large hybrid capture panel though, the myTYPE, unlike the DMG26 and M3Pv2.0 panels, is able to capture the broad range of genomic lesions present within an MM genome, including $\operatorname{IgH}$ translocations and CNVs. ${ }^{20}$ This is an important advantage, as the concurrent capture of all MM variant types in a single clinical test is ideal. The myTYPE panel is, however, limited in its capacity to detect $\mathrm{t}(8 ; 14)$ and LOH , and may be poorly suited to detect patterns of chromothripsis that have only been elucidated following the design of this panel. ${ }^{20,88}$ Hence, an altered design with consideration for these clinically relevant lesions that employs are analysis approach may be an optimal MM genomic interrogation tool.

Comparing the DMG26 to Illumina's myeloid panel, BRAF, CDKN2A, TP53, $N R A S$, and $K R A S$ are the only overlapping genes. Of these shared genes, only $B R A F$ and TP53 harboured high-risk mutations in our cohort, hence, the scope of the myeloid panel is ill-suited for myeloma prognostication. Furthermore, the DMG26 identified lesions in FAM46C, ATM, FGFR3 which may have implications for precision medicine. FGFR3 mutations are targetable in muscle-invasive bladder cancer by erdafitinib, AZD4547, rogaratinib and infigratinib, and may have functional consequences on the affinity of the anti FGFR3 mAb currently under assessment for MM. ${ }^{395,396}$ ATM mutations have been associated with sensitivity of mantle cell lymphoma cells, and solid tumours to the ATR inhibitor, AZD6738. ${ }^{397,398}$. Mutation of FAM46C, as discussed above, may soon be targetable by CFI-400945. ${ }^{225}$ Hence, beyond the prognostic relevance of genes in the DMG26 but not on the myeloid panel, the mutational state of at least 3 genes are relevant for promising targeted therapies currently approved for other cancers, or which are under varying stages of clinical assessment. Presumably, as the repertoire of targeted therapies expands, assessment of MM specific genes will likely carry increasing value for targeted treatment of MM patients.

The TruSight Oncology 500 assesses 523 genes; the large size of this panel facilitates estimation of tumour mutational burden, evaluation of microsatellite instability, CNVs, and loss of heterozygosity in addition to standard mutational profiling. These are
significant genomic events with clinical significance that are not assessable by the DMG26. However, it does not cover the genes TNFRSF21, ACTG1, TRAF3, MAGED1, SP140, nor LTB. In our cohort, the DMG26 identified high-risk mutations in the latter three. Though the value of genomic interrogation of TNFRSF21, ACTG1, and TRAF3 remains unclear, such assessment of MAGED1, SP140, and LTB appear to potentially carry significant prognostic value.

Expansion of the TSO 500 to include the missed DMG26 genes is an appealing future direction. First, the large panel size facilitates determination and estimation of complex and comprehensive genomic profiles, which are increasingly implicated in myeloma pathogenesis and clinical outcome. ${ }^{7,88,399}$ Second, while myeloma is a relatively common blood cancer, small clinical centres may see too few cases to adequately fill a MM-specific sequencing run with specialized panels; larger pan-cancer panels allow for broad pooling of patients to fill sequencing runs. Of course, larger sequencing panels also often require larger sequencers with significant capital investment costs and require more depth of expertise on both the wet-lab and bioinformatics portions of library construction, analysis, and data management.

### 5.3 Structural Variant Calling

Structural variants in MM are the classic, and currently dominant biomarkers of this malignancy. Hence, any clinically viable genomic assessment must capture these lesions with high confidence. We demonstrated that the ensemble of GRIDSS, svABA, MANTA, and LUMPY successfully identified all FISH tested translocations at minimum depths of 10X sequencing coverage within our cohort, and identified $\mathfrak{t}(14 ; 20)$ in MM97 which was otherwise unreported by FISH due to the breakpoint on chromosome 20 being distal from the MAFB probe binding region. Beyond this, we also captured the complex structural variation at play at the MYC locus. We also reiterated our previous findings, with QDNAseq outperforming FISH in the detection of CNVs. ${ }^{26}$ Hence, WGS is a clinically viable approach for MM genome interrogation at 10X coverage.

Previous reports have described clinically validated WGS pipelines for germline and somatic structural variant detection using single algorithms, with most recommending depths at or greater than 30 X , and up to 90 X to resolve highly complex oncologic
genomes. ${ }^{400-402} \quad$ WGS at this depth is cost prohibitive for most centres, and would commonly require referral to an external laboratory with a NovaSeq (Illumina), slowing turn-around-time. Numerous performance analyses have found contemporary short-read, paired-end structural variant calling algorithms to be performant down to 10 X in genomically complex contexts. However, these have not included comparisons to current clinical assessments for translocations, nor has their performance been previously examines specifically in MM. ${ }^{310,327,403,404}$ Additionally, these studies have also iterated the performance gain of ensemble calling over single algorithm calling. Hence, our analysis, which employs an ensemble of contemporary algorithms and compares against the current clinical assessments, is an important extension of these results into MM clinical contexts, with 10X coverage facilitating variant calling concordant with FISH.

Consistent with our previous assessment using ultra-low-depth WGS for CNV detection, we again found that QDNAseq was superior to FISH in profiling the landscape of CNVs in MM. ${ }^{26}$ QDNAseq called all CNVs reported by FISH, except for trisomy 9 in MM75, where it identified a small amplification on the q arm distal to the centromeric binding region. Overall, compared to FISH, QDNAseq was highly performant, having a sensitivity of $95 \%$ and an NPV of $100 \%$. Comparing FISH to QDNAseq, key variants were missed, including del(1p) in patients MM08, MM12, and MM97, as well as trisomy 5 in MM97. While not included within the R-ISS, the recently suggested Prognostic Index considers del(1p) and trisomy 5 to have a prognostic weighting of 0.8 and -0.3 , respectively. ${ }^{19,24}$ Hence, missing these CNVs is a significant error by FISH, which, in combination with QDNAseq's otherwise high concordance with FISH, and the identification of additional CNVs outside the scope of FISH, is strong support for the use of WGS-based CNV profiling in MM.

In our assessment, we employed the ensemble of GRIDSS, svABA, MANTA and LUMPY for interchromosomal translocation calling. Employing an ensemble approach has become a best-practice to balance and utilize performance characteristics of different variant calling approaches and has been used in MM previously. ${ }^{88,327}$ Our combination is broader and includes more performant algorithms than those used in the only two large-scale assessment of myeloma structural variations, which were DELLY and LUMPY ${ }^{88}$, or MANTA ${ }^{94}$. We found that the callers in our ensemble were minimally
concordant (max Cohen's kappa at 0.25 for svABA and MANTA), hence, the ensemble was well suited to identify and corroborate variants unidentifiable by callers individually. We also found GRIDSS to be the most sensitive caller (100\%), and therefore should be included in clinical assessments, especially at lower sequencing depths.

In MM, MYC translocations tend to be involved in complex rearrangements which can implicate more than 8 chromosomes. ${ }^{387,405}$ This complexity often impedes detection by FISH, which is reflected in the higher rates of MYC translocation reported in MM by WGS studies as compared to FISH studies. ${ }^{387,405}$ Consistently, while MYC separation was called by FISH in MM08, MM29, and MM1S, only WGS based translocation calling detected the MYC translocation in MM12, which was complex. In addition to the improved detection of MYC translocation, WGS also resolves the translocation partner, which FISH does not. Unknow translocation partners of a MYC separation circumvent careful investigation of the clinical association of MYC translocations as different partner chromosomes may drive different phenotypes. Accordingly, MYC translocations have been inconsistently associated with differing clinical courses. ${ }^{154,159,160,197,406,407}$ None the less, MYC overexpression is associated with poor clinical outcome. ${ }^{408}$ Considering this, WGS clearly offers superior information compared to FISH, as translocation breakpoints can be assessed for their proximity to super enhancers, the functional impact of which may be subsequently considered.

The most important finding of this assessment is the high performance of our interchromosomal calling approach at the IgH locus down to 10 X , at $100 \%$ sensitivity, as these are currently the only translocations currently associated with clinical outcome. In fact, a recent assessment of structural variation on the MMRF COMPASS cohort found that other, less recurrent translocations did not associate clinical outcome. ${ }^{88}$ These IgH events occur during preclinical stages and are consequently clonally present. This is advantageous for detection by sequence-based approaches, as variant alleles represent nearly $50 \%$ of all alleles sequences, which reduced the coverage required to confidently identify them. The opposite is true for other structural events, which may be present at varying levels of clonality. Indeed, the sensitivity of our approach at 10X compared to the full-depth call set was only $39 \%$ for these.

### 5.4 Combining Targeted and Whole-Genome Sequencing Captures High-Risk

## Double-Hit Group

Though we did not identify patients with bi-allelic double-hit events in TP53, the most prognostically impactful genomic lesion in MM known, by FISH, WGS, or panel sequencing, a bi-allelic double-hit was observed in MM40, and may have been in MM43. Two mutations in FAM46C were reported in MM43 by panel sequencing; due to technical limitations we cannot phase the variants, hence it is unclear if the SNVs occurred in cis or trans. FAM46C is the second most commonly afflicted gene by bi-allelic events, and a double hit to this gene is significantly associated with poor outcome. ${ }^{409}$ Mutation in DIS3 and a DIS3 spanning deletion of chromosome 13 were observed in MM40. Double hits to DIS3 are also associated with adverse outcomes in MM patients. ${ }^{410}$ Consistently, short progression-free survival was observed in both MM40 and MM43, at 564 and 91 days, respectively, and overall survival of 564 days for MM40.

Beyond specific genes with potential bi-allelic mutations, triple- and double-hit groups have recently been defined as those harbouring two or three high-risk lesions throughout the genome. The accumulation of high-risk lesions has progressively worse prognosis. ${ }^{19,94}$ Within our cohort, we identified MM08, MM12, MM97, and MM75 to all have extensive deletion on 1 p, a high-risk lesion. FISH identified this lesion in only one patient, MM75. Importantly, FISH and WGS identified $\mathrm{t}(4 ; 14)$ in MM12, and WGS identified $\mathrm{t}(14 ; 20)$ in MM97, both of which are high-risk lesions. ${ }^{136}$ Hence, MM12 and MM97 are both in a high-risk double hit group which FISH did not assign them to, thereby highlighting the prognostic value of WGS for structural variant detection. Furthermore, MM08 was identified to have a high-risk mutation in $D I S 3$, and therefore is also part of the high-risk double-hit group, thereby highlighting the prognostic value of targeted mutational profiling and comprehensive structural variant calling as a dual-test approach.

Within our cohort, the most strikingly adverse prognostic outlook was observed in patients with multiple high-risk mutations: MM43, MM63, and MM106. These carried mutations in FAM46C, DIS3, TP53, and/or Rb1, all of which are tumour suppressors in MM . Bi-allelic events in tumour suppressors are associated with poor prognosis and are more common in relapsed and refractory patients than newly diagnosed MM. ${ }^{409}$ Notably, these patients were negative for all high-risk R-ISS FISH lesions; thus, targeted-sequencing
identified quickly progressing patients previously classified as standard risk. Promisingly, mutation of these genes may be future indications for targeted therapies currently under development, or have clinical associations with current treatment strategies. High dose chemotherapy, which is administered to all patients undergoing autologous stem cell transplantation, underperforms in patients carrying DIS3 mutated subclones; achieving an event-free survival of 27 months compared to 70 months. ${ }^{232}$ Mutation of FAM46C may soon indicate for CFI-400945 therapy. ${ }^{225}$ In pre-clinical studies, the adenovirus VCN-01 is showing promising activity against patient derived Rbl mutated retinoblastoma samples. Hence, in addition to capturing high-risk patients otherwise misclassified by FISH, NGS based assessments capture genomic lesions which may be future therapeutic targets that mediate the current risk designation.

### 5.5 Superiority of Sequencing to FISH for Genome Interrogation

Our sequencing-based assessments of myeloma genomes has highlighted two main shortcomings of FISH in the clinic. Firstly, in our targeted sequencing assessed cohort, RISS FISH lesions did not stratify patients into groups of significantly different survival, while a mutation-based approach did. Secondly, FISH misses prognostically important lesions. This is attributable to 1) FISH's targeted nature, which circumvents detection of any lesion outside of probe binding regions. Compounding this, FISH panels are built algorithmically with additional probes only included reflexively based on co-occurrence patterns of cytogenetic lesions with those already observed, impeding detection of cytogenetic lesions which occur infrequently together. And 2) certain structural variants, such as complex unbalanced translocations, which are common at the MYC locus in MM, are cryptic to FISH.

In our mutation profiling cohort, the underperformance of FISH may be related to the parameters of the scheme. Recently, $\mathrm{t}(14 ; 16)$ has come under scrutiny as a modern high-risk lesion, as patients with this lesion respond well to proteasome inhibitor based regimens, such as CyBorD, which has been a mainstay of myeloma treatment over the previous decade. ${ }^{136-138,411}$ Furthermore, this lesion is highly concomitant with other highrisk cytogenetic lesions, and as such, has recently been inspected for its independent risk contribution, if any at all. ${ }^{412,413}$ Consequently, the poor performance of the FISH-based
risk stratification on our cohort may reflect outdatedness of the input parameters, as our cohort was nearly uniformly treated with CyBorD, or the inappropriateness of the risk parameters. Modern FISH based schemes, such as the Prognostic Index, may address this through appropriate weighting of additional cytogenetic lesions. ${ }^{19}$ However, it is also clear that high-risk CNVs and translocations go unreported by FISH, which will continue to challenge risk classification regardless of the FISH-panel design, and may be what drives the underperformance of FISH-based stratification in our cohort.

Deletion on 1 p and amplification of 1 q are well well-known high-risk event which is clear from large FISH- and WGS-based myeloma assessments, and is corroborated by gene expression profiling experiments. ${ }^{19,97}$ Importantly, these gene expression studies identified that overexpression of genes mapping across the 1 p arm, and under expression of genes mapping across the 1 q arm indicate high-risk. ${ }^{97}$ This is not acknowledged in FISHbased assessments, which probe only for $T P 73$ on the terminal end of the q arm, and $C K S 1 B$ on the p arm. Even within our small cohort, we found this limited assessment missed significant deletions on the q arm in three patients, and one amplification on the p arm.

### 5.6 Limitations

In both our targeted and whole genome sequencing studies, our cohorts were relatively small, at 76 and 9 patients, respectively. Consequently, while these are promising studies which offer strong support for clinical assessment of myeloma by NGS, additional investigations are warranted.

Our panel study, in addition to cohort size limitations, had a limited follow-up period, lacked an external testing set, and had somewhat heterogeneously treated patients. While significant differences in progression-free survival were observed in our study despite the sample size limitation, and the presence of high-risk mutations were independent of all R-ISS high-risk markers, we were unable to assess the mutation profile in a multivariate model. This is a significant shortcoming which will need to be addressed in larger cohorts to validate the clinical relevance of this panel. Additionally, the small cohort-size in conjunction with the mixed treatment profile does not allow interrogation of the performance of the panel assessment in uniformly treated subgroups. It remains unclear if the panel is more or less relevant in different treatment contexts. Furthermore, the limited
sample size was insufficient to divide our data into a 'training' and 'testing' cohort, hence, external validation is required. In addition to sample-size related downfalls, the short follow-up period of our investigation limited our study to correlations with progressionfree survival. The extensibility of our findings into overall survival should be assessed on a larger cohort with longer follow-up data.

Within our WGS assessment, consequent to our small sample size, not all prognostically relevant lesions were present, such as $\operatorname{del}(17 \mathrm{p})$ and $\mathrm{t}(6 ; 14)$. Assessment on larger cohorts comprehensive for all prognostically relevant structural variants should be performed. Beyond this limitation, our study was confounded by comparison against FISH as the truth set. While comparison against FISH is sensical for clinical purposes, FISH is not an ideal truth set for performance comparisons due to its limited scope and potential to err, particularly in cases of complex and unbalanced structural variation. ${ }^{414}$ Addressing this, higher-depth sequencing, long-insert, long-read, or sanger sequencing could be performed to corroborate or dismiss structural variant call made at lower depths. Additionally, our subsampling was performed once. As subsample is a random process which extracts a portion of reads from the total dataset, variation in the performance of variant calling may be expected across multiple iterations. Hence, it is prudent to assess performance over multiple iterations of subsampling, especially at lower depths.

We employed short-read paired-end sequencing at $2 \times 100 \mathrm{bp}$. While long-read sequencing does outperform short-read sequencing for SV detection (especially in complex contexts), there are a number of benefits of short-read sequencing within the clinical realm compared to long-read approaches. Firstly, the cost for short-read sequencing is lower than that of long-read sequencing. Secondly, greater technical proficiency may be required for long-read sequencing as long DNA molecules are sensitive to shredding and alternative sequencing chemistries and technologies are often required. Thirdly, most clinical molecular labs already have at least modest capacity for short-read sequencing. Taken together, short-read based structural variant calling remains desirable in the clinical setting, at least until long-read sequencing technology further matures.

### 5.7 Future Directions

A benefit of our assessment being on a mixed population of plasma cell dyscrasias is that 10 MGUS and 3 SMM patients were assessed on the DMG26 panel. Identifying preclinical plasma cell dyscrasia patients at risk of progression to overt disease is a prominent area of research; as early intervention in these patients may offer better outcomes. ${ }^{415-417}$ With the DMG26, none of the pre-clinical stage patients harboured high-risk lesions, and none progressed to overt disease during the follow-up period. It is a positive indication that the DMG26 did not categorize these pre-clinical samples as high-risk given that they did not progress; however, it remains unclear if DMG26 high-risk designation within preclinical contexts would carry clinical significance. Further investigation on larger MGUS and SMM cohorts is warranted. Building on this, assessment of the DMG26 on a larger cohort in general is prudent to validate the clinical significance of its high-risk designation.

For structural variant detection, synthetic approaches to long-read sequencing have been proposed, such as 10X genomics, which couple long-range information to short-read data. Briefly, this technology isolates long DNA molecules into individual oil droplets which are isolated reaction chambers. Each reaction chamber processes the DNA into short-read ready libraries and appends a barcode to the sequence unique to the oil droplet. Reads with the same barcode are then known to originate from the same large DNA molecule. While an attractive option due to its compatibility with Illumina sequencing platforms, it is a technically challenging and costly process that often requires referral to an external laboratory.

Low-coverage long-insert paired-end sequencing is another approach for structural variant detection, and has recently been applied to MM genome interrogation. ${ }^{88}$ The authors of this work combined DELLY and LUMPY and identified numerous structural variations (median: 16 per patient) at $4 \mathrm{X}-8 \mathrm{X} .{ }^{88}$ They subsequently assessed for chromoplexy and chromothripsis, the latter of which was significantly associated with poor progression-free and overall survival. ${ }^{88}$ Importantly, the authors did not compare against FISH, which is necessary to assess for added clinical value of next-generation based assessments as compared to the clinical standard.

### 5.8 Conclusions

Multiple myeloma is a severe and increasingly common malignancy that remains incurable. ${ }^{1,4,45}$ Though there has been dramatic improvement in patient outcome over the previous decade with the introduction of so-called 'novel agents', namely immunomodulatory drugs and proteasome inhibitors, five-year survival remains low at $50 \%$ and response to treatment is highly variable. ${ }^{1}$ While myeloma presents with a highly varied genome that has long been known to have clinical importance, both the capturing of genomic information and its subsequent use in the diagnosing, prognosing, and treatment of an individual have been performed sub-optimally. This largely relates to technical limitations of the current clinical standard for myeloma genome assessment, FISH, namely its limited throughput, low resolution, high cost, and targeted nature.

Previously, in a head-to-head comparison of ultra-low-depth WGS and FISH, we demonstrated the superiority of WGS in the identification of copy-number lesions. ${ }^{26}$ The work performed herein expands upon this early finding, with prognostication by mutation profiling outperforming FISH based risk stratification, and WGS-based structural variant calling identifying numerous prognostically relevant CNVs and translocations not capturable or cryptic to FISH. Importantly, while both R-ISS high-risk FISH markers and the ISS failed to identify a high-risk group with significantly poor outcome within our cohort, mutation profiling did. Hence, the classic view where large-scale alterations dominate a patient's risk profile and small-scale lesions only modestly decorate this profile may be incorrect. This is in line with recent investigations on TP53 identifying a double hit profile, which may arise from SNVs and indels, defining the highest-risk myeloma group known. ${ }^{95}$ Furthermore, other groups have found significant, and high hazards for mutation in genes that we included in our DMG26 panel including TP53, PRDM1, DIS3, and CYLD. ${ }^{95,409}$ Using a two-pronged approach, we demonstrate that next-generation sequencing approaches are superior to FISH in resolution, allowing capture of small SNVs and indels which are indications for precision medicine and have prognostic impact, and in scope and sensitivity, allowing capture of CNVs and translocations throughout the genome, many of which are ere either untargeted by or cryptic to FISH and have important prognostic implications. Our findings underscore the value of clinical MM genome
assessment by NGS technology and highlight the need to establish thee as the new benchmark in place of FISH within international myeloma clinical stratification systems.
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## Appendices



## Appendix Figure 1: Cohort mutational, laboratory, and clinical landscape

Oncoprint comprising demographic, clinical, laboratory, molecular, and genomic data for our cohort. Data on cell lines have been included. Columns are patients/cell lines.

## Appendix Table 1: Sample library preparation

| Sample | Library |
| :--- | :--- |
| MM8 | TruSight |
| MM10 | TruSight |
| MM12 | TruSight |
| MM13 | TruSight |
| MM18 | TruSight |
| MM21 | TruSight |
| MM23 | TruSight |
| MM24 | TruSight |
| MM25 | TruSight |
| MM27 | TruSight |
| MM28 | TruSight |
| MM29 | TruSight |
| MM30 | TruSight |
| MM31 | TruSight |
| MM32 | TruSight |
| MM33 | TruSight |
| MM34 | TruSight |
| MM35 | TruSight |
| MM36 | TruSight |
| MM37 | TruSight |
| MM38 | TruSight |
| MM39 | TruSight |
| MM40 | TruSight |
| MM42 | TruSight |
| MM43 | TruSight |
| MM44 | TruSight |
| MM46 | TruSight |
| MM47 | TruSight |
| MM48 | TruSight |
| MM51 | TruSight |
| MM52 | TruSight |
| MM53 | TruSight |
| MM54 | TruSight |
| MM55 | TruSight |
| MM56 | TruSight |
| MM57 | TruSight |
| MM58 | TruSight |
| MM59 | TruSight |
| MM62 | TruSight |
| MM63 | TruSight |
| MM64 | TruSight |
| MM67 | TruSight |
| MM68 | TruSight |
| MM69 | TruSight |
| MM70 | TruSight |
| MM1S | TruSight |
|  |  |


| NCI | TruSight |
| :--- | :--- |
| RPMI | TruSight |
| KMS12 | AmpliSeq |
| MM06 | AmpliSeq |
| MM11 | AmpliSeq |
| MM14 | AmpliSeq |
| MM17 | AmpliSeq |
| MM22 | AmpliSeq |
| MM26 | AmpliSeq |
| MM60 | AmpliSeq |
| MM65 | AmpliSeq |
| MM66 | AmpliSeq |
| MM71 | AmpliSeq |
| MM72 | AmpliSeq |
| MM73 | AmpliSeq |
| MM75 | AmpliSeq |
| MM77 | AmpliSeq |
| MM78 | AmpliSeq |
| MM79 | AmpliSeq |
| MM81 | AmpliSeq |
| MM82 | AmpliSeq |
| MM84 | AmpliSeq |
| MM86 | AmpliSeq |
| MM88 | AmpliSeq |
| MM89 | AmpliSeq |
| MM91 | AmpliSeq |
| MM92 | AmpliSeq |
| MM93 | AmpliSeq |
| MM95 | AmpliSeq |
| MM97 | AmpliSeq |
| MM99 | AmpliSeq |
| MM100 | AmpliSeq |
| MM102 | AmpliSeq |
| MM106 | AmpliSeq |
| MM108 | AmpliSeq |
|  |  |
| MM |  |

## Appendix Table 2: Panel identified variants

All panel identified variants passing filtering and manual review in patient samples and cell lines.

|  | $\underset{~ 山}{~}$ | $\stackrel{\stackrel{\rightharpoonup}{山}}{\underset{\sim}{w}}$ | $\stackrel{\leftarrow}{4}$ | $\begin{aligned} & Z \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\mathbb{K}$ |  |  | $\begin{aligned} & \sum \\ & \substack{\mathrm{O} \\ \underset{T}{\top} \\ \hline} \end{aligned}$ | $\stackrel{\stackrel{r}{c}}{\stackrel{a}{c}}$ | 른 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | FGFR3 | A | G | c.1948A>G | p.Lys650Glu | 0.47584188 | freebayes,mutect,vardict | 4 | 1807888 | 1807889 |
| 10 | EGR1 | T | A | c. 29 T>A | p.Leu10GIn | 0.32876712 | mutect,vardict | 5 | 137801478 | 137801479 |
| 10 | CDKN2A | G | A | c. $457+8 \mathrm{C}>\mathrm{T}$ | NA | 0.112 | freebayes,mutect,vardict ,platypus | 9 | 21970892 | 21970893 |
| 10 | TRAF2 | G | T | c.984G>T | p.Glu328Asp | 0.12666076 | freebayes,mutect,vardict ,platypus | 9 | 139814834 | 139814835 |
| 10 | ACTG1 | G | A | c. $684 \mathrm{C}>$ T | p.Ala228Ala | 0.6231454 | freebayes,mutect,vardict | 17 | 79478331 | 79478332 |
| 10 | EGR1 | T | A | c.99T>A | p.Pro33Pro | 0.3721374 | freebayes,mutect,vardict ,platypus | 5 | 137801548 | 137801549 |
| MM100 | NRAS | T | C | c. $182 \mathrm{~A}>\mathrm{G}$ | p.GIn61Arg | 0.59427446 | freebayes,mutect,vardict | 1 | 115256528 | 115256529 |
| MM102 | NRAS | T | C | c. $182 \mathrm{~A}>\mathrm{G}$ | p.GIn61Arg | 0.32473624 | freebayes,mutect,vardict ,platypus | 1 | 115256528 | 115256529 |
| MM102 | DIS3 | T | C | c.541A>G | p.Lys181Glu | 0.4609375 | freebayes,mutect,vardict ,platypus | 13 | 73352363 | 73352364 |
| MM102 | MAGED1 | C | T | c. $1157 \mathrm{C}>\mathrm{T}$ | p.Pro386Leu | 1 | freebayes,mutect,vardict | x | 51639739 | 51639740 |
| MM106 | RB1 | TCAGAA | T | c.772_776delAACAG | p.Asn258fs | 1 | freebayes,vardict,scalpel ,platypus, pindel | 13 | 48936999 | 48937005 |
| MM106 | CDKN1B | AAGTGGAA <br> TTTCGATTT TC | A | c.178_195delTGGAA <br> TTTCGATTTTCAG | p.Trp60_Gln65del | 1 | freebayes,vardict,scalpel ,platypus,pindel | 12 | 12870947 | 12870966 |
| MM106 | PRDM1 | G | A | c. $1279 \mathrm{G}>\mathrm{A}$ | p.Ala427Thr | 0.99553573 | freebayes,mutect,vardict | 6 | 106553313 | 106553314 |
| MM108 | KRAS | C | T | c. $38 \mathrm{G} \times \mathrm{A}$ | p.Gly 13Asp | 0.41382667 | freebayes,mutect,vardict ,platypus | 12 | 25398280 | 25398281 |
| MM108 | BRAF | AAAAAAAA AAG | A | $\begin{aligned} & \text { c.2128-16_2128- } \\ & \text { 7deICTTTTTTTTT } \end{aligned}$ | NA | 0.90869564 | vardict,scalpel,platypus | 7 | 140434575 | 140434586 |
| 13 | KRAS | C | G | c. $34 \mathrm{G}>\mathrm{C}$ | p.Gly12Arg | 0.27991885 | freebayes,mutect,platyp us | 12 | 25398284 | 25398285 |
| 13 | ATM | C | T | c. $6176 \mathrm{C}>\mathrm{T}$ | p.Thr20591le | 0.41678256 | freebayes,mutect,vardict | 11 | 108186817 | 108186818 |
| 13 | PRDM1 | G | C | c. $957 \mathrm{G}>\mathrm{C}$ | p.Glu319Asp | 0.3041825 | freebayes,mutect,vardict | 6 | 106552991 | 106552992 |
| 13 | BRAF | G | A | c. $1518-10 \mathrm{C}>$ T | NA | 0.52337515 | freebayes,mutect,vardict ,platypus | 7 | 140476897 | 140476898 |
| MM14 | ATM | A | T | c.5558A>T | p.Asp1853Val | 0.5035311 | freebayes,mutect,vardict | 11 | 108175462 | 108175463 |
| 18 | SP140 | G | A | c. $2391 \mathrm{G}>\mathrm{A}$ | p.Glu797Glu | 0.56705171 | freebayes,mutect,vardict | 2 | 231176195 | 231176196 |
| 18 | RB1 | G | T | c. $264+1 \mathrm{G}>$ T | NA | 0.21980676 | freebayes,mutect,platyp us | 13 | 48881542 | 48881543 |
| 18 | TRAF3 | C | T | c. $35 \mathrm{C}>$ T | p.Ala12Val | 0.16535123 | freebayes,mutect,vardict ,platypus | 14 | 103336572 | 103336573 |
| 18 | FGFR3 | CAGTGAG | C | c.931-765_931- <br> 760delAGAGTG | NA | 0.30915618 | freebayes,vardict,scalpel ,pindel | 4 | 1804648 | 1804655 |
| 21 | ATM | TA | T | c.8530delA | p.lle2844fs | 0.34782609 | freebayes,vardict,pindel | 11 | 108216579 | 108216581 |
| 21 | SP140 | C | CA | c. 1404 dupA | p.Glu469fs | 0.13622291 | freebayes,platypus,pind <br> el | 2 | 231134626 | 231134627 |
| 21 | FGFR3 | A | C | c. $1580 \mathrm{~A}>\mathrm{C}$ | p.Glu527Ala | 0.51249999 | freebayes, mutect | 4 | 1807330 | 1807331 |
| 21 | EGR1 | A | T | c.487A>T | p.Ser163Cys | 0.19387755 | freebayes, mutect | 5 | 137802624 | 137802625 |
| 21 | ATM | A | T | c. $1410 \mathrm{~A}>\mathrm{T}$ | p.Ser470Ser | 0.22772278 | freebayes, mutect | 11 | 108121601 | 108121602 |
| 21 | DIS3 | G | A | c. $2511+21 \mathrm{C}>$ T | NA | 0.11310345 | freebayes, mutect | 13 | 73335762 | 73335763 |
| 21 | PRDM1 | G | A | c. $2406 \mathrm{G}>\mathrm{A}$ | p.Leu802Leu | 0.95454544 | freebayes, mutect | 6 | 106555288 | 106555289 |
| 21 | MAGED1 | A | G | c. $46-82 \mathrm{~A} \times \mathrm{G}$ | NA | 0.35714287 | freebayes, mutect | X | 51637640 | 51637641 |
| MM22 | TRAF2 | G | A | c. $948 \mathrm{G}>\mathrm{A}$ | p.Ala316Ala | 0.38879159 | freebayes,mutect,vardict | 9 | 139814798 | 139814799 |
| 23 | LTB | T | G | c. $208+86 \mathrm{~A}>\mathrm{C}$ | NA | 0.33167967 | freebayes,mutect,vardict | 6 | 31549504 | 31549505 |


|  | $\underset{\sim}{\underset{\sim}{\amalg}}$ | $\underset{\sim}{\underset{\sim}{山}}$ | $\stackrel{\leftarrow}{4}$ | $\begin{aligned} & \text { Z } \\ & 0 \\ & 0 \\ & \hline \end{aligned}$ | $\mathbb{K}$ |  | $\begin{aligned} & \text { ~ } \\ & \text { 岂 } \\ & \underset{3}{\prime} \end{aligned}$ | $\begin{aligned} & \sum_{O}^{O} \\ & \underset{\sim}{\top} \\ & \underset{U}{2} \end{aligned}$ | $\frac{\stackrel{\rightharpoonup}{c}}{\stackrel{\alpha}{6}}$ | $\stackrel{\ominus}{\mathrm{Z}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 23 | LTB | T | A | c. $208+9 \mathrm{~A}>$ T | NA | 0.44487429 | freebayes,mutect,vardict ,platypus | 6 | 31549581 | 31549582 |
| 24 | NRAS | C | T | c. $179 \mathrm{G}>\mathrm{A}$ | p.Gly60Glu | 0.15369262 | freebayes,mutect,vardict ,platypus | 1 | 115256531 | 115256532 |
| 24 | DIS3 | T | C | c. $1463 \mathrm{~A}>\mathrm{G}$ | p.Asp488Gly | 0.4067432 | freebayes,mutect,vardict | 13 | 73346336 | 73346337 |
| 25 | BRAF | GC | G | c. 2156 delG | p.Arg719fs | 0.28 | freebayes, platypus,pind el | 7 | 140434540 | 140434542 |
| 25 | EGR1 | C | T | c. $766 \mathrm{C}>$ T | p.Leu256Leu | 0.15322581 | freebayes,mutect,vardict | 5 | 137802903 | 137802904 |
| 25 | MAGED1 | A | T | c. 1950-98A>T | NA | 0.30612245 | freebayes, mutect | x | 51641578 | 51641579 |
| 25 | MAGED1 | C | T | c. 1827-73C>T | NA | 0.25396827 | freebayes,mutect,vardict | x | 51641136 | 51641137 |
| MM26 | BRAF | A | T | c.1799T>A | p.Val600Glu | 0.20714286 | freebayes,mutect,vardict ,platypus | 7 | 140453135 | 140453136 |
| 27 | FAM46C | ACT | A | c.400_401delCT | p.Leu134fs | 0.12403101 | freebayes,platypus,pind el | 1 | 118165886 | 118165889 |
| 27 | BRAF | G | C | c. $1466 \mathrm{C}>\mathrm{G}$ | p.Ala489Gly | 0.25210086 | freebayes,mutect,vardict ,platypus | 7 | 140477841 | 140477842 |
| 27 | FAM46C | T | G | c. $1128 \mathrm{~T} \times \mathrm{G}$ | p.Pro376Pro | 0.2060606 | freebayes,mutect,platyp us | 1 | 118166617 | 118166618 |
| 29 | STAT3 | T | C | c. $550+3 A>G$ | NA | 0.1328125 | freebayes,mutect,vardict ,platypus | 17 | 40490745 | 40490746 |
| 29 | MAGED1 | A | G | c. $1832 \mathrm{~A}>\mathrm{G}$ | p.Lys611Arg | 0.18779343 | freebayes,mutect,platyp us | X | 51641214 | 51641215 |
| 29 | MAGED1 | T | G | c.2292T>G | p.Asp764Glu | 0.11016949 | freebayes,mutect | x | 51644812 | 51644813 |
| 31 | TRAF3 | G | A | c.778G>A | p.Val2601le | 0.14242424 | freebayes,mutect,vardict ,platypus | 14 | 103357712 | 103357713 |
| 31 | SP140 | G | A | c. $2391 \mathrm{G}>\mathrm{A}$ | p.Glu797Glu | 0.28376845 | freebayes,mutect,vardict | 2 | 231176195 | 231176196 |
| 31 | FAM46C | T | C | c. 313 T $>\mathrm{C}$ | p.Phe105Leu | 0.1245283 | freebayes,mutect,vardict | 1 | 118165802 | 118165803 |
| 31 | ATM | TA | T | c.8094delA | p.Leu2698fs | 0.13110182 | freebayes,vardict,scalpel ,platypus,pindel | 11 | 108205777 | 108205779 |
| 31 | RB1 | TG | T | c.253delG | p.Asp85fs | 0.11209439 | freebayes,platypus,pind el | 13 | 48881528 | 48881530 |
| 31 | BRAF | G | T | c. $805 \mathrm{C}>\mathrm{A}$ | p. His269Asn | 0.25454545 | freebayes,mutect,vardict ,platypus | 7 | 140501266 | 140501267 |
| 31 | MAGED1 | C | T | c. $1827-7 \mathrm{C}>$ T | NA | 0.13414635 | freebayes, mutect | x | 51641202 | 51641203 |
| 31 | MAGED1 | A | C | c. $1835 \mathrm{~A}>\mathrm{C}$ | p.Asp612Ala | 0.11076923 | freebayes,mutect | x | 51641217 | 51641218 |
| 31 | MAX | G | T | c. $339 \mathrm{C}>\mathrm{A}$ | p.Thr 113 Thr | 0.11016949 | freebayes,mutect,vardict ,platypus | 14 | 65543337 | 65543338 |
| 31 | BRAF | T | C | c.1227A>G | p.Ser409Ser | 0.72020727 | freebayes,mutect,vardict ,platypus | 7 | 140482907 | 140482908 |
| 32 | TNFRSF21 | C | T | c. $184 \mathrm{G}>\mathrm{A}$ | p.Gly62Ser | 0.48251748 | freebayes, mutect,vardict | 6 | 47254243 | 47254244 |
| 33 | TP53 | GT | G | c.75-22delA | NA | 0.65882355 | freebayes,vardict,platyp us | 17 | 7579741 | 7579743 |
| 34 | FGFR3 | T | A | c. 2051 T>A | p.Leu684His | 0.10769231 | freebayes, mutect,vardict | 4 | 1808292 | 1808293 |
| 34 | EGFR | C | T | c. $3629 \mathrm{C}>\mathrm{T}$ | p.Ala1210Val | 0.19300362 | freebayes,mutect | 7 | 55273305 | 55273306 |
| 37 | MAGED1 | C | T | c. $45+52 \mathrm{C}>$ T | NA | 0.12790698 | freebayes,mutect | X | 51637496 | 51637497 |
| 38 | NRAS | T | C | c. $182 \mathrm{~A}>\mathrm{G}$ | p. Gln 61 Arg | 0.89393938 | freebayes,mutect,vardict ,platypus | 1 | 115256528 | 115256529 |
| 39 | KRAS | C | G | c. $34 \mathrm{G} \times \mathrm{C}$ | p.Gly12Arg | 0.27221438 | freebayes,mutect,platyp us | 12 | 25398284 | 25398285 |
| 39 | SP140 | G | A | c. $2391 \mathrm{G}>\mathrm{A}$ | p.Glu797Glu | 0.32369941 | freebayes, mutect,vardict | 2 | 231176195 | 231176196 |
| 40 | KRAS | C | G | c. $34 \mathrm{G} \times \mathrm{C}$ | p.Gly12Arg | 0.25063938 | freebayes,mutect,platyp us | 12 | 25398284 | 25398285 |
| 40 | DIS3 | G | A | c. $2458 \mathrm{C}>\mathrm{T}$ | p.Arg820Trp | 0.44392523 | freebayes,mutect,vardict ,platypus | 13 | 73335836 | 73335837 |
| 40 | ATM | C | T | c. $6176 \mathrm{C}>\mathrm{T}$ | p.Thr20591le | 0.35922331 | freebayes, mutect,vardict | 11 | 108186817 | 108186818 |
| 40 | PRDM1 | G | C | c. $957 \mathrm{G}>\mathrm{C}$ | p.Glu319Asp | 0.27155173 | freebayes,mutect,vardict ,platypus | 6 | 106552991 | 106552992 |


|  | $\underset{\sim}{\underset{\sim}{\mathrm{U}}}$ | $\underset{\sim}{\underset{\sim}{u}}$ | $\stackrel{\leftarrow}{4}$ | $\begin{aligned} & Z \\ & \text { O} \\ & \text { O} \\ & \text { O} \end{aligned}$ | $\mathbb{8}$ |  | $\begin{aligned} & \text { 号 } \\ & \text { 号 } \\ & \frac{8}{4} \end{aligned}$ | $\begin{aligned} & \sum_{O}^{O} \\ & \stackrel{\rightharpoonup}{\top} \\ & \underset{U}{\prime} \end{aligned}$ | $\frac{\stackrel{k}{c}}{\stackrel{\alpha}{6}}$ | $\underset{u}{\wedge}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 40 | BRAF | G | A | c. 1518-10C>T | NA | 0.51186442 | freebayes,mutect,vardict ,platypus | 7 | 140476897 | 140476898 |
| 42 | KRAS | C | G | c. $34 \mathrm{G}>\mathrm{C}$ | p.Gly12Arg | 0.26666668 | freebayes,mutect,platyp us | 12 | 25398284 | 25398285 |
| 42 | DIS3 | G | A | c. $2458 \mathrm{C}>\mathrm{T}$ | p.Arg820Trp | 0.43965518 | freebayes,mutect,vardict ,platypus | 13 | 73335836 | 73335837 |
| 42 | ATM | C | T | c. $6176 \mathrm{C}>\mathrm{T}$ | p.Thr20591le | 0.43612334 | freebayes,mutect,vardict ,platypus | 11 | 108186817 | 108186818 |
| 42 | BRAF | G | A | c. $1518-10 \mathrm{C}>\mathrm{T}$ | NA | 0.45222929 | freebayes,mutect,vardict ,platypus | 7 | 140476897 | 140476898 |
| 43 | FAM46C | T | TAA | c. 138 _139dupAA | p.Thr 47 fs | 0.46676737 | freebayes,vardict,scalpel ,platypus,pindel | 1 | 118165626 | 118165627 |
| 46 | BRAF | T | c | c. $1801 \mathrm{~A}>\mathrm{G}$ | p.Lys601Glu | 0.32785234 | freebayes,mutect,vardict | 7 | 140453133 | 140453134 |
| 46 | FAM46C | A | G | c. $841 \mathrm{~A}>\mathrm{G}$ | p.lle281Val | 0.34750733 | freebayes, mutect,vardict | 1 | 118166330 | 118166331 |
| 47 | SP140 | G | A | c. $2391 \mathrm{G}>\mathrm{A}$ | p.Glu797Glu | 0.34026623 | freebayes, mutect,vardict | 2 | 231176195 | 231176196 |
| 48 | ATM | A | G | c. $6914 \mathrm{~A}>\mathrm{G}$ | p. Gln 2305 Arg | 0.10416666 | freebayes, mutect | 11 | 108196890 | 108196891 |
| 48 | RB1 | T | C | c. $1312 \mathrm{~T}>\mathrm{C}$ | p.Cys438Arg | 0.34558824 | freebayes,mutect,platyp us | 13 | 48951149 | 48951150 |
| 48 | DIS3 | C | T | c. $802 \mathrm{G}>\mathrm{A}$ | p.Asp268Asn | 0.15283842 | freebayes,mutect,vardict ,platypus | 13 | 73350082 | 73350083 |
| 48 | ACTG1 | A | T | c. 1911 > A | p.lle64Asn | 0.29234973 | freebayes,mutect,vardict ,platypus | 17 | 79479100 | 79479101 |
| 48 | TRAF2 | G | T | c. $1500 \mathrm{G}>\mathrm{T}$ | p.Arg500Ser | 0.41111112 | freebayes,mutect,vardict ,platypus | 9 | 139820190 | 139820191 |
| 48 | PRDM1 | G | T | c.412-158G>T | NA | 0.13707165 | freebayes,mutect,vardict ,platypus | 6 | 106547016 | 106547017 |
| 51 | RB1 | T | A | c. $861+2 \mathrm{~T}>\mathrm{A}$ | NA | 0.88121545 | freebayes,mutect,vardict ,platypus | 13 | 48937094 | 48937095 |
| 51 | ATM | c | T | c. $4768 \mathrm{C}>\mathrm{T}$ | p.Leu1590Phe | 0.44621515 | freebayes,mutect,vardict ,platypus | 11 | 108164195 | 108164196 |
| 51 | CDKN1B | G | T | c. $151 \mathrm{G} \times \mathrm{T}$ | p.Asp51Tyr | 0.99532712 | freebayes,mutect,vardict ,platypus | 12 | 12870923 | 12870924 |
| 52 | ATM | c | A | c. $5697 \mathrm{C}>\mathrm{A}$ | p.Cys1899* | 0.10729023 | freebayes,mutect,vardict ,platypus | 11 | 108178645 | 108178646 |
| 52 | FAM46C | A | G | c.373A>G | p.Asn125Asp | 0.15642458 | freebayes,mutect,platyp us | 1 | 118165862 | 118165863 |
| 52 | ATM | T | C | c. $2408 \mathrm{~T} \times \mathrm{C}$ | p.Phe803Ser | 0.25943395 | freebayes,mutect,vardict ,platypus | 11 | 108129743 | 108129744 |
| 52 | ATM | G | A | c. $4390 \mathrm{G}>\mathrm{A}$ | p.Val1464lle | 0.15494978 | freebayes,mutect,platyp us | 11 | 108160481 | 108160482 |
| 52 | KRAS | CA | C | c. 240 del T | p.Cys80fs | 0.19910179 | freebayes,platypus,pind el | 12 | 25380216 | 25380218 |
| 52 | TRAF3 | G | C | c.1297G>C | p.Val433Leu | 0.13875598 | freebayes,mutect,vardict ,platypus | 14 | 103371710 | 103371711 |
| 52 | STAT3 | CT | c | c. 1845 delA | p.Glu616fs | 0.39402986 | freebayes,vardict,scalpel ,platypus, pindel | 17 | 40475063 | 40475065 |
| 52 | FGFR3 | T | A | c.2051T>A | p.Leu684His | 0.32768363 | freebayes,mutect,platyp us | 4 | 1808292 | 1808293 |
| 52 | EGR1 | G | A | c. $239 \mathrm{G}>\mathrm{A}$ | p.Ser80Asn | 0.14285715 | freebayes, mutect,vardict | 5 | 137801688 | 137801689 |
| 52 | PRDM1 | C | T | c.718C>T | p.Pro240Ser | 0.11258278 | freebayes,mutect,vardict ,platypus | 6 | 106552752 | 106552753 |
| 52 | PRDM1 | A | T | c.2317A>T | p.Lys773* | 0.18032786 | freebayes,mutect,vardict ,platypus | 6 | 106555199 | 106555200 |
| 52 | BRAF | T | C | c.1117A>G | p.Thr373Ala | 0.48404256 | freebayes,mutect,vardict ,platypus | 7 | 140494130 | 140494131 |
| 52 | BRAF | GC | G | c.343delG | p.Ala115fs | 0.10447761 | freebayes,platypus,pind el | 7 | 140534568 | 140534570 |
| 52 | MAGED1 | A | C | c.292A>C | p.Thr98Pro | 0.29834256 | freebayes,mutect,platyp us | x | 51638226 | 51638227 |
| 52 | ATM | T | C | c. $546 \mathrm{~T}>\mathrm{C}$ | p.Val182Val | 0.21031746 | freebayes,mutect,vardict ,platypus | 11 | 108114728 | 108114729 |
| 52 | LTB | G | A | c. $209-85 \mathrm{C}>$ T | NA | 0.10954616 | freebayes,mutect,vardict ,platypus | 6 | 31549491 | 31549492 |
| 52 | EGFR | C | A | c. $1881-636 \mathrm{C}>\mathrm{A}$ | NA | 0.26156941 | freebayes,mutect,vardict ,platypus | 7 | 55238231 | 55238232 |
| 52 | BRAF | G | T | c. $2196 \mathrm{C}>\mathrm{A}$ | p.Ser732Ser | 0.10112359 | freebayes,mutect,vardict ,platypus | 7 | 140434501 | 140434502 |


|  | $\underset{\sim}{\underset{\sim}{\amalg}}$ | $\underset{\sim}{\underset{\sim}{山}}$ | $\stackrel{\leftarrow}{4}$ | $\begin{aligned} & \text { Z } \\ & \text { O} \\ & \text { O} \\ & \text { O} \end{aligned}$ | $\mathbb{4}$ |  | $\begin{aligned} & \text { ๙ } \\ & \stackrel{y}{3} \\ & \stackrel{y}{3} \end{aligned}$ |  | $\stackrel{\stackrel{k}{x}}{\underset{6}{6}}$ | $\underset{\sim}{\ell}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 52 | KRAS | T | C | c.569A>G | p.Ter190Ter | 0.30612245 | freebayes,mutect,vardict ,platypus | 12 | 25368375 | 25368376 |
| 53 | RB1 | G | T | c. $1573 \mathrm{G} \times \mathrm{T}$ | p.Ala525Ser | 0.38675958 | freebayes,mutect,vardict ,platypus | 13 | 48955456 | 48955457 |
| 53 | STAT3 | T | C | c.1579A>G | p.Thr527Ala | 0.17316018 | freebayes,mutect,vardict | 17 | 40476749 | 40476750 |
| 53 | EGR1 | C | G | c.71C>G | p.Pro24Arg | 0.27130976 | freebayes,mutect,vardict ,platypus | 5 | 137801520 | 137801521 |
| 53 | LTB | G | A | c. $274 \mathrm{C}>$ T | p.Leu92Phe | 0.37261146 | freebayes,mutect,vardict | 6 | 31549341 | 31549342 |
| 53 | EGFR | G | T | c. 2061 G > T | p.Glu687Asp | 0.10557185 | freebayes,mutect,vardict | 7 | 55240816 | 55240817 |
| 53 | EGFR | G | T | c. $2816 \mathrm{G} \times \mathrm{T}$ | p.Cys939Phe | 0.19095477 | freebayes,mutect,vardict ,platypus | 7 | 55266523 | 55266524 |
| 53 | BRAF | G | T | c.454C>A | p.Pro152Thr | 0.12271541 | freebayes,mutect,vardict | 7 | 140534458 | 140534459 |
| 53 | MAGED1 | T | C | c. 2297 T $>\mathrm{C}$ | p.lle766Thr | 0.41346154 | freebayes, mutect | x | 51644817 | 51644818 |
| 53 | TRAF2 | C | T | c. $1553 \mathrm{C}>\mathrm{T}$ | p.Ala518Val | 0.53333336 | freebayes,mutect,vardict ,platypus | 9 | 139820243 | 139820244 |
| 53 | STAT3 | G | A | c. $1452 \mathrm{C}>\mathrm{T}$ | p.Thr 484 Thr | 0.11267605 | freebayes,mutect,vardict | 17 | 40476992 | 40476993 |
| 53 | TNFRSF21 | c | T | c. $1182 \mathrm{G}>\mathrm{A}$ | p.Leu394Leu | 0.10505836 | freebayes,mutect,vardict | 6 | 47251734 | 47251735 |
| 53 | PRDM1 | T | C | c.412-126T>C | NA | 0.14869888 | freebayes,mutect,vardict ,platypus | 6 | 106547048 | 106547049 |
| 53 | EGFR | G | T | c. 1986 G > T | p.Leu662Leu | 0.10495627 | freebayes,mutect,vardict ,platypus | 7 | 55240741 | 55240742 |
| 53 | TRAF3 | T | A | c. $820-10 \mathrm{~T}>\mathrm{A}$ | NA | 0.45454547 | freebayes,mutect,vardict ,platypus | 14 | 103363587 | 103363588 |
| 54 | KRAS | C | T | c. $38 \mathrm{G}>\mathrm{A}$ | p.Gly 13Asp | 0.57884616 | freebayes,mutect,vardict ,platypus | 12 | 25398280 | 25398281 |
| 54 | ATM | TC | T | c.8338delC | p.Val2781fs | 0.25125629 | freebayes,vardict,scalpel ,platypus,pindel | 11 | 108214016 | 108214018 |
| 54 | STAT3 | G | A | c. $1499 \mathrm{C}>\mathrm{T}$ | p.Thr5001le | 0.1147541 | freebayes,mutect,vardict | 17 | 40476829 | 40476830 |
| 54 | CYLD | G | A | c. $1426 \mathrm{G}>\mathrm{A}$ | p.Ala476Thr | 0.27777779 | freebayes,mutect,vardict ,platypus | 16 | 50813862 | 50813863 |
| 54 | LTB | c | T | c. $198 \mathrm{G}>\mathrm{A}$ | p. Gln 66 Gln | 0.31318682 | freebayes,mutect,vardict ,platypus | 6 | 31549600 | 31549601 |
| 54 | MAGED1 | G | c | c. $1949+85 \mathrm{G}>\mathrm{C}$ | NA | 0.12398922 | freebayes,mutect,vardict | X | 51641507 | 51641508 |
| 55 | SP140 | C | A | c.1890C>A | p.lle6301le | 0.45895523 | freebayes,mutect,vardict ,platypus | 2 | 231157424 | 231157425 |
| 56 | TRAF3 | c | T | c. $880 \mathrm{C}>$ T | p.Gln294* | 0.19235511 | freebayes,mutect,platyp us | 14 | 103363657 | 103363658 |
| 56 | SP140 | G | A | c. $2391 \mathrm{G}>\mathrm{A}$ | p.Glu797Glu | 0.29245949 | freebayes,mutect,vardict | 2 | 231176195 | 231176196 |
| 56 | DIS3 | G | A | c.1124C>T | p.Pro375Leu | 0.8121314 | freebayes,mutect,vardict | 13 | 73347936 | 73347937 |
| 57 | KRAS | T | A | c. $183 \mathrm{~A}>\mathrm{T}$ | p.GIn61His | 0.36828241 | freebayes,mutect,vardict | 12 | 25380274 | 25380275 |
| 57 | BRAF | A | T | c.1799T>A | p.Val600Glu | 0.10046457 | freebayes,mutect,vardict | 7 | 140453135 | 140453136 |
| 59 | BRAF | A | T | c.1799T>A | p.Val600Glu | 0.11917808 | freebayes,mutect,vardict ,platypus | 7 | 140453135 | 140453136 |
| 59 | IRF4 | TG | T | c. 162 delG | p.Trp54fs | 0.11216566 | vardict,platypus,pindel | 6 | 393311 | 393313 |
| 59 | MAGED1 | GT | G | c.72delT | p.His25fs | 0.23563218 | freebayes,vardict,platyp us, pindel | X | 51637747 | 51637749 |
| 62 | SP140 | G | A | c. $2391 \mathrm{G}>\mathrm{A}$ | p.Glu797Glu | 0.61483145 | freebayes,mutect,vardict | 2 | 231176195 | 231176196 |
| 62 | ATM | T | C | c.4709T>C | p.Val1570Ala | 0.41450778 | freebayes,mutect,vardict | 11 | 108164136 | 108164137 |
| 63 | ATM | c | T | c.3349C>T | p.GIn $1117{ }^{*}$ | 0.4710145 | freebayes,mutect,vardict ,platypus | 11 | 108150281 | 108150282 |
| 63 | ATM | TC | T | c.1798delC | p. His600fs | 0.10803689 | freebayes,platypus,pind el | 11 | 108122752 | 108122754 |
| 63 | ATM | T | A | c. $5468 \mathrm{~T}>\mathrm{A}$ | p.lle1823Asn | 0.13543308 | freebayes, mutect | 11 | 108173727 | 108173728 |
| 63 | ATM | T | A | c.8507T>A | p.Met2836Lys | 0.431694 | freebayes,mutect,platyp us | 11 | 108216557 | 108216558 |


| $\sum_{\underset{\sim}{u}}^{\substack{u}}$ | $\underset{\sim}{\underset{\sim}{u}}$ | $\underset{\sim}{\underset{\sim 1}{\mid u}}$ | $\stackrel{\leftarrow}{4}$ | $Z$ 0 0 0 | $\mathbb{K}$ |  |  | $\begin{aligned} & \sum_{\mathrm{O}} \\ & \underset{\sim}{\top} \\ & \mathbf{U} \end{aligned}$ | $\frac{\stackrel{k}{c}}{\stackrel{\alpha}{6}}$ | $\underset{\sim}{\ell}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 63 | DIS3 | T | A | c. $2600 \mathrm{~A}>\mathrm{T}$ | p.Tyr867Phe | 0.32110092 | freebayes,mutect,platyp us | 13 | 73335570 | 73335571 |
| 63 | DIS3 | T | C | c. 2343 -6A>G | NA | 0.37142858 | freebayes,mutect,platyp us | 13 | 73335957 | 73335958 |
| 63 | CYLD | GA | G | c.623delA | p.Asp208fs | 0.58273381 | freebayes,vardict,platyp us, pindel | 16 | 50785631 | 50785633 |
| 63 | SP140 | C | T | c. $1031 \mathrm{C}>$ T | p.Ser344Phe | 0.17368421 | freebayes,mutect,vardict ,platypus | 2 | 231115749 | 231115750 |
| 63 | SP140 | G | C | c. $1934 \mathrm{G}>\mathrm{C}$ | p.Arg645Pro | 0.11780105 | freebayes, mutect,vardict | 2 | 231157468 | 231157469 |
| 63 | BRAF | A | G | c.503T>C | p.Val168Ala | 0.22887324 | freebayes,mutect,platyp us | 7 | 140534409 | 140534410 |
| 63 | MAGED1 | C | A | c. $1660 \mathrm{C}>\mathrm{A}$ | p.Leu554Met | 0.25223213 | freebayes, mutect,vardict | $x$ | 51640647 | 51640648 |
| 63 | DIS3 | G | C | c. $228+153 \mathrm{C}>\mathrm{G}$ | NA | 0.57627118 | freebayes, mutect | 13 | 73355589 | 73355590 |
| 63 | MAX | G | T | c. $172-6221 \mathrm{C}>\mathrm{A}$ | NA | 0.12048193 | freebayes,mutect,vardict | 14 | 65550974 | 65550975 |
| 63 | TP53 | C | A | c. $96+11 \mathrm{G}>$ T | NA | 0.14705883 | freebayes,mutect,vardict ,platypus | 17 | 7579688 | 7579689 |
| 63 | PRDM1 | C | T | c. $1167 \mathrm{C}>\mathrm{T}$ | p.Tyr389Tyr | 0.16336633 | freebayes,mutect,platyp us | 6 | 106553201 | 106553202 |
| 63 | DIS3 | T | C | c. $2616 \mathrm{~A}>\mathrm{G}$ | p.Thr872Thr | 0.50364965 | freebayes, mutect | 13 | 73335554 | 73335555 |
| MM65 | DIS3 | C | T | c.586G>A | p.Glu196Lys | 0.40305009 | freebayes,mutect,vardict ,platypus | 13 | 73351625 | 73351626 |
| 68 | KRAS | C | G | c. $37 \mathrm{G}>\mathrm{C}$ | p.Gly13Arg | 0.23932253 | freebayes, mutect,vardict | 12 | 25398281 | 25398282 |
| 68 | SP140 | G | C | c. 2059-1G>C | NA | 0.43305278 | freebayes,mutect,vardict | 2 | 231174637 | 231174638 |
| 68 | ATM | A | G | c.3354A>G | p.Thr1118Thr | 0.56905371 | freebayes,mutect,platyp us | 11 | 108150286 | 108150287 |
| 68 | ATM | C | T | c.4473C>T | p.Phe1491Phe | 0.52880186 | freebayes,mutect,vardict | 11 | 108163381 | 108163382 |
| 69 | KRAS | G | T | c.64C>A | p.GIn22Lys | 0.21243523 | freebayes,mutect,vardict ,platypus | 12 | 25398254 | 25398255 |
| 69 | BRAF | A | T | c.1799T>A | p.Val600Glu | 0.17955439 | freebayes,mutect,vardict ,platypus | 7 | 140453135 | 140453136 |
| 69 | CCND1 | C | T | c. $742 \mathrm{C}>$ T | p. $\mathrm{G} \ln 248^{*}$ | 0.67796612 | freebayes,mutect,vardict ,platypus | 11 | 69465903 | 69465904 |
| 69 | RB1 | G | c | c. $1421 \mathrm{G}>\mathrm{C}$ | p.Ser 474 Thr | 0.10576923 | freebayes,mutect,vardict | 13 | 48954219 | 48954220 |
| 69 | CYLD | T | C | c. 2471 T $>\mathrm{C}$ | p.Val824Ala | 0.13029316 | freebayes,mutect,vardict ,platypus | 16 | 50828123 | 50828124 |
| 69 | ATM | T | A | c. $3336 T>$ A | p.Pro1112Pro | 0.49473685 | freebayes,mutect,vardict ,platypus | 11 | 108150268 | 108150269 |
| 70 | SP140 | T | c | c. $1445-8 \mathrm{~T}>\mathrm{C}$ | NA | 0.47103825 | freebayes,mutect,vardict ,platypus | 2 | 231135292 | 231135293 |
| 70 | SP140 | G | A | c.1512G>A | p.Gly504Gly | 0.49855492 | freebayes, mutect,vardict | 2 | 231149073 | 231149074 |
| MM71 | ATM | T | C | c. 2258 T > C | p.Met753Thr | 0.47162426 | freebayes,mutect,platyp us | 11 | 108128214 | 108128215 |
| MM71 | TRAF3 | A | C | c. $1483 \mathrm{~A}>\mathrm{C}$ | p.Thr495Pro | 0.94613582 | freebayes, mutect,vardict | 14 | 103371896 | 103371897 |
| MM71 | IRF4 | G | T | c.316G>T | p.Asp106Tyr | 0.47333333 | freebayes,mutect,vardict | 6 | 394919 | 394920 |
| MM73 | TP53 | A | T | c.403T>A | p.Cys135Ser | 0.38193202 | freebayes,mutect,vardict | 17 | 7578526 | 7578527 |
| MM73 | TRAF2 | T | C | c.541T>C | p.Cys181Arg | 0.11561866 | freebayes,mutect | 9 | 139802539 | 139802540 |
| MM75 | SP140 | A | T | c. $1678 \mathrm{~A}>\mathrm{T}$ | p.Thr560Ser | 0.51241136 | freebayes,mutect,vardict ,platypus | 2 | 231152638 | 231152639 |
| MM75 | BRAF | T | C | c.1227A>G | p.Ser409Ser | 0.55441481 | freebayes,mutect,vardict ,platypus | 7 | 140482907 | 140482908 |
| MM77 | KRAS | c | G | c. $34 \mathrm{G} \times \mathrm{C}$ | p.Gly12Arg | 0.16467872 | freebayes,mutect,platyp us | 12 | 25398284 | 25398285 |
| MM77 | DIS3 | A | G | c. $2875 \mathrm{~T}>\mathrm{C}$ | p.Ter959GInext*? | 0.53914326 | freebayes,mutect,vardict | 13 | 73333934 | 73333935 |
| MM78 | KRAS | T | G | c. $183 \mathrm{~A} \times \mathrm{C}$ | p.GIn61 His | 0.28352061 | freebayes,mutect,vardict | 12 | 25380274 | 25380275 |
| MM78 | TP53 | T | A | c.776A>T | p.Asp259Val | 0.43485916 | freebayes,mutect,vardict ,platypus | 17 | 7577504 | 7577505 |


|  | $\underset{\sim}{\underset{\sim}{u}}$ | $\underset{\sim}{\underset{\sim}{山}}$ | $\stackrel{\leftarrow}{\gtrless}$ | $\begin{aligned} & Z \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\mathbb{8}$ |  |  |  | $\stackrel{\stackrel{k}{x}}{\underset{6}{6}}$ | $\underset{\mathrm{i}}{\mathrm{Q}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM78 | FGFR3 | C | T | c. $2169-50 \mathrm{C}>\mathrm{T}$ | NA | 0.51284248 | freebayes,mutect,vardict | 4 | 1808505 | 1808506 |
| MM79 | DIS3 | G | A | c. $2458 \mathrm{C}>\mathrm{T}$ | p.Arg820Trp | 0.10727273 | freebayes,mutect,vardict ,platypus | 13 | 73335836 | 73335837 |
| MM79 | ACTG1 | CC | AT | $\text { c. } 363+58 \_363+59 \mathrm{del}$ <br> GGinsAT | NA | 1 | freebayes,vardict,platyp us | 17 | 79478869 | 79478871 |
| 8 | DIS3 | T | C | c. $229-2 \mathrm{~A}>\mathrm{G}$ | NA | 0.28448275 | freebayes,mutect,platyp us | 13 | 73355142 | 73355143 |
| 8 | EGFR | G | T | c. $1557 \mathrm{G} \times \mathrm{T}$ | p.Glu519Asp | 0.42857143 | freebayes,mutect,vardict ,platypus | 7 | 55229249 | 55229250 |
| MM81 | ATM | A | T | c.5558A>T | p.Asp1853Val | 0.66861027 | freebayes,mutect,vardict ,platypus | 11 | 108175462 | 108175463 |
| MM81 | ATM | T | A | c. 7471 T>A | p. Trp2491Arg | 0.18947369 | freebayes, mutect | 11 | 108201103 | 108201104 |
| MM81 | FGFR3 | A | T | c.1111A>T | p.Ser371Cys | 0.46167883 | freebayes,mutect,vardict ,platypus | 4 | 1806091 | 1806092 |
| MM81 | ATM | A | T | c. $6007-2 \mathrm{~A}>$ T | NA | 0.10039762 | freebayes, mutect | 11 | 108186547 | 108186548 |
| MM81 | EGFR | A | G | c.1150A>G | p.Thr384Ala | 0.12307692 | freebayes,mutect | 7 | 55224467 | 55224468 |
| MM81 | BRAF | T | C | c. $249 \mathrm{~A}>\mathrm{G}$ | p.Glu83Glu | 0.10132159 | freebayes,mutect | 7 | 140534663 | 140534664 |
| MM82 | NRAS | T | C | c. $182 \mathrm{~A}>\mathrm{G}$ | p. Gln 61 Arg | 0.43304619 | freebayes,mutect,vardict ,platypus | 1 | 115256528 | 115256529 |
| MM82 | DIS3 | C | T | c.997G>A | p.Ala333Thr | 0.54400003 | freebayes,mutect,vardict ,platypus | 13 | 73348187 | 73348188 |
| MM84 | NRAS | T | C | c.182A>G | p. Gln 61 Arg | 0.3275862 | freebayes, mutect,vardict | 1 | 115256528 | 115256529 |
| MM88 | KRAS | G | A | c. $437 \mathrm{C}>$ T | p.Ala 146 Val | 0.14074074 | freebayes,mutect,vardict ,platypus | 12 | 25378560 | 25378561 |
| MM88 | EGFR | G | A | c.608G>A | p.Gly203Glu | 0.3034682 | freebayes,mutect,vardict ,platypus | 7 | 55219034 | 55219035 |
| MM88 | SP140 | G | C | c. $307 \mathrm{G} \times \mathrm{C}$ | p.Glu103GIn | 0.29550034 | freebayes, mutect,vardict | 2 | 231102996 | 231102997 |
| MM88 | LTB | T | C | c.191A>G | p.GIn64Arg | 0.28702012 | freebayes,mutect,vardict | 6 | 31549607 | 31549608 |
| MM88 | DIS3 | G | A | c. $1485 \mathrm{C}>\mathrm{T}$ | p.Leu495Leu | 0.497545 | freebayes, mutect,vardict | 13 | 73346314 | 73346315 |
| MM88 | ACTG1 | G | A | c. $364-87 \mathrm{C}>$ T | NA | 0.48376259 | freebayes, mutect,vardict | 17 | 79478738 | 79478739 |
| MM89 | ATM | T | c | c. 1986 T $>\mathrm{C}$ | p.Phe662Phe | 0.50617874 | freebayes, mutect,vardict | 11 | 108124627 | 108124628 |
| MM91 | RB1 | G | A | c. $2360 \mathrm{G}>\mathrm{A}$ | p.Arg787Gln | 0.33776093 | freebayes,mutect,vardict ,platypus | 13 | 49039374 | 49039375 |
| MM91 | TRAF2 | G | A | c. $1407 \mathrm{G}>\mathrm{A}$ | p.Pro469Pro | 0.46200609 | freebayes,mutect,vardict ,platypus | 9 | 139818415 | 139818416 |
| MM91 | LTB | G | A | c. $209-48 \mathrm{C}>$ T | NA | 0.33238637 | freebayes,mutect,vardict ,platypus | 6 | 31549454 | 31549455 |
| MM92 | ATM | A | T | c. $736 \mathrm{~A}>$ T | p.Asn246Tyr | 0.13447432 | freebayes,mutect | 11 | 108115587 | 108115588 |
| MM92 | RB1 | A | C | c.1148A>C | p. Gln 383 Pro | 0.29807693 | freebayes, mutect | 13 | 48947560 | 48947561 |
| MM92 | RB1 | G | A | c. $1742 \mathrm{G}>\mathrm{A}$ | p. Gly 581 Glu | 0.1773309 | freebayes, mutect | 13 | 49027174 | 49027175 |
| MM92 | DIS3 | T | G | c. $1862 \mathrm{~A}>\mathrm{C}$ | p.Lys621Thr | 0.1150685 | freebayes,mutect | 13 | 73342943 | 73342944 |
| MM92 | CYLD | G | T | c. $2597 \mathrm{G} \times \mathrm{T}$ | p.Cys866Phe | 0.13691275 | freebayes, mutect | 16 | 50828249 | 50828250 |
| MM92 | TP53 | C | A | c. $273 \mathrm{G}>$ T | p.Trp91Cys | 0.11898017 | freebayes,mutect | 17 | 7579413 | 7579414 |
| MM92 | STAT3 | T | A | c.1135A>T | p.Arg379* | 0.10294118 | freebayes, mutect | 17 | 40481768 | 40481769 |
| MM92 | SP140 | GT | G | c.892+2delT | NA | 0.13043478 | freebayes,vardict,platyp us, pindel | 2 | 231112780 | 231112782 |
| MM92 | EGFR | A | c | c.748-4A>C | NA | 0.13494809 | freebayes,mutect | 7 | 55221699 | 55221700 |
| MM92 | BRAF | C | G | c.1169G>C | p.Gly390Ala | 0.16710183 | freebayes,mutect,vardict | 7 | 140487355 | 140487356 |
| MM92 | BRAF | C | G | c. $871 \mathrm{G} \times \mathrm{C}$ | p.Val291Leu | 0.1712963 | freebayes, mutect | 7 | 140500270 | 140500271 |
| MM92 | ATM | G | A | c.6798G>A | p.Lys2266Lys | 0.11214953 | freebayes, mutect | 11 | 108196261 | 108196262 |


|  | $\underset{\sim}{\underset{\sim}{u}}$ | $\underset{\sim}{\underset{\sim}{u}}$ | $\stackrel{\leftarrow}{4}$ | $\begin{aligned} & Z \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $8$ |  | $$ | $\begin{aligned} & \sum_{O}^{O} \\ & \stackrel{ֻ}{\top} \\ & U \end{aligned}$ | $\frac{\stackrel{k}{c}}{\stackrel{\alpha}{6}}$ | $\underset{\sim}{\ell}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM92 | MAGED1 | C | T | c. $214-127 \mathrm{C}>\mathrm{T}$ | NA | 0.15294118 | freebayes,mutect,vardict ,platypus | X | 51638021 | 51638022 |
| MM92 | MAGED1 | T | C | c. 1827-46T>C | NA | 0.12830189 | freebayes, mutect | x | 51641163 | 51641164 |
| MM95 | DIS3 | C | T | c. $2339 \mathrm{G}>\mathrm{A}$ | p.Arg780Lys | 0.47779369 | freebayes,mutect,vardict | 13 | 73336063 | 73336064 |
| MM95 | LTB | G | A | c. $214 \mathrm{C}>$ T | p.GIn72* | 0.64026403 | freebayes,mutect,vardict ,platypus | 6 | 31549401 | 31549402 |
| MM95 | RB1 | A | G | c. $2463 \mathrm{~A}>\mathrm{G}$ | p.Thr821Thr | 0.46830267 | freebayes,mutect,vardict | 13 | 49039477 | 49039478 |
| $\begin{aligned} & \text { MM97CO } \\ & \text { NC } \end{aligned}$ | ATM | G | A | c.902G>A | p.Gly301Asp | 0.47715735 | freebayes,mutect,vardict ,platypus | 11 | 108117690 | 108117691 |
| $\begin{aligned} & \text { MM97CO } \\ & \text { NC } \end{aligned}$ | EGR1 | G | A | c. $133 \mathrm{G}>\mathrm{A}$ | p.Ala45Thr | 0.51207727 | freebayes, mutect,vardict | 5 | 137801582 | 137801583 |
| MM97CO <br> NC | EGR1 | A | G | c. $184 \mathrm{~A}>\mathrm{G}$ | p.Ser62Gly | 0.66612381 | freebayes, mutect,vardict | 5 | 137801633 | 137801634 |
| MM99 | NRAS | c | T | c.34G>A | p.Gly12Ser | 0.22478992 | freebayes,mutect,vardict ,platypus | 1 | 115258747 | 115258748 |
| KMS12 | TP53 | C | A | c. $1010 \mathrm{G} \times \mathrm{T}$ | p.Arg337Leu | 1 | freebayes,mutect,vardict ,platypus | 17 | 7574016 | 7574017 |
| KMS12 | FGFR3 | c | T | c. $472 \mathrm{C} \times$ T | p.Arg158Trp | 0.2173913 | freebayes,mutect,vardict ,platypus | 4 | 1803119 | 1803120 |
| KMS12 | LTB | C | G | c. $244 \mathrm{G}>\mathrm{C}$ | p.Asp82His | 0.31392404 | freebayes, mutect,vardict | 6 | 31549371 | 31549372 |
| KMS12 | LTB | T | C | c. $218 \mathrm{~A}>\mathrm{G}$ | p.Lys73Arg | 0.3159664 | freebayes, mutect,vardict | 6 | 31549397 | 31549398 |
| KMS12 | ACTG1 | CC | AT | c.363+58_363+59del <br> GGinsAT | NA | 1 | freebayes,vardict,platyp us | 17 | 79478869 | 79478871 |
| KMS12 | LTB | c | G | c. $208+28 \mathrm{G}>\mathrm{C}$ | NA | 0.33190271 | freebayes,mutect,vardict | 6 | 31549562 | 31549563 |
| MM1S | FAM46C | A | G | c.808A>G | p.Met270Val | 0.99590498 | freebayes,mutect,platyp us | 1 | 118166297 | 118166298 |
| MM1S | KRAS | C | G | c. $35 \mathrm{G} \times \mathrm{C}$ | p.Gly12Ala | 0.49286199 | freebayes, mutect,vardict | 12 | 25398283 | 25398284 |
| MM1S | EGFR | G | c | c. $2749 \mathrm{G}>\mathrm{C}$ | p. Gly917Arg | 0.40333092 | freebayes, mutect,vardict | 7 | 55266456 | 55266457 |
| MM1S | TRAF3 | GTCTTTGTG GCCCAAAC TGTTCTAGA AA | G | c.1607_1633delTCTT TGTGGCCCAAACTG TTCTAGAAA | p.Val536_Asn545delinsA sp | 0.9982332 | freebayes,vardict,scalpel ,pindel | 14 | 103372019 | 103372047 |
| MM1S | LTB | T | C | c. $239 \mathrm{~A}>\mathrm{G}$ | p.Glu80Gly | 0.52457958 | freebayes, mutect,vardict | 6 | 31549376 | 31549377 |
| MM1S | TRAF2 | C | T | c. $311 \mathrm{C}>$ T | p.Pro104Leu | 0.19272369 | freebayes, mutect,vardict | 9 | 139794916 | 139794917 |
| MM1S | SP140 | A | G | c. $2361+27 \mathrm{~A}>\mathrm{G}$ | NA | 0.25172412 | freebayes, mutect,vardict | 2 | 231175972 | 231175973 |
| NCl | NRAS | C | T | c.38G>A | p.Gly 13 Asp | 0.29967427 | freebayes,mutect,vardict ,platypus | 1 | 115258743 | 115258744 |
| NCl | ACTG1 | G | A | c. $94 \mathrm{C}>\mathrm{T}$ | p.Pro32Ser | 0.11787073 | freebayes, mutect | 17 | 79479286 | 79479287 |
| NCl | NRAS | C | A | c. $521 \mathrm{G}>$ T | p.Ser174lle | 0.17344174 | freebayes,mutect,vardict ,platypus | 1 | 115251204 | 115251205 |
| NCl | ATM | G | T | c. 2893 G > T | p.Asp965Tyr | 0.10700637 | freebayes,mutect,vardict ,platypus | 11 | 108141844 | 108141845 |
| NCl | STAT3 | C | A | c. $951 \mathrm{G} \times \mathrm{T}$ | p.Met317lle | 0.17848411 | freebayes,mutect,vardict ,platypus | 17 | 40485913 | 40485914 |
| NCl | PRDM1 | C | G | c. $1748 \mathrm{C}>\mathrm{G}$ | p.Thr583Ser | 0.13084112 | freebayes, mutect,vardict | 6 | 106553782 | 106553783 |
| NCI | PRDM1 | TG | T | c.1903-4delG | NA | 0.12032086 | freebayes,vardict,scalpel ,platypus,pindel | 6 | 106554780 | 106554782 |
| NCl | FAM46C | T | TC | c. 278 _279insC | p.lle94fs | 0.96825397 | freebayes,vardict,platyp us, pindel | 1 | 118165767 | 118165768 |
| NCI | ATM | G | T | c.4518G>T | p.Val1506Val | 0.13600001 | freebayes,mutect,vardict ,platypus | 11 | 108163426 | 108163427 |
| NCl | ACTG1 | G | T | c.111C>A | p.Arg37Arg | 0.10266159 | freebayes, mutect | 17 | 79479269 | 79479270 |
| NCI | RB1 | AT | A | c.2326-35delT | NA | 0.2857143 | freebayes,vardict,scalpel ,platypus,pindel | 13 | 49039303 | 49039305 |
| RPMI | KRAS | C | G | c.35G>C | p.Gly 12Ala | 0.79512894 | freebayes,mutect,vardict ,platypus | 12 | 25398283 | 25398284 |
| RPMI | TP53 | c | T | c.853G>A | p.Glu285Lys | 0.99095023 | freebayes,mutect,vardict ,platypus | 17 | 7577084 | 7577085 |
| RPMI | EGFR | C | T | c. $2252 \mathrm{C}>\mathrm{T}$ | p.Thr7511le | 0.15830721 | freebayes,mutect,vardict ,platypus | 7 | 55242481 | 55242482 |


| $\frac{山}{\dot{u}}$ | $\underset{\sim}{\underset{\sim}{\amalg}}$ |  | $\stackrel{\leftarrow}{4}$ | $\begin{aligned} & \text { Z } \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | \& |  | $\begin{aligned} & \text { n } \\ & \text { 岂 } \\ & \underset{~}{3} \end{aligned}$ |  | $\frac{\stackrel{\rightharpoonup}{c}}{\stackrel{\alpha}{6}}$ | 분 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RPMI | DIS3 | T | A | c. 229-3A>T | NA | 0.3018868 | freebayes,mutect,platyp us | 13 | 73355143 | 73355144 |
| RPMI | IRF4 | C | CT | c.661dupT | p.Tyr221fs | 0.12026726 | freebayes,vardict,scalpel ,platypus,pindel | 6 | 398846 | 398847 |
| RPMI | MAGED1 | GC | G | c.1363delC | p. Gln 455 fs | 0.24870466 | freebayes,vardict,scalpel ,pindel | x | 51639944 | 51639946 |
| RPMI | MAGED1 | A | C | c.1831A>C | p.Lys611GIn | 0.11764706 | freebayes,mutect | x | 51641213 | 51641214 |
| RPMI | MAGED1 | C | T | c. $1377 \mathrm{C}>\mathrm{T}$ | p.Asp459Asp | 0.22522523 | freebayes,mutect,vardict | x | 51639959 | 51639960 |
| RPMI | MAGED1 | A | G | c. $1833 \mathrm{~A}>\mathrm{G}$ | p.Lys611Lys | 0.14074074 | freebayes,mutect,platyp us | x | 51641215 | 51641216 |
| MM106 | TP53 | C | A | c.404G $>$ T | p.Cys 135Phe | 0.97000003 | freebayes,mutect,vardict | 17 | 7578525 | 7578526 |
| MM11 | FGFR3 | C | T | c. $1146 \mathrm{C}>\mathrm{T}$ | p.Gly382Gly | 0.46245059 | freebayes,mutect,vardict | 4 | 1806126 | 1806127 |
| 13 | DIS3 | G | A | c. $2458 \mathrm{C}>\mathrm{T}$ | p.Arg820Trp | 0.73864484 | freebayes,mutect,vardict | 13 | 73335836 | 73335837 |
| 21 | TRAF3 | C | T | c. $6900 \mathrm{C}>$ T | p.Ser230Ser | 0.57317072 | freebayes,mutect,vardict | 14 | 103355934 | 103355935 |
| 23 | TNFRSF21 | C | T | c. $184 \mathrm{G}>\mathrm{A}$ | p.Gly62Ser | 0.50046337 | freebayes,mutect,vardict | 6 | 47254243 | 47254244 |
| 25 | CYLD | C | T | c. $1592 \mathrm{C}>\mathrm{T}$ | p.Ala531Val | 0.2820513 | freebayes,mutect,vardict | 16 | 50815229 | 50815230 |
| 25 | STAT3 | c | T | c. $645+1 \mathrm{G}>\mathrm{A}$ | NA | 0.10084034 | freebayes,mutect,vardict | 17 | 40489779 | 40489780 |
| 25 | DIS3 | A | G | c. 2343 -15T>C | NA | 0.17391305 | freebayes,mutect,vardict | 13 | 73335966 | 73335967 |
| 25 | IRF4 | G | A | c. $291 \mathrm{G}>\mathrm{A}$ | p.Leu97Leu | 0.13592233 | freebayes,mutect,vardict | 6 | 394894 | 394895 |
| 27 | ATM | G | C | c. $6286 \mathrm{G}>\mathrm{C}$ | p.Glu2096Gln | 0.20111732 | freebayes,mutect,vardict ,platypus | 11 | 108188186 | 108188187 |
| 32 | STAT3 | C | T | c. $1233+31 \mathrm{G}>\mathrm{A}$ | NA | 0.41090909 | freebayes,mutect,vardict | 17 | 40481540 | 40481541 |
| 35 | KRAS | C | G | c. $37 \mathrm{G}>\mathrm{C}$ | p.Gly 13 Arg | 0.48571429 | freebayes,mutect,vardict ,platypus | 12 | 25398281 | 25398282 |
| 35 | BRAF | T | A | c. $443 \mathrm{~A}>\mathrm{T}$ | p.Asn148lle | 0.14 | freebayes,mutect,vardict | 7 | 140534469 | 140534470 |
| 37 | FAM46C | T | G | c. $1128 \mathrm{~T}>\mathrm{G}$ | p.Pro376Pro | 0.1147541 | freebayes,mutect,platyp us | 1 | 118166617 | 118166618 |
| 39 | EGR1 | A | T | c. $184 \mathrm{~A}>\mathrm{T}$ | p.Ser62Cys | 0.45805368 | freebayes,mutect,vardict | 5 | 137801633 | 137801634 |
| 43 | KRAS | T | C | c. $182 \mathrm{~A}>\mathrm{G}$ | p. Gln 61 Arg | 0.46074075 | freebayes,mutect,vardict | 12 | 25380275 | 25380276 |
| 46 | TNFRSF21 | C | A | c. $609 \mathrm{G}>$ T | p.Gly203Gly | 0.51346272 | freebayes,mutect,vardict ,platypus | 6 | 47253818 | 47253819 |
| 48 | ATM | A | T | c. $901+10 \mathrm{~A}>\mathrm{T}$ | NA | 0.10080645 | freebayes,mutect,vardict | 11 | 108115762 | 108115763 |
| 52 | STAT3 | C | T | c. $1233+31 \mathrm{G}>\mathrm{A}$ | NA | 0.42703232 | freebayes,mutect,vardict | 17 | 40481540 | 40481541 |
| 53 | CYLD | A | T | c. $1638 \mathrm{~A}>\mathrm{T}$ | p.Ala546Ala | 0.22608696 | freebayes,mutect,vardict ,platypus | 16 | 50815275 | 50815276 |
| 53 | LTB | T | A | c. $208+74 \mathrm{~A}>$ T | NA | 0.26477271 | freebayes,mutect,platyp us | 6 | 31549516 | 31549517 |
| 55 | ATM | A | T | c.5558A>T | p.Asp1853Val | 0.61395693 | freebayes,mutect,vardict ,platypus | 11 | 108175462 | 108175463 |
| MM71 | EGR1 | A | ACAG | c.199_201dupAGC | p.Ser67dup | 0.35930735 | freebayes,vardict,scalpel ,platypus,pindel | 5 | 137801631 | 137801632 |
| MM73 | TP53 | C | T | c. $993+141 \mathrm{G}>\mathrm{A}$ | NA | 0.49607071 | freebayes,mutect,vardict | 17 | 7576711 | 7576712 |
| MM78 | DIS3 | T | C | c. $120 \mathrm{~A}>\mathrm{G}$ | p.Gly40Gly | 0.71769387 | freebayes,mutect,vardict | 13 | 73355850 | 73355851 |
| MM82 | LTB | A | T | c.209-6T>A | NA | 0.41329479 | freebayes,mutect,vardict | 6 | 31549412 | 31549413 |
| MM82 | LTB | G | C | c. 209-17C>G | NA | 0.41244572 | freebayes, mutect,vardict | 6 | 31549423 | 31549424 |
| MM89 | FGFR3 | T | TCACCC CG | $\begin{aligned} & \text { c. } 2275-20 \_2275- \\ & \text { 14dupACCCCGC } \end{aligned}$ | NA | 0.51182199 | freebayes,vardict,scalpel ,pindel | 4 | 1808820 | 1808821 |
| MM92 | ATM | G | A | c.7742G>A | p.Ser2581Asn | 0.10824742 | freebayes,mutect,vardict | 11 | 108202717 | 108202718 |
| MM92 | SP140 | C | A | c. $888 \mathrm{C}>\mathrm{A}$ | p.Asp296Glu | 0.1388889 | freebayes,mutect,vardict | 2 | 231112775 | 231112776 |


| $\sum_{\underset{\sim}{u}}^{\substack{\text { un }}}$ | $\underset{\sim}{\underset{\sim}{u}}$ | $\underset{\sim}{\underset{\sim}{\\|}}$ | $\stackrel{\leftarrow}{4}$ | $\begin{aligned} & Z \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $8$ |  |  | $\begin{aligned} & \sum_{\mathrm{O}} \\ & \underset{\sim}{\top} \\ & \hline \mathbf{U} \end{aligned}$ | $\stackrel{\stackrel{k}{c}}{\stackrel{\alpha}{6}}$ | $\stackrel{\ominus}{\mathrm{Z}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM92 | LTB | C | T | c. $729 \mathrm{G} \times \mathrm{A}$ | p.Val243Val | 0.16571428 | freebayes,mutect,vardict | 6 | 31548491 | 31548492 |
| NCl | ATM | CA | C | c. 4307 delA | p. His 1436fs | 0.26839826 | freebayes,vardict,scalpel ,platypus,pindel | 11 | 108160397 | 108160399 |
| NCl | DIS3 | T | C | c. $1606 \mathrm{~A}>\mathrm{G}$ | p.Arg536Gly | 0.2364341 | freebayes,mutect,vardict ,platypus | 13 | 73345282 | 73345283 |
| NCl | SP140 | T | C | c. $480 \mathrm{~T}>\mathrm{C}$ | p.Tyr160Tyr | 0.30357143 | freebayes,mutect,platyp us | 2 | 231106191 | 231106192 |
| NCl | TNFRSF21 | G | A | c. $1632 \mathrm{C}>$ T | p.Asp544Asp | 0.10695187 | freebayes,mutect,vardict | 6 | 47202511 | 47202512 |
| RPMI | LTB | CC | TT | $\begin{aligned} & \text { c. } 208 \_208+1 \text { delGGin } \\ & \text { sAA } \end{aligned}$ | p.Gly70Arg | 0.64440078 | freebayes,vardict,platyp us | 6 | 31549589 | 31549591 |
| RPMI | LTB | CC | TT | $\begin{aligned} & \text { c. } 208 \_208+1 \text { delGGin } \\ & \text { sAA } \end{aligned}$ | p.Gly70Arg | 0.64440078 | freebayes,vardict,platyp us | 6 | 31549589 | 31549591 |
| 43 | FAM46C | GC | TT | c.678_679delGCinsTT | p.LeuGln226* | 0.44146901 | freebayes, vardict | 1 | 118166167 | 118166169 |

Appendix Table 3: Caller for each interchromosomal translocation

| SAMPLES |  | $\begin{aligned} & \tilde{\sim} \\ & \frac{\sim}{\sim} \\ & \hline \end{aligned}$ | $$ | $\underset{\underset{i}{\lambda}}{\stackrel{\rightharpoonup}{2}}$ | $\frac{\text { ¢ }}{\frac{1}{4}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MM08 | 12 14:103067474-103067479;20:40318453-40318458 | Y | N | N | Y |
| MM08 | 12 14:106164864-106164867;8:129238551-129238554 |  | Y | N | Y |
| MM08 | 12 14:106164866-106164869;8:129238551-129238554 |  | Y | N | Y |
| MM08 | 12 14:103757101-103757153;16:75490080-75490132 | $Y$ | N | N | Y |
| MM08 | 11 14:103067474-103067479;20:40318453-40318458 | $Y$ | N | N | Y |
| MM08 | 11 14:106164864-106164867;8:129238551-129238554 |  | N | N | Y |
| MM08 | 10 14:106164864-106164867;8:129238551-129238554 |  | Y | N | $Y$ |
| MM08 | 10 14:106164866-106164869;8:129238551-129238554 |  | Y | N | $Y$ |
| MM08 | 9 14:106164864-106164867;8:129238551-129238554 |  | Y | N | Y |
| MM08 | 9 14:106164866-106164869;8:129238551-129238554 |  | Y | N | Y |
| MM08 | 8 14:106164866-106164869;8:129238551-12923855 |  | Y | N | N |
| MM08 | 12 3:111274085-111274086;8:128533829-128533830 | $Y$ | N | N | N |
| MM12 | 12 14:96127041-96127123;4:2080373-2080454 | $Y$ | N | N | Y |
| MM12 | 12 14:106326387-106326515;4:1893350-1893446 | $Y$ | N | $Y$ | $Y$ |
| MM12 | 12 14:106326390-106326483;4:1893318-1893442 | Y | N | Y | Y |
| MM12 | 12 14:106326397-106326631;4:1893360-1893559 | $Y$ | N | Y | Y |
| MM12 | 11 14:96127041-96127123;4:2080373-2080454 | $Y$ | N | N | Y |
| MM12 | 11 14:106326387-106326515;4:1893350-1893446 | Y | N | Y | Y |
| MM12 | 11 14:106326390-106326483;4:1893318-1893442 | $Y$ | N | Y | Y |
| MM12 | 11 14:106326397-106326631;4:1893360-1893559 | $Y$ | N | $Y$ | Y |
| MM12 | 10 14:96127040-96127123;4:2080373-2080455 | $Y$ | N | N | $Y$ |
| MM12 | 10 14:106326387-106326515;4:1893350-1893446 | Y | N | Y | $Y$ |
| MM12 | 10 14:106326390-106326483;4:1893318-1893443 | Y | N | $Y$ | Y |
| MM12 | 10 14:106326397-106326631;4:1893360-1893559 | $Y$ | N | $Y$ | Y |
| MM12 | 9 14:96127041-96127123;4:2080373-2080454 | $Y$ | N | N | Y |
| MM12 | 12 1:164240435-164240436;2:190999444-190999445 | $Y$ | Y | N | $Y$ |
| MM12 | 12 1:200067551-200067555;2:23698252-23698256 | $Y$ | Y | N | $Y$ |
| MM12 | 12 1:168186488-168186489;3:53175884-53175885 | $Y$ | Y | N | $Y$ |
| MM12 | 12 3:111274085-111274086;8:128533829-128533830 | $Y$ | Y | N | $Y$ |
| MM12 | 12 11:38812657-38812662;8:52731477-52731482 | $Y$ | $Y$ | Y | Y |
| MM12 | 12 12:56990095-56990096;15:39994624-39994625 | $Y$ | Y | Y | Y |
| MM12 | 12 15:31510529-31510534;8:128803125-128803130 | $Y$ | Y | N | Y |
| MM12 | 12 20:11281583-11281584; X:81651234-81651235 | $Y$ | Y | N | $Y$ |
| MM12 | 11 1:164240435-164240436;2:190999444-190999445 | Y | Y | N | Y |


| SAMPLES | CALLS | $\begin{aligned} & \tilde{\sim} \\ & \stackrel{\rightharpoonup}{\underset{\sim}{0}} \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MM12 | 11 1:200067551-200067555;2:23698252-23698256 | Y | Y | N | Y |
| MM12 | 11 1:168186488-168186489;3:53175884-53175885 | Y | Y | N | Y |
| MM12 | 11 11:38812657-38812662;8:52731477-52731482 | Y | Y | N | Y |
| MM12 | 11 12:56990095-56990096;15:39994624-39994625 | Y | $Y$ | Y | Y |
| MM12 | 11 15:31510529-31510534;8:128803125-128803130 | Y | $Y$ | N | Y |
| MM12 | 11 20:11281583-11281584;X:81651234-81651235 | $Y$ | Y | N | Y |
| MM12 | 10 1:164240435-164240436;2:190999444-190999445 | Y | $Y$ | N | Y |
| MM12 | 10 1:200067551-200067555;2:23698252-23698256 | $Y$ | $Y$ | N | Y |
| MM12 | 10 1:168186488-168186489;3:53175884-53175885 | Y | $Y$ | N | Y |
| MM12 | 10 11:38812657-38812662;8:52731477-52731482 | Y | $Y$ | N | Y |
| MM12 | 10 12:56990095-56990096;15:39994624-39994625 | Y | $Y$ | Y | Y |
| MM12 | 9 1:200067551-200067555;2:23698252-23698256 | Y | $Y$ | N | Y |
| MM12 | 9 1:168186488-168186489;3:53175884-53175885 | Y | $Y$ | N | Y |
| MM12 | 9 11:38812657-38812662;8:52731477-52731482 | Y | $Y$ | N | Y |
| MM12 | $81: 200067551-200067555 ; 2: 23698252-23698256$ | Y | $Y$ | N | Y |
| MM12 | 8 1:168186488-168186489;3:53175884-53175885 | Y | $Y$ | N | Y |
| MM12 | 8 11:38812657-38812662;8:52731477-52731482 | Y | $Y$ | N | Y |
| MM12 | 7 1:200067551-200067555;2:23698252-23698256 | Y | $Y$ | N | Y |
| MM12 | 6 1:200067551-200067555;2:23698252-23698256 | Y | Y | N | Y |
| MM12 | 12 1:230006665-230006666;7:157274846-157274847 | Y | N | Y | $Y$ |
| MM12 | 12 2:120451576-120451577;21:40285759-40285760 | $Y$ | N | N | Y |
| MM12 | 12 3:109751756-109751757;6:78649420-78649421 | Y | N | Y | Y |
| MM12 | 12 12:66451371-66451387;15:55218263-55218279 | Y | N | N | $Y$ |
| MM12 | 12 13:74314055-74314062;8:15289357-15289364 | Y | N | N | Y |
| MM12 | 12 14:37769601-37769602;16:61079284-61079285 | Y | N | N | Y |
| MM12 | 12 15:40854179-40854180;7:26241364-26241365 | Y | N | N | Y |
| MM12 | 12 15:40854189-40854190;7:26252970-26252971 | Y | N | Y | Y |
| MM12 | 11 2:120451576-120451577;21:40285759-40285760 | Y | N | N | Y |
| MM12 | 11 3:109751756-109751757;6:78649420-78649421 | $Y$ | N | Y | $Y$ |
| MM12 | 11 12:66451370-66451371;15:55218279-55218280 | Y | N | N | Y |
| MM12 | 11 14:37769601-37769602;16:61079284-61079285 | Y | N | N | Y |
| MM12 | 11 15:40854179-40854180;7:26241364-26241365 | Y | N | N | $Y$ |
| MM12 | 11 15:40854189-40854190;7:26252970-26252971 | Y | N | Y | Y |
| MM12 | 10 12:66451370-66451371;15:55218279-55218280 | Y | N | N | Y |
| MM12 | 12 15:31575815-31575820;8:128747170-128747175 | Y | Y | N | Y |



| SAMPLES |  <br> CALLS | $\begin{aligned} & \tilde{\sim} \\ & \underset{\sim}{\alpha} \\ & \underset{N}{2} \end{aligned}$ | $\stackrel{\pi}{\infty}_{\substack{\infty}}^{i}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| MM29 | 11 12:56990095-56990096;15:39994624-39994625 | Y | $Y$ N | Y |
| MM29 | 11 13:74313857-74313862;8:15289366-15289371 | Y | Y | Y |
| MM29 | 11 17:7167889-7167890;8:30145622-30145623 | $Y$ | Y | Y |
| MM29 | 10 1:109494857-109494858;3:110413393-110413394 | Y | $Y$ N | Y |
| MM29 | 10 3:151148543-151148544;5:39787750-39787751 | $Y$ | $Y$ N | Y |
| MM29 | 10 11:85211619-85211624;7:107829248-107829253 | Y | Y | Y |
| MM29 | 10 13:74313857-74313862;8:15289366-15289371 | Y | Y | Y |
| MM29 | 10 17:7167889-7167890;8:30145622-30145623 | Y | Y Y | Y |
| MM29 | 9 11:85211619-85211624;7:107829248-107829253 | Y | Y | Y |
| MM29 | 9 13:74313857-74313862;8:15289366-15289371 | Y | $Y$ N | Y |
| MM29 | 9 17:7167889-7167890;8:30145622-30145623 | Y | $Y$ Y | Y |
| MM29 | 8 11:85211619-85211624;7:107829248-107829253 | Y | Y | Y |
| MM29 | 8 13:74313857-74313862;8:15289366-15289371 | Y | $Y$ N | Y |
| MM29 | 8 17:7167889-7167890;8:30145622-30145623 | Y | Y | Y |
| MM29 | 7 11:85211619-85211624;7:107829248-107829253 | Y | Y Y | Y |
| MM29 | 6 11:85211619-85211624;7:107829248-107829253 | $Y$ | Y | Y |
| MM29 | 12 2:120451576-120451577;21:40285759-40285760 | $Y$ | N N | Y |
| MM29 | 12 3:111274085-111274086;8:128533829-128533830 | Y | $\mathrm{N} N$ | Y |
| MM29 | 11 3:111274085-111274086;8:128533829-128533830 | $Y$ | $N \mathrm{~N}$ | Y |
| MM29 | 10 3:111274085-111274086;8:128533829-128533830 | $Y$ | $N \mathrm{~N}$ | Y |
| MM29 | 9 3:111274085-111274086;8:128533829-128533830 | $Y$ | $N \mathrm{~N}$ | Y |
| MM29 | 83:111274085-111274086;8:128533829-128533830 | $Y$ | $N \mathrm{~N}$ | Y |
| MM29 | 7 3:111274085-111274086;8:128533829-128533830 | $Y$ | N N | Y |
| MM30 | 12 14:106325600-106325601;16:78762503-78762504 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 12 14:106325724-106325725;16:78463187-78463188 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 12 14:100231275-100231276;6:41971278-41971279 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 11 14:106325600-106325601;16:78762503-78762504 | Y | $N \mathrm{~N}$ | N |
| MM30 | 11 14:106325724-106325725;16:78463187-78463188 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 11 14:100231275-100231276;6:41971278-41971279 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 10 14:106325600-106325601;16:78762503-78762504 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 10 14:106325724-106325725;16:78463187-78463188 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 10 14:100231275-100231276;6:41971278-41971279 | Y | $N \mathrm{~N}$ | N |
| MM30 | 9 14:106325600-106325601;16:78762503-78762504 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 9 14:106325724-106325725;16:78463187-78463188 | $Y$ | $N \mathrm{~N}$ | N |
| MM30 | 9 14:100231275-100231276;6:41971278-41971279 | Y | $\mathrm{N} N$ | N |


| SAMPLES |  <br> CALLS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MM30 | 8 14:106325600-106325601;16:78762503-78762504 | Y | N | N | N |
| MM30 | 8 14:106325724-106325725;16:78463187-78463188 |  |  |  | N |
| MM30 | 7 14:106325600-106325601;16:78762503-78762504 | Y | N | N | N |
| MM30 | 7 14:106325724-106325725;16:78463187-78463188 | Y | N | N | N |
| MM30 | 6 14:106325724-106325725;16:78463187-78463188 |  | N | N | N |
| MM30 | 5 14:106325724-106325725;16:78463187-78463188 |  |  | N | N |
| MM30 | 4 14:106325724-106325725;16:78463187-78463188 | Y | N | N | N |
| MM30 | 3 14:106325724-106325725;16:78463187-78463188 | Y | N | N | N |
| MM30 | 12 17:7167958-7167959;8:30145401-30145402 | Y | Y |  | Y |
| MM30 | 11 17:7167958-7167959;8:30145401-30145402 | Y | Y | Y | Y |
| MM30 | 10 17:7167958-7167959;8:30145401-30145402 | Y | Y | Y | Y |
| MM30 | 12 14:37769601-37769602;16:61079284-61079285 | Y | N | N | Y |
| MM30 | 12 16:19332991-19332992;3:25939093-25939094 | Y | N | Y | Y |
| MM30 | 11 14:37769601-37769602;16:61079284-61079285 | Y | N | N | Y |
| MM30 | 11 16:19332991-19332992;3:25939093-25939094 | Y | N | Y | Y |
| MM30 | 10 14:37769601-37769602;16:61079284-61079285 | Y | N | N | Y |
| MM40 | 12 14:105231547-105231629;16:82329692-82329774 |  | N | N | Y |
| MM40 | 12 14:106238517-106238519;16:78884676-78884678 | Y | N | N | N |
| MM40 | 11 14:105231546-105231629;16:82329691-82329774 | Y | N | N | Y |
| MM40 | 11 14:106238517-106238519;16:78884676-78884678 |  | N | N | N |
| MM40 | 10 14:105231546-105231629;16:82329691-82329774 |  | N | N | Y |
| MM40 | 10 14:106238517-106238519;16:78884676-78884678 | Y | N | N | N |
| MM40 | 12 1:215060384-215060388;X:123611800-123611804 |  | Y | N | Y |
| MM40 | 12 11:61841812-61841813;14:81786773-81786774 | Y | Y | N | Y |
| MM40 | 12 12:74014366-74014367;7:125264219-125264220 | Y | Y | N | Y |
| MM40 | 12 12:108203258-108203261;7:111053751-111053754 |  | Y | N | $Y$ |
| MM40 | 11 11:61841812-61841813;14:81786773-81786774 | Y | Y | N | Y |
| MM40 | 11 12:108203258-108203261;7:111053751-111053754 |  | Y | N | Y |
| MM40 | 10 12:108203258-108203261;7:111053751-111053754 |  | Y | N | Y |
| MM40 | 9 12:108203258-108203261;7:111053751-111053754 |  | Y | N | Y |
| MM40 | 8 12:108203258-108203261;7:111053751-111053754 |  | Y | N | Y |
| MM40 | 7 12:108203258-108203261;7:111053751-111053754 |  | Y | N | Y |
| MM46 | 12 11:69446045-69446047;14:106327421-106327423 |  | Y | N | N |
| MM46 | 12 11:69446047-69446048;14:106327422-106327423 |  |  | N | N |
| MM46 | 12 11:69480712-69480717;14:104613880-104613885 | Y | N | N | N |


| SAMPLES |  <br> CALLS |  |  |  | $\frac{\text { k }}{\substack{2}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MM46 | 11 11:69446045-69446047;14:106327421-106327423 | Y | N | N | N |
| MM46 | 11 11:69480712-69480717;14:104613880-104613885 | Y | N | N | N |
| MM46 | 10 11:69446045-69446047;14:106327421-106327423 | Y | N | N | N |
| MM46 | 10 11:69480712-69480717;14:104613880-104613885 | Y | N | N | N |
| MM46 | 9 11:69480712-69480717;14:104613880-104613885 | Y | N | N | N |
| MM46 | 12 1:109495132-109495133;3:110413394-110413395 | Y | Y | N | Y |
| MM46 | 12 11:38812657-38812662;8:52731477-52731482 | Y | Y | N | Y |
| MM46 | 11 1:109495132-109495133;3:110413394-110413395 | Y | Y | N | Y |
| MM46 | 11 11:38812657-38812662;8:52731477-52731482 | Y | Y | N | Y |
| MM46 | 10 11:38812657-38812662;8:52731477-52731482 | Y | Y | N | Y |
| MM68 | 12 11:69260088-69260374;14:106113303-106113625 | Y | Y | Y | Y |
| MM68 | 12 11:69260289-69260429;14:106113295-106113390 | Y | Y | Y | Y |
| MM68 | 12 11:69260364-69260365;14:106113314-106113315 | Y | Y | Y | Y |
| MM68 | 12 11:70188510-70188513;14:105158593-105158596 | Y | N | N | N |
| MM68 | 11 11:69260088-69260374;14:106113303-106113621 | $Y$ | Y | Y | Y |
| MM68 | 11 11:69260289-69260429;14:106113295-106113390 | Y | Y | Y | Y |
| MM68 | 11 11:69260364-69260365;14:106113314-106113315 | Y | Y | Y | Y |
| MM68 | 10 11:69260088-69260374;14:106113303-106113626 | Y | Y | Y | Y |
| MM68 | 10 11:69260289-69260429;14:106113295-106113390 | Y | Y | Y | Y |
| MM68 | 10 11:69260364-69260365;14:106113314-106113315 | Y | Y | Y | Y |
| MM68 | 9 11:69260088-69260374;14:106113303-106113626 | Y | Y | Y | Y |
| MM68 | 9 11:69260290-69260429;14:106113295-106113389 | $Y$ | $Y$ | Y | Y |
| MM68 | 9 11:69260364-69260365;14:106113314-106113315 | Y | Y | Y | Y |
| MM68 | 811:69260089-69260374;14:106113303-106113619 | $Y$ | N | Y | Y |
| MM68 | 8 11:69260290-69260429;14:106113295-106113389 | $Y$ | N | Y | Y |
| MM68 | 811:69260364-69260365;14:106113314-106113315 | Y | N | Y | Y |
| MM68 | 7 11:69260089-69260374;14:106113303-106113674 | $Y$ | N | Y | Y |
| MM68 | 7 11:69260290-69260429;14:106113295-106113389 | $Y$ | N | Y | Y |
| MM68 | 7 11:69260364-69260365;14:106113314-106113315 | Y | N | Y | Y |
| MM68 | 6 11:69260089-69260374;14:106113303-106113677 | Y | N | Y | Y |
| MM68 | 6 11:69260290-69260429;14:106113295-106113389 | Y | N | Y | Y |
| MM68 | 6 11:69260364-69260365;14:106113314-106113315 | Y | N | Y | Y |
| MM68 | 5 11:69260364-69260365;14:106113314-106113315 | Y | N | N | N |
| MM68 | 4 11:69260364-69260365;14:106113314-106113315 | Y | N | N | N |
| MM68 | 3 11:69260364-69260365;14:106113314-106113315 | Y | N | N | N |


| SAMPLES | CALLS |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| MM68 | 2 11:69260364-69260365;14:106113314-106113315 | Y | N | N | N |
| MM68 | 12 3:111274085-111274086;8:128533829-128533830 | Y | Y | N | Y |
| MM68 | 12 3:151148543-151148544;5:39787750-39787751 | Y | Y | Y | Y |
| MM68 | 12 11:38812668-38812669;8:52730142-52730143 | Y | Y | Y | Y |
| MM68 | 11 3:111274085-111274086;8:128533829-128533830 | Y | Y | N | Y |
| MM68 | 11 11:38812668-38812669;8:52730142-52730143 | Y | Y | Y | Y |
| MM68 | 10 11:38812668-38812669;8:52730142-52730143 | Y | Y | N | Y |
| MM68 | 9 11:38812668-38812669;8:52730142-52730143 | Y | Y | N | Y |
| MM68 | 9 3:111274085-111274086;8:128533829-128533830 | Y | N | N | Y |
| MM68 | 10 3:111274085-111274086;8:128533829-128533830 | Y | N | N | Y |
| MM68 | 8 3:111274085-111274086;8:128533829-128533830 | Y | N | N | Y |
| MM68 | 7 3:111274085-111274086;8:128533829-128533830 | $Y$ | N | N | Y |
| MM68 | 6 3:111274085-111274086;8:128533829-128533830 | Y | N | N | Y |
| MM68 | 5 3:111274085-111274086;8:128533829-128533830 | $Y$ | N | N | Y |
| MM75 | 12 3:111274085-111274086;8:128533829-128533830 | Y | Y | Y | Y |
| MM75 | 12 11:38812657-38812662;8:52731477-52731482 | Y | Y | N | Y |
| MM75 | 11 3:111274085-111274086;8:128533829-128533830 | Y | Y | Y | Y |
| MM75 | 10 3:111274085-111274086;8:128533829-128533830 | Y | Y | Y | Y |
| MM75 | 12 20:11281583-11281584;X:81651234-81651235 | Y | N | N | Y |
| MM75 | 11 20:11281583-11281584;X:81651234-81651235 | Y | N | N | Y |
| MM75 | 10 20:11281583-11281584;X:81651234-81651235 | Y | N | N | Y |
| MM75 | 9 3:111274085-111274086;8:128533829-128533830 | Y | N | Y | Y |
| MM75 | 8 3:111274085-111274086;8:128533829-128533830 | Y | N | Y | Y |
| MM75 | 7 3:111274085-111274086;8:128533829-128533830 | Y | N | Y | $Y$ |
| MM75 | 6 3:111274085-111274086;8:128533829-128533830 | $Y$ | N | N | Y |
| MM97 | 12 14:104938387-104938470;20:35025056-35025139 | Y | N | N | Y |
| MM97 | 12 14:104938470-104938471;20:35025042-35025043 | $Y$ | N | N | Y |
| MM97 | 11 14:104938387-104938470;20:35025056-35025139 | Y | N | N | Y |
| MM97 | 11 14:104938470-104938471;20:35025042-35025043 | Y | N | N | Y |
| MM97 | 10 14:104938470-104938471;20:35025042-35025043 | Y | N | N | N |
| MM97 | 9 14:104938470-104938471;20:35025042-35025043 | Y | N | N | N |
| MM97 | 12 12:56989715-56989716;15:39994636-39994637 | Y | Y | Y | Y |
| MM97 | 11 12:56989715-56989716;15:39994636-39994637 | Y | Y | Y | Y |
| MM97 | 10 12:56990095-56990096;15:39994624-39994625 | Y | Y | Y | Y |
| MM97 | 9 12:56990095-56990096;15:39994624-39994625 | Y | Y | Y | Y |

Appendix Table 4: Filter passing intrachromosomal translocation calls at 12X-1X coverage

|  |  | $\begin{gathered} \stackrel{\rightharpoonup}{c} \\ \stackrel{\rightharpoonup}{c} \\ \hline 心 \end{gathered}$ | $\overline{\text { Z }}$ | $\begin{aligned} & \text { CAL } \\ & \\ & \sum^{N} \\ & 0 \\ & \frac{M}{\top} \\ & U \end{aligned}$ | N $\stackrel{y}{c}$ E |  | 2 <br> 0 <br> 0 <br> $\vdots$ |  | $\begin{aligned} & \vec{~} \\ & \text { U } \\ & \underset{\sim}{x} \end{aligned}$ | $\begin{aligned} & \underset{\substack{d}}{\stackrel{x}{c}} \end{aligned}$ | $\begin{aligned} & \text { j} \\ & \vdots \\ & \text { x } \\ & \text { x } \end{aligned}$ | $$ | $\begin{aligned} & \text { J } \\ & \substack{u \\ \text { x } \\ \text { x }} \end{aligned}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MM08 |  | 202593712 | 202593719 |  | 30465294 | 30465301 | $\mathrm{t}(1 ; 15)\left(\mathrm{q}^{\left.32.1 ; q^{13.2}\right)}\right.$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM08 | 3 | 111274085 | 111274086 | 8 | 128533829 | 128533830 | $\mathrm{t}(3 ; 8)\left(\mathrm{q} 13.13 ; \mathrm{q}^{24.21)}\right.$ | Y | Y | N | N | N | N | N | N | N | N | N | N | N |
| MM08 | 5 | 37709719 | 37709720 | 7 | 8663313 | 8663314 | t(5;7) (p13.2;p21.3) | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM08 | 11 | 61841812 | 61841813 | 14 | 81786773 | 81786774 | $\mathrm{t}(11 ; 14)\left(\mathrm{q}^{12.3 ;} \mathrm{q}^{31.1}\right)$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM08 | 11 | 85211619 | 85211624 | 7 | 107829248 | 107829253 | $t(11 ; 7)\left(q 14.1 ; q^{31.1)}\right.$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM08 | 12 | 56989715 | 56989716 | 15 | 39994636 | 39994637 | $t(12 ; 15)\left(q 13.3 ; q^{14}\right)$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM08 | 12 | 108203263 | 108203264 |  | 111053152 | 111053153 | $t(12 ; 7)(q 23.3 ; q 31.1)$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM08 | 14 | 106164864 | 106164867 | 8 | 129238551 | 129238554 | $\mathrm{t}(14 ; 8)(\mathrm{q} 32.33 ; q 24.21)$ | Y | Y | Y | Y | Y | Y | N | N | N | N | N | N | N |
| MM12 | 1 | 109494857 | 109494858 | 3 | 110413393 | 110413394 | $\mathrm{t}(1 ; 3)(\mathrm{p} 13.3 ; q 13.13)$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM12 | 1 | 109619760 | 109619763 |  | 4829176 | 4829179 | $t(1 ; 16)(p 13.3 ; p 13.3)$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |
| MM12 | 1 | 164240435 | 164240436 | 2 | 190999444 | 190999445 | $\mathrm{t}(1 ; 2)(\mathrm{q} 23.3 ; \mathrm{q} 2.2)$ | Y | Y | Y | Y | N | N | N | N | N | N | N | N | N |
| MM12 | 1 | 168186488 | 168186489 | 3 | 53175884 | 53175885 | $\mathrm{t}(1 ; 3)(\mathrm{q} 24.2 ; \mathrm{p} 21.1)$ | Y | Y | Y | Y | Y | Y | N | N | N | N | N | N | N |
| MM12 | 1 | 200067551 | 200067555 | 2 | 23698252 | 23698256 | $\mathrm{t}(1 ; 2)(\mathrm{q} 22.1 ; \mathrm{p} 24.1)$ | Y | Y | Y | Y | Y | Y | Y | Y | N | N | N | N | N |
| MM12 | 1 | 230006665 | 230006666 | 7 | 157274846 | 157274847 | $t(1 ; 7)(q 42.13 ; q 36.3)$ | Y | Y | N | N | N | N | N | N | N | N | N | N | N |
| MM12 | 2 | 120451576 | 120451577 | 21 | 40285759 | 40285760 | $\mathrm{t}(2 ; 21)\left(\mathrm{q} 14.2 ; \mathrm{q}^{22.2}\right)$ | Y | Y | Y | N | N | N | N | N | N | N | N | N | N |
| MM12 | 3 | 109751756 | 109751757 | 6 | 78649420 | 78649421 | $t(3 ; 6)\left(q 13.13 ; q^{14.1}\right)$ | Y | Y | Y | N | N | N | N | N | N | N | N | N | N |
| MM12 | 3 | 111274085 | 111274086 | 8 | 128533829 | 128533830 | $t(3 ; 8)(q 13.13 ; q 24.21)$ | Y | Y | Y | Y | Y | N | N | N | N | N | N | N | N |
| MM12 | 3 | 187728893 | 187728896 | 6 | 93097205 | 93097208 | $\mathrm{t}(3 ; 6)\left(\mathrm{q} 27.3 ; \mathrm{q}^{15}\right)$ | Y | N | N | N | N | N | N | N | N | N | N | N | N |


| $77 \forall 0 \times 1$ | Z | Z | Z | Z | Z | Z | z | Z | Z | z | Z | Z | Z | z | z | z | z | Z |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $77 \forall \supset \times 乙$ | Z | z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z | Z | z | z | Z | z | Z |
| $77 \forall \supset \times \varepsilon$ | Z | z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z | Z | Z | z | Z | z | Z |
| $77 \forall 0 \times$ ¢ | Z | z | Z | Z | z | Z | z | Z | z | Z | z | Z | Z | z | z | z | z | Z |
| $77 \forall \mathcal{O c}$ | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z | Z | z | Z | z | z | Z |
| $77 \forall \supset \times 9$ | Z | Z | Z | Z | Z | Z | Z | $>$ | Z | Z | Z | Z | Z | z | z | Z | z | Z |
| $77 \forall \mathcal{x}$ L | Z | Z | Z | Z | Z | Z | Z | $>$ | Z | Z | Z | Z | Z | z | z | z | z | Z |
| $77 \forall 0 \times 8$ | ＞ | Z | Z | Z | Z | Z | Z | $>$ | Z | z | Z | Z | Z | z | z | z | z | Z |
| $77 \forall 0 \times 6$ | $>$ | Z | z | Z | Z | Z | Z | $>$ | $>$ | Z | z | Z | Z | Z | Z | Z | z | Z |
| $77 \forall ว \times 01$ | ＞ | $>$ | ＞ | Z | Z | Z | $>$ | $>$ | $>$ | Z | Z | Z | Z | z | $>$ | z | z | Z |
| $77 \forall$ ×レレ | ＞ | $>$ | ＞ | Z | $>$ | Z | ＞ | $>$ | $>$ | $>$ | $>$ | Z | ＞ | Z | $>$ | Z | $>$ | Z |
| $77 \forall ว$ xとし | ＞ | ＞ | ＞ | ＞ | ＞ | Z | ＞ | ＞ | ＞ | ＞ | ＞ | Z | $>$ | z | ＞ | z | ＞ | ＞ |
| $77 \forall \mathcal{H L d \exists C 7 7 \cap 」 ~}$ | $>$ | $>$ | $>$ | $>$ | $>$ | $>$ | ＞ | ＞ | ＞ | ＞ | ＞ | ＞ | ＞ | $>$ | ＞ | ＞ | ＞ | $>$ |
| वNVGOL入つ |  |  |  |  |  | $\begin{aligned} & \underset{\sim}{\dot{N}} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\oplus} \end{aligned}$ |  |  |  |  |  |  |  | $\mathrm{t}(1 ; 19)(\mathrm{p} 34.3 ; \mathrm{p} 13.2)$ |  |  | $\begin{aligned} & \stackrel{N}{N} \\ & \underset{\sim}{\sigma} \\ & \dot{\sim} \\ & \stackrel{-}{\sim} \\ & \stackrel{0}{-} \\ & \stackrel{-}{=} \end{aligned}$ |  |
| ZONヨ | $\begin{aligned} & \infty \\ & \underset{\sim}{N} \\ & \underset{\sim}{N} \\ & \underset{N}{n} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \text { o } \\ & \text { I } \\ & \text { 잉 } \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \underset{\sim}{\infty} \\ & \underset{\sim}{N} \end{aligned}$ | $\begin{aligned} & \text { t } \\ & \text { n } \\ & \text { N } \\ & \underset{\sim}{n} \end{aligned}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{\alpha} \\ & \stackrel{\rightharpoonup}{0} \\ & \frac{0}{6} \end{aligned}$ |  |  | $\begin{aligned} & \stackrel{\rightharpoonup}{m} \\ & \stackrel{\sim}{m} \\ & 0 \\ & \underset{\sim}{\infty} \end{aligned}$ | $\begin{aligned} & \stackrel{L}{N} \\ & \underset{\sim}{\mathcal{N}} \\ & \stackrel{\infty}{N} \end{aligned}$ | $\begin{aligned} & \text { n} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{n} \end{aligned}$ |  | $\underset{\sim}{\infty}$ $\underset{\sim}{\infty}$ $\underset{\sim}{\infty}$ | $\begin{aligned} & \stackrel{n}{N} \\ & \stackrel{N}{N} \\ & \underset{\infty}{\infty} \end{aligned}$ |  | $\begin{aligned} & \underset{\sim}{\infty} \\ & \underset{\sim}{\infty} \\ & \underset{N}{N} \\ & \underset{\sim}{n} \end{aligned}$ |  | $\begin{aligned} & \underset{\sim}{\infty} \\ & \stackrel{N}{N} \\ & \underset{i}{N} \end{aligned}$ |  |
| ZLلV®」S | $\begin{array}{\|c} \mathrm{N} \\ \underset{\sim}{\mathrm{~N}} \\ \mathrm{~N} \end{array}$ | $\begin{aligned} & \text { } \\ & \text { N } \\ & \text { } \\ & \text { } \\ & \text { j} \end{aligned}$ | $\begin{aligned} & \text { m } \\ & \text { N } \\ & \text { N } \\ & \text { Nin } \end{aligned}$ | $N$ $\sim$ 0 $\sim$ $N$ $\sim$ | $\begin{aligned} & \text { + } \\ & \underset{\sim}{N} \\ & \stackrel{\rightharpoonup}{\circ} \end{aligned}$ |  | $\begin{aligned} & m \\ & 0 \\ & \underset{\sim}{2} \\ & \text { o } \\ & - \end{aligned}$ |  | $\stackrel{+}{+}$ $\underset{\sim}{\infty}$ $\underset{\sim}{\infty}$ $\stackrel{+}{+}$ | $\begin{aligned} & \underset{\sim}{*} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\sim} \end{aligned}$ |  | $\underset{\sim}{\infty}$ $\underset{\sim}{\infty}$ $\underset{\sim}{\infty}$ $\underset{m}{2}$ |  | $\stackrel{\text { L }}{+}$ N N － | $\begin{aligned} & 0 \\ & \infty \\ & \stackrel{\infty}{+} \\ & N \\ & N \end{aligned}$ |  | $\begin{aligned} & \underset{\sim}{J} \\ & \underset{N}{N} \\ & \end{aligned}$ | J J J － － |
| ＜乙WOXHO | $\infty$ |  | $\stackrel{\sim}{\sim}$ | $\infty$ |  |  |  | $\infty$ | $\infty$ | ） | N |  | $\times$ |  |  | $\infty$ | $\infty$ | $\stackrel{\llcorner }{\square}$ |
| lONヨ |  |  | $\begin{aligned} & \infty \\ & \underset{\sim}{m} \\ & \stackrel{1}{7} \\ & \underset{0}{6} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \stackrel{+}{+} \\ & \stackrel{\sim}{\top} \end{aligned}$ | $\begin{aligned} & \text { N} \\ & \text { o } \\ & \text { No } \\ & \text { Ǹn } \end{aligned}$ | $\stackrel{-}{2}$ <br> $N$ <br>  <br>  | $\circ$ 0 0 ै 0 0 | $\begin{aligned} & \stackrel{\rightharpoonup}{n} \\ & \stackrel{n}{0} \\ & \frac{1}{n} \end{aligned}$ | $\begin{aligned} & \text { o } \\ & \infty \\ & \stackrel{n}{n} \\ & \stackrel{\omega}{m} \end{aligned}$ | $\begin{aligned} & \circ \\ & \frac{\infty}{\ddagger} \\ & \stackrel{0}{\infty} \\ & \underset{\sim}{\circ} \end{aligned}$ |  |  | $\begin{aligned} & \infty_{\infty}^{\infty} \\ & \stackrel{\sim}{\infty} \\ & \stackrel{N}{-} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\infty} \\ & \underset{\sim}{m} \\ & \underset{\sim}{\dot{N}} \\ & \underset{\sim}{\infty} \end{aligned}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & \text { O} \\ & \text { O} \\ & \text { N} \end{aligned}$ | $\begin{aligned} & \infty \\ & \stackrel{\infty}{\dagger} \\ & \stackrel{1}{\dagger} \\ & \text { o } \end{aligned}$ | $\begin{gathered} \underset{\sim}{o} \\ \sim \\ \sim \\ \infty \\ \infty \\ \infty \end{gathered}$ |  |
| lıلヤ |  | ㅇ <br> o |  | $\begin{aligned} & \text { n } \\ & \stackrel{\sim}{O} \\ & \underset{\sim}{\mathrm{~N}} \end{aligned}$ | $\bar{o}$ o o ñ |  | மn O n n 0 0 | $\begin{aligned} & \stackrel{\rightharpoonup}{N} \\ & \stackrel{N}{0} \\ & \frac{i}{n} \end{aligned}$ | $n$ $\stackrel{n}{\infty}$ $\stackrel{n}{n}$ $\stackrel{n}{m}$ |  |  |  | $\begin{aligned} & \infty \\ & \stackrel{\infty}{n} \\ & \stackrel{\infty}{N} \\ & \underset{\sim}{\sim} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\infty} \\ & \underset{\sim}{\dot{J}} \\ & \underset{\sim}{\infty} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { n } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & \text { N} \end{aligned}$ | $\begin{aligned} & \text { 人 } \\ & \text { a } \\ & \text { d } \\ & \text { o } \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \stackrel{0}{\circ} \\ & \underset{\infty}{\infty} \\ & \infty \\ & \hline \end{aligned}$ |  |
| LWOdHO | $F$ | $\stackrel{\sim}{\sim}$ | $\stackrel{\sim}{\sim}$ | $\stackrel{m}{\square}$ | $\stackrel{\downarrow}{\downarrow}$ | $\stackrel{\rightharpoonup}{\digamma}$ | 5 | $\stackrel{\square}{\sim}$ | $\stackrel{1}{\square}$ | $\stackrel{1}{\sim}$ | － | $\stackrel{\square}{\square}$ | 앗 | $\checkmark$ | $\checkmark$ | m |  | $\stackrel{\sim}{\sim}$ |
| $\exists 7 \mathrm{dW}$ VS | $\underset{\sum}{\sum}$ | $\underset{\Sigma}{\stackrel{N}{\Sigma}}$ | $\sum_{\Sigma}^{N}$ | $\underset{\Sigma}{\stackrel{N}{\Sigma}}$ | $\underset{\Sigma}{\stackrel{N}{\Sigma}}$ | $\underset{\Sigma}{\stackrel{N}{\Sigma}}$ | $\underset{\Sigma}{\stackrel{N}{\Sigma}}$ | $\stackrel{N}{ \pm}$ | $\stackrel{N}{\Sigma}$ | $\stackrel{N}{\Sigma}$ | $\stackrel{N}{ \pm}$ | $\underset{\Sigma}{\stackrel{N}{\Sigma}}$ | $\underset{\sum}{\sum}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ |


| $77 \forall 0 \times 1$ | z | Z | Z | Z | Z | Z | z | z | Z | Z | Z | Z | Z | Z | Z | z | Z | Z | Z |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $77 \forall \supset \times 2$ | Z | z | Z | z | Z | Z | z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z |
| $77 \forall \supset \times \varepsilon$ | z | Z | Z | z | z | Z | Z | z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z |
| $77 \forall \supset \times \downarrow$ | Z | Z | Z | Z | Z | Z | z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z | Z | Z |
| $77 \forall \supset \times 9$ | Z | Z | Z | Z | z | Z | Z | z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z |
| $77 \forall 0 \times 9$ | Z | Z | Z | Z | z | Z | Z | Z | Z | Z | Z | $>$ | Z | Z | Z | Z | Z | Z | Z |
| $77 \forall \mathcal{O}$ | Z | Z | Z | z | z | Z | $>$ | Z | Z | Z | Z | $>$ | Z | Z | Z | Z | Z | Z | Z |
| $77 \forall 0 \times 8$ | Z | Z | Z | Z | z | Z | $>$ | Z | Z | Z | Z | $>$ | Z | Z | Z | $>$ | Z | Z | $>$ |
| $77 \forall 9 \times 6$ | Z | Z | $>$ | Z | Z | Z | $>$ | Z | Z | Z | Z | $>$ | Z | Z | Z | $>$ | Z | Z | $>$ |
| $77 \forall 3 \times 01$ | Z | Z | $>$ | z | ＞ | Z | ＞ | $>$ | Z | Z | Z | $>$ | Z | Z | Z | $>$ | Z | Z | $>$ |
| $77 \forall ว$ ×レレ | Z | Z | $>$ | Z | $>$ | Z | $>$ | $>$ | Z | Z | Z | $>$ | $>$ | $>$ | Z | $>$ | Z | Z | $>$ |
| $77 \forall ว$ xとし | Z | $>$ | ＞ | ＞ | $>$ | ＞ | $>$ | ＞ | Z | Z | $>$ | $>$ | $>$ | $>$ | Z | ＞ | Z | Z | ＞ |
| $77 \forall \mathcal{H \perp d \exists}$ 77กョ | $>$ | $>$ | $>$ | ＞ | $>$ | ＞ | ＞ | ＞ | ＞ | ＞ | Z | $>$ | $>$ | ＞ | $>$ | ＞ | ＞ | ＞ | ＞ |
| वNVGOL入つ |  | $t(14 ; 8)(q 32.33 ; q 24.21)$ |  |  |  |  |  |  |  |  |  |  |  | $t(12 ; 3)(q 21.31 ; p 21.31)$ |  | $\begin{aligned} & \underset{N}{N} \\ & \underset{\sim}{\dot{N}} \\ & \underset{\sim}{N} \\ & \underset{\sim}{\infty} \\ & \dot{\sim} \\ & \stackrel{y}{=} \end{aligned}$ |  |  |  |
| ZONヨ | $\begin{aligned} & 0 \\ & \underset{\sim}{N} \\ & \text { U } \\ & \text { N } \\ & \text { N } \end{aligned}$ | a $\stackrel{\rightharpoonup}{\star}$ $\stackrel{\rightharpoonup}{-}$ $\stackrel{\rightharpoonup}{\top}$ | $\begin{aligned} & \text { o } \\ & \underset{\sim}{N} \\ & \text { N } \\ & \infty \\ & \end{aligned}$ | $\begin{aligned} & \stackrel{1}{\sim} \\ & \stackrel{\sim}{N} \\ & \stackrel{\infty}{\infty} \end{aligned}$ |  | $\begin{aligned} & \text { oి } \\ & \text { No } \\ & 0 \\ & \text { O} \end{aligned}$ | $\begin{aligned} & \stackrel{0}{0} \\ & \infty \\ & \underset{\sim}{\infty} \\ & \stackrel{\infty}{\sim} \\ & \underset{\sim}{c} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{N} \\ & \underset{\sim}{\infty} \\ & \underset{\sim}{n} \end{aligned}$ | $\begin{aligned} & \stackrel{a}{N} \\ & \stackrel{N}{N} \\ & \underset{N}{N} \\ & \sim \end{aligned}$ | $\begin{aligned} & N \\ & \stackrel{\infty}{\sim} \\ & \underset{N}{N} \\ & \underset{N}{n} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\sim} \\ & \underset{\sim}{N} \\ & \underset{N}{n} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \stackrel{\sim}{\sim} \\ & \stackrel{\infty}{\infty} \\ & \stackrel{\sim}{-} \end{aligned}$ |  | $\begin{aligned} & \stackrel{\infty}{N} \\ & \underset{\sim}{\ddagger} \\ & \underset{\sim}{\square} \end{aligned}$ | $\begin{aligned} & \text { M } \\ & \stackrel{N}{N} \\ & \underset{N}{N} \\ & \underset{\Gamma}{\prime} \end{aligned}$ | $\begin{aligned} & \bar{n} \\ & \underset{\sim}{\infty} \\ & \underset{\sim}{n} \end{aligned}$ | $\begin{aligned} & \text { N} \\ & \underset{N}{N} \\ & 0 \\ & \infty \\ & \infty \end{aligned}$ | $\begin{aligned} & \text { no } \\ & \text { M } \\ & \underset{\sim}{\dot{N}} \\ & \text { N } \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \text { N } \\ & \stackrel{n}{*} \\ & \dot{\sim} \end{aligned}$ |
| Z $\perp \downarrow \forall \perp$ S | $\begin{aligned} & \underset{\sim}{\sim} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{N} \\ & \underset{\sim}{N} \end{aligned}$ | $\begin{aligned} & \stackrel{n}{\underset{~}{N}} \\ & \stackrel{N}{N} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \underset{\sim}{N} \\ & \infty \\ & \infty \\ & \sim \end{aligned}$ | $\begin{aligned} & \stackrel{+}{N} \\ & \stackrel{N}{N} \\ & \stackrel{\infty}{\infty} \end{aligned}$ | $110413393$ |  | $\stackrel{-}{\sim}$ o N $\underset{\sim}{0}$ $\stackrel{\sim}{\sim}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{n} \\ & \underset{\sim}{\infty} \\ & \stackrel{\sim}{\lambda} \end{aligned}$ | $\begin{aligned} & \underset{N}{N} \\ & \underset{N}{N} \\ & \underset{N}{0} \end{aligned}$ | $\begin{aligned} & \mathrm{N} \\ & \underset{\sim}{\mathrm{~N}} \\ & \underset{\sim}{N} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\sim} \\ & \underset{\sim}{N} \\ & \underset{N}{N} \end{aligned}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\infty} \\ & \stackrel{\sim}{-} \end{aligned}$ |  | $\begin{aligned} & \underset{N}{N} \\ & \underset{寸}{\ddagger} \\ & \underset{\sim}{\prime} \end{aligned}$ | $\begin{aligned} & \underset{N}{N} \\ & N \\ & \text { N} \\ & \underset{\sim}{\top} \end{aligned}$ | $\begin{aligned} & \text { o } \\ & \text { m } \\ & \text { N } \\ & \text { N} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \text { N } \\ & \text { N } \\ & \text { N } \end{aligned}$ | $\begin{aligned} & \text { 寸 } \\ & \text { m } \\ & \underset{\sim}{\sim} \\ & \text { N} \end{aligned}$ | $\begin{aligned} & \mathbb{N} \\ & \text { in } \\ & \underset{\sim}{\circ} \end{aligned}$ |
| U ZWOUHO |  | $\infty$ |  |  |  |  | $\infty$ |  | $\infty$ | $\infty$ | $\infty$ |  |  |  |  |  |  |  | $\infty$ |
| LONヨ |  | $\begin{aligned} & \infty \\ & \underset{\sim}{0} \\ & \underset{\sim}{n} \\ & \stackrel{\sim}{0} \\ & 0 \end{aligned}$ | $\bar{\circ}$ <br>  <br> $\underset{\sim}{2}$ <br> 0 <br> 0 | $\begin{aligned} & \pm \\ & \stackrel{\infty}{\infty} \\ & \stackrel{N}{N} \\ & \underset{\sim}{2} \end{aligned}$ | $\infty$ <br> 0 <br> 0 <br> $\vdots$ <br> $\vdots$ <br> $\vdots$ <br> $\vdots$ |  | $\begin{aligned} & \infty \\ & 0 \\ & \text { O} \\ & \underset{\sim}{N} \\ & \underset{\sim}{~} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\ddagger} \\ & \stackrel{\infty}{\infty} \\ & \underset{\sim}{\square} \end{aligned}$ | $\begin{aligned} & \text { n } \\ & \infty \\ & \stackrel{0}{0} \\ & \stackrel{N}{0} \end{aligned}$ |  | $\begin{aligned} & \text { o} \\ & \text { o } \\ & \stackrel{\sim}{\infty} \\ & \underset{\sim}{\infty} \end{aligned}$ | $\underset{\sim}{N}$ $\underset{\sim}{N}$ $\underset{\sim}{N}$ | $\begin{aligned} & \circ \\ & \text { ò } \\ & \text { o} \\ & \text { o } \\ & \text { o } \end{aligned}$ |  | $\begin{aligned} & \text { N} \\ & \underset{\sim}{N} \\ & \text { O} \\ & \text { O} \end{aligned}$ | $\begin{aligned} & \text { N } \\ & \underset{\sim}{m} \\ & \stackrel{N}{N} \\ & \underset{N}{2} \end{aligned}$ |  | $\begin{aligned} & \circ \\ & \frac{\infty}{\dot{j}} \\ & \infty \\ & \hline- \end{aligned}$ | $\begin{aligned} & \circ \\ & \circ \\ & \stackrel{0}{\circ} \\ & \stackrel{0}{N} \end{aligned}$ |
| lı४ |  | $\begin{aligned} & \underset{\sim}{\infty} \\ & \text { N } \\ & \text { N } \\ & \underset{\sim}{0} \end{aligned}$ | $\begin{aligned} & \stackrel{\sim}{n} \\ & \stackrel{1}{\jmath} \\ & \underset{\sim}{\sim} \\ & \stackrel{\circ}{-} \end{aligned}$ | $\begin{aligned} & \text { M } \\ & \stackrel{n}{\infty} \\ & \underset{\sim}{N} \end{aligned}$ |  | $\begin{aligned} & \stackrel{0}{n} \\ & \stackrel{i n}{\sim} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{2} \end{aligned}$ | $\begin{aligned} & \circ \\ & \infty \\ & \text { O} \\ & \stackrel{+}{\mathrm{N}} \\ & \stackrel{\rightharpoonup}{\leftarrow} \end{aligned}$ | $\begin{aligned} & \stackrel{m}{\underset{\sim}{2}} \\ & \stackrel{\infty}{\sim} \\ & \stackrel{\Gamma}{5} \end{aligned}$ | $\begin{aligned} & \text { m } \\ & \stackrel{\infty}{\infty} \\ & \stackrel{N}{N} \\ & \stackrel{0}{-} \end{aligned}$ | $\begin{aligned} & \stackrel{N}{0} \\ & \stackrel{0}{N} \\ & \stackrel{\infty}{\infty} \\ & \infty \end{aligned}$ | $\begin{aligned} & \infty \\ & \underset{\sim}{\infty} \\ & \underset{\infty}{\infty} \\ & \underset{\sim}{\infty} \end{aligned}$ | $\alpha$ $\frac{\alpha}{5}$ $\stackrel{N}{N}$ $\infty$ |  |  | $\begin{aligned} & \text { N} \\ & \underset{N}{N} \\ & \underset{\sim}{O} \\ & \underset{\sim}{n} \end{aligned}$ | $\begin{aligned} & \hat{N} \\ & \underset{\sim}{\infty} \\ & \stackrel{y}{m} \\ & \underset{\sim}{n} \end{aligned}$ | $\begin{aligned} & N \\ & \underset{\sim}{N} \\ & \stackrel{N}{\infty} \\ & \underset{\sim}{2} \end{aligned}$ |  | $\begin{aligned} & o \\ & \infty \\ & \infty \\ & \stackrel{\infty}{j} \\ & \underset{N}{2} \end{aligned}$ |
| LWOdHO | $\cdots$ | $\stackrel{\downarrow}{\square}$ | $\stackrel{\square}{\leftarrow}$ | 앗 | $\leftharpoondown$ | $\sim$ | $m$ | $m$ | $\bigcirc$ |  |  |  |  |  |  | $\stackrel{ }{ }$ |  |  | $\stackrel{ }{\sim}$ |
| ヨ7dWVS | $\sum_{\sum}^{\sim}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{N}$ | $\sum_{\sum}^{\stackrel{\rightharpoonup}{\Sigma}}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\Sigma}^{\stackrel{\rightharpoonup}{\Sigma}}$ | $\sum_{\Sigma}^{\stackrel{\alpha}{N}}$ | $\sum_{\Sigma}^{\perp}$ | $\sum_{\sum}^{\text {N }}$ | $\sum_{\sum}^{\text {N }}$ | $\sum_{\sum}^{\text {N }}$ | $\sum_{\sum}^{\text {N }}$ | $\sum_{\sum}^{\text {N }}$ | $\sum_{\sum}^{N}$ |


| $77 \forall \mathcal{x}$ | z | Z | Z | z | Z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z | z |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $77 \forall ว \times 2$ | z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z |
| $77 \forall \mathcal{x}$ ¢ | $>$ | z | z | z | Z | Z | Z | Z | Z | Z | Z | Z | z | z | Z | Z |
| $77 \forall \mathcal{O}$ | $>$ | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z |
| $77 \forall \mathcal{x s}$ | $>$ | Z | Z | z | Z | Z | Z | Z | Z | Z | z | Z | z | z | z | Z |
| $77 \forall 0 \times 9$ | $>$ | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | z | Z | Z | z | Z |
| $77 \forall \supset \times$ K | $>$ | z | Z | z | z | Z | Z | Z | Z | Z | Z | $>$ | Z | z | z | z |
| $77 \forall \mathcal{O} \times$ | $>$ | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | ＞ | Z | Z | z | Z |
| $77 \forall 0 \times 6$ | $>$ | Z | Z | Z | Z | Z | Z | Z | Z | Z | Z | $>$ | Z | z | z | Z |
| $77 \forall ว \times 01$ | $>$ | Z | $>$ | Z | Z | Z | Z | Z | Z | Z | Z | $>$ | ＞ | Z | $>$ | $>$ |
| $77 \forall$ xレレ | $>$ | $>$ | $>$ | Z | Z | Z | Z | Z | $>$ | Z | Z | $>$ | $>$ | $>$ | $>$ | $>$ |
| $77 \forall$ xとし | $>$ | ＞ | ＞ | z | ＞ | z | Z | Z | $>$ | Z | $>$ | ＞ | ＞ | ＞ | ＞ | $>$ |
| 77＊つ H」dヨ 77กョ | $>$ | Z | Z | $\succ$ | $>$ | $>$ | $>$ | $>$ | $>$ | ＞ | $>$ | $>$ | $>$ | $>$ | $>$ | $>$ |
| वNVGOL入つ | $\mathrm{t}(14 ; 16)(\mathrm{q} 32.33 ;$ |  | $\begin{aligned} & \stackrel{N}{N} \\ & \stackrel{N}{-} \\ & \stackrel{N}{0} \\ & \stackrel{\infty}{0} \\ & \stackrel{-}{+} \end{aligned}$ | $\begin{aligned} & \underset{N}{N} \\ & \underset{N}{O} \\ & \underset{\sim}{n} \\ & \underset{N}{N} \\ & \underset{N}{N} \\ & \underset{N}{2} \end{aligned}$ |  |  |  |  |  |  |  |  |  |  | $\begin{aligned} & \underset{\sim}{N} \\ & \underset{\sim}{\sigma} \\ & \stackrel{+}{N} \\ & \stackrel{0}{0} \\ & \stackrel{0}{=} \end{aligned}$ |  |
| ZONヨ | $\begin{aligned} & \infty \\ & \infty \\ & \stackrel{\infty}{m} \\ & \stackrel{\infty}{\infty} \\ & \sim \end{aligned}$ | $\begin{aligned} & \dot{\sim} \\ & \stackrel{\rightharpoonup}{0} \\ & \underset{\sim}{n} \\ & \stackrel{\omega}{n} \end{aligned}$ | $\begin{aligned} & \text { N} \\ & \stackrel{+}{+} \\ & \stackrel{\sim}{+} \end{aligned}$ |  | $\begin{aligned} & \ddagger \\ & \infty \\ & \underset{\sim}{\sigma} \\ & N \\ & \underset{\sim}{N} \end{aligned}$ |  | $\pm$ $\underset{\sim}{J}$ $\underset{\sim}{-}$ | $N$ $\underset{\sim}{N}$ $\underset{\sim}{\infty}$ $\underset{\sim}{\infty}$ |  |  | $\begin{aligned} & \stackrel{\rightharpoonup}{N} \\ & \underset{\sim}{+} \\ & \underset{N}{N} \\ & \stackrel{N}{N} \end{aligned}$ |  | $\infty$ $\infty$ 0 $\infty$ $\infty$ $\infty$ $\infty$ |  | $\begin{aligned} & \underset{\sim}{\infty} \\ & \stackrel{+}{m} \\ & \underset{N}{N} \end{aligned}$ | n N N $\sim$ 0 0 |
| Z」لV」S | $\begin{aligned} & \infty \\ & \frac{\infty}{m} \\ & \stackrel{\infty}{\infty} \\ & \stackrel{\infty}{\sim} \end{aligned}$ |  |  |  | $\begin{aligned} & 8 \\ & \infty \\ & \stackrel{0}{\sigma} \\ & \underset{\sim}{N} \\ & \underset{\sim}{2} \end{aligned}$ |  |  | $m$ $\underset{\sim}{2}$ $\vdots$ $\vdots$ $\vdots$ | $n$ <br> $\underset{\infty}{\infty}$ <br> $\infty$ <br> $\infty$ <br> $\infty$ |  | $\stackrel{a}{\sim}$ $\underset{\sim}{7}$ $\stackrel{1}{N}$ $\stackrel{\sim}{\sim}$ |  | 0 0 0 0 $\infty$ $\infty$ $\infty$ $\sim$ |  | $\begin{aligned} & \stackrel{N}{\mathrm{~J}} \\ & \stackrel{N}{N} \\ & \end{aligned}$ | N N N $\sim$ 0 $\sim$ |
| て ZWOdHO |  |  |  |  | $\times$ | $\infty$ | $\bigcirc$ | $\sim$ |  |  |  |  | $\stackrel{\square}{\leftarrow}$ | $m$ | $\infty$ | $\stackrel{\square}{\leftarrow}$ |
| laNヨ | $106325725$ | $\begin{aligned} & \underset{\alpha}{\alpha} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\sim} \end{aligned}$ |  | $\begin{aligned} & \text { o } \\ & \text { ্ָ } \\ & \text { o } \\ & \text { ণ } \\ & \text { - } \end{aligned}$ |  | $\begin{aligned} & \underset{N}{N} \\ & \underset{\sim}{n} \\ & \dot{\sim} \end{aligned}$ | $\infty$ $\circ$ 0 0 $\downarrow$ $\vdots$ $\infty$ | $\begin{aligned} & \text { M } \\ & \stackrel{N}{n} \\ & \stackrel{3}{N} \\ & \end{aligned}$ | $\underset{\substack{m \\ \frac{\infty}{\infty} \\ \hline \\ \hline}}{\square}$ | $\circ$ $\stackrel{0}{\lambda}$ $\infty$ 0 0 $i$ | $\begin{aligned} & \stackrel{\rightharpoonup}{0} \\ & \stackrel{\sim}{\overleftarrow{ }} \\ & \stackrel{\rightharpoonup}{\wedge} \end{aligned}$ | $\bar{\circ}$ N N N o o | $\begin{aligned} & \alpha \\ & \stackrel{\omega}{n} \\ & \stackrel{\sim}{N} \\ & \underset{\sim}{0} \\ & 0 \end{aligned}$ |  | N o N $\infty$ $\infty$ o | $\begin{aligned} & \text { G } \\ & \text { ob } \\ & 寸 \\ & \hdashline \end{aligned}$ |
| lı\V」S | $106325724$ | $\stackrel{\sigma}{\circ}$ $\stackrel{1}{N}$ $\underset{\sim}{\sim}$ $\stackrel{-}{-}$ | $\stackrel{\infty}{\stackrel{0}{2}} \stackrel{-}{\stackrel{0}{0}}$ |  |  | $\begin{aligned} & \stackrel{\otimes}{n} \\ & \underset{\sim}{n} \\ & \stackrel{N}{5} \end{aligned}$ | $\circ$ 0 0 0 $\downarrow$ 0 0 | $\begin{aligned} & \stackrel{\rightharpoonup}{N} \\ & \stackrel{N}{m} \\ & \stackrel{\rightharpoonup}{N} \end{aligned}$ | $\begin{aligned} & \underset{\infty}{\infty} \\ & \frac{\infty}{+} \\ & \hline \end{aligned}$ | $n$ $\stackrel{n}{\lambda}$ $\infty$ 0 0 $n$ |  | $\infty$ N N N o - | $\begin{aligned} & \text { N} \\ & \stackrel{\infty}{0} \\ & \underset{\sim}{N} \\ & 0 \\ & \hline- \end{aligned}$ | $\begin{aligned} & \underset{\sim}{N} \\ & \underset{\sim}{\sim} \\ & \underset{\sim}{\sigma} \\ & \underset{\sim}{\prime} \end{aligned}$ | $N$ $N$ $N$ $\infty$ $\infty$ $\infty$ 0 |  |
| LWOXHO |  | $\stackrel{\square}{\square}$ | $\stackrel{\rightharpoonup}{*}$ |  | $\checkmark$ | $m$ | $\llcorner$ |  |  | $\pm$ | I | $\pm$ | $\stackrel{\text { ® }}{ }$ | $\ulcorner$ | $F$ | $F$ |
| ヨ7dWVS | $\sum_{\sum}^{\text {¢ }}$ | $\sum_{\sum}^{\mathrm{M}}$ | $\sum_{\sum}^{\mathrm{O}}$ | $\sum_{\sum}^{\text {O }}$ | $\sum_{\sum}^{\circ}$ | $\sum_{\sum}^{\text {¢ }}$ | $\sum_{\sum}^{\stackrel{\circ}{\Sigma}}$ | $\underset{\sum}{\stackrel{\circ}{\perp}}$ | $\underset{\sum}{\stackrel{\circ}{\perp}}$ | $\sum_{\Sigma}^{\stackrel{\circ}{\Sigma}}$ | $\sum_{\Sigma}^{\circ}$ | $\sum_{\sum}^{\text {O }}$ | $\sum_{\sum}^{\stackrel{\circ}{\sum}}$ | $\sum_{\sum}^{\circ}$ | $\sum_{\sum}^{\infty}$ | $\sum_{\sum}^{\infty}$ |




