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Abstract

Query Expansion is an effective approach for improving the information retrieval

(IR) system’s performance as it addresses the vocabulary mismatch and distinct ter-

minology issues. Traditional pseudo relevance feedback (PRF) based query expansion

models assume that top-k retrieved documents to be positive feedback from which the

expansion terms are selected. This approach might add terms out of context if the

initial retrieved list contains a significant number of negative documents. Therefore,

it is equally important to consider negative feedback along with positive feedback.

Moreover, it has been observed that the terms suggested by the global expansion

techniques, such as word-embeddings, are different from the local expansion tech-

nique. The proposed hybrid query expansion technique combines a word embedding

model with the positive and negative feedback model based on the Expectation-

Maximization algorithm. The experiment conducted on the CACM dataset demon-

strates that integrating the global and local expansion techniques enhances the sys-

tem’s performance over the baselines. Subsequently, we provide an interactive visual

interface assisted by the proposed hybrid query expansion techniques. Unlike static

vector-space models like TF-IDF and Doc2Vec, this interface represents documents

based on the relevance score with the other documents in the space. The document-

query space is adaptive as query and expansion terms weights are added, based on

whether they appear in the document. The other document terms are weighted ac-

cording to their TF-IDF value. Moreover, the representation also adapts based on

the user relevance feedback provided. The user scenario illustrates the visual inter-

face’s usefulness for navigating, analyzing, and providing feedback to the document

in a large query-document space. The results confirmed that the system’s adaptive

nature, influenced by the expansion terms and user feedback, can improve the ranked

list based on the documents closest to the query.
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Chapter 1

Introduction

In domain-specific text retrieval systems, such as medical and law, where the decisions

rely on the previous cases to be studied, retrieving all relevant documents for a given

user query is essential [43]. However, often the user is not aware of the document

space or terminology used in the collection. Consequently, this makes it hard for the

user to formulate a proper query [2] or the user tends to search with short queries

(the average size of the query was 2.4 words [33]), which makes it difficult for the

system to find the relevant documents that the user expects. It is mainly due to the

query lacking the important terms required for retrieving the relevant document or

vocabulary mismatch, causing traditional information retrieval algorithms to fail [6].

Query expansion is a widely used approach to overcome this challenge and build a

system that can retrieve the maximum relevant document to the given user query.

The query expansion models based on pseudo-relevance feedback (PRF) require

an initial retrieved list. The model assumes the top-k documents as positive docu-

ments to the query and suggests expansion terms with their weights. In contrast,

expansion techniques using the word-embedding model suggest terms based on se-

mantically similar query terms and do not require initially retrieved documents. In

a study by Saar Kuzi et al., it was observed that top query terms suggested based

on the word-embedding model differ from the pseudo-relevance feedback model [21].

Hence, the relevance feedback model was integrated with the word-embedding model

to leverage the performance [21]. However, the pseudo relevance query expansion

technique might deviate from the original query if an initial retrieved list of docu-

ments contains significantly more negative documents than positive ones. In such

cases, assuming top-k documents to be positive might suggest off-topic expansion

terms.

For this reason, it is necessary to filter the positive and negative documents

1
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to a query in order to suggest better query expansion terms. An Expectation-

Maximization (EM) algorithm based model for positive and negative feedback was

used to weigh the expansion terms [14]. In our work, we integrate the word-embedding

model with the positive and single negative feedback models. The single negative

feedback model seems to suggest more efficient terms over multiple negative feedback

models [38] [14]. Furthermore, the query must be enriched with relevant terms from

the suggested term [6]. Our system gives the user access to select the feedback and

expansion terms through a visual interface.

The visualization of information retrieval is a highly researched area; it helps the

user comprehend the ranking of the documents [15]. Besides, it helps visualize large

numbers of documents on a screen [26]. A user can navigate through documents

based on different filters or an interactive visualization that assists the user to re-

rank the documents [18] or to provide relevance feedback. According to a study by

Amanda Spink et al. [33], half of the users only visited the first two results web pages

of results consisting of 10 websites each. It is hard to conclude if the results were

perfect or the users gave up exploring the content. However, based on the short

queries, a retrieval system with better precision is required. Through this work, we

have designed a visualization system that allows users to analyze retrieved results

and provide positive feedback if the document is relevant and negative feedback if it

is not. An effective query expansion model employing the interface allows complete

user control over what expansion terms should be selected and a convenient way to

analyze and provide feedback to the document.

1.1 Research Problem and Hypothesis

Traditional IR methods such as Term Frequency-Inverse Document Frequency (TF-

IDF) and BM25 are based on terms matching; therefore, these algorithms face vocab-

ulary mismatch and distinct terminology issues. Query expansion is a widely used

approach to address this challenge. However, pseudo relevance feedback based on the

assumption that top-k retrieved documents are positive might deviate the query if the

retrieved list has significant irrelevant documents. Also, considering the negative and

positive feedback might not be sufficient. As in the case when there are only negative

feedback documents in the top-k retrieved list, the terms would only be penalized. In
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this scenario, including word-embedding would suggest terms semantically similar to

the query terms.

Though the query expansion enhances overall system performance, there are still

uncertainties and high variances across queries [7]. Moreover, the approach consider-

ing relevance feedback has a challenge of poison pills [35], where the expansion terms

suggested from the positive documents still deviate the query and decrease precision.

Hence, providing an interface which allows user to provide feedback and select the

suggested expansion terms will address the current query expansion challenges.

For representing the documents, the commonly used approach is the vector space

model such as TF-IDF and Doc2Vec. This representation has a static document space.

Here, creating a visual interface representing documents in terms of relevance score

will make the document-query space adaptive. As the expansion term(s) selected

would update the relevance score representation, and relevance feedback provided

will modify the feedback documents with respect to the query.

1.2 Contribution

This thesis focuses on hybrid query expansion model and visualization of document-

query space. Our two main contributions are:

� We propose a query expansion technique that is a hybrid model of global and

local query expansion techniques. We use the positive and negative feedback

model for the local query expansion technique based on user relevance feedback.

To generate the probabilities for the local query expansion models, we use the

EM algorithm. The EM models assume that the context term distribution

influences positive term distribution, whereas negative term distribution is im-

pacted by both positive and context term distribution [14]. The local expansion

models are then integrated with the global expansion technique formed using a

word-embedding technique. The global expansion approach finds the centroid

of the query terms in a word-embedding model for suggesting expansion terms.

Finally, the probabilities of expansion terms generated from the hybrid query

expansion model are merged with the query to formulate a new weighted query.

� Subsequently, we propose an adaptive visual interface assisted by the hybrid
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query expansion technique. The visual interface represents the documents con-

taining one or more query terms based on the relevance score with other doc-

uments and the user query in the space. The user can view the document’s

content and interact with the system to analyze a particular document and give

positive or negative feedback. The system will suggest the query expansion

terms which the user can use to refine the query. In the proposed document-

query space, the document vectors are adaptive based on the expansion terms

selected by the user. Additionally, the document-query space also takes user

feedback to re-position the documents.

1.3 Thesis outline

The remainder of this work is structured as follows. Chapter 2 provides the back-

ground about query expansion approaches and visualization in information retrieval.

Chapter 3 gives an overview of the system and the model framework proposed. Chap-

ter 4 describes the experiments to evaluate the effectiveness of the hybrid query ex-

pansion and discusses the use case and user scenario for the visual interface proposed.

Finally, we present a summary of this work in Chapter 5, discuss the limitations, and

propose some ideas for future work.



Chapter 2

Related Work

The goal of a text retrieval system is to retrieve relevant documents from the col-

lection of documents for a given user query. Specifically, in the exploratory search

process [25] the user usually starts with an open-ended query to seek information

from the collection. It involves the user interaction with the system to refine the

search results according to the user’s specific needs by iterating over a task of finding

maximum relevant documents from the collection. This approach helps the user to

investigate and retrieve the desired documents from the collection. Every exploratory

system has a user interface as a fundamental element to provide iterative user interac-

tion with the system [16]. Our literature review focuses on query expansion assisted

information retrieval models and visualization approaches for information retrieval.

2.1 Query Expansion in IR

Considering the original query lacks the information or a vocabulary mismatch to

retrieve the relevant documents, selecting good terms for expanding or reformulating

the query is necessary. It impacts the retrieval performance of the term matching IR

algorithms significantly.

Query expansion is widely used with different information retrieval models such as

vector-space model [6], probabilistic models, language model [41]. Query Expansion

techniques add meaningful terms to the query, which helps remove the ambiguity,

add more details to the original user query, and fetch the relevant documents that do

not contain the exact terms from the original user query [20]. Query Expansion can

be categorized into Global and Local Query Expansion techniques [39].

2.1.1 Local Query Expansion

The local query expansion technique selects the expansion terms from the documents

listed in the initial search result. Expansion terms can either be selected based on

5
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relevance feedback or pseudo relevance feedback. Relevance Feedback [11] asks the

user to assess the document’s relevance to a given query. In contrast, in pseudo-

relevance feedback [39], the top-k documents are considered as positive documents to

the query for improving the performance of a text-based retrieval system.

Rocchio [30] highlighted the system performance improvement using query ex-

pansion technique through user relevance feedback. It reformulated the initial query

vector based on the user feedback in the vector space model (VSM). In this approach,

the new query vector might move away from the already nearby relevant documents

if the other relevant documents are away from the initial query.

The pseudo relevance feedback (PRF) process, on the other hand, assumes the

top-k retrieved documents as relevant documents for the given query [23]. It is a

commonly used method for dealing with the problem of vocabulary mismatch. In

this approach, the probabilities of the expansion terms are generated from the top-

k documents that are assumed to be positive feedback documents. A query model

is formed, which integrates the count of terms from the query and the expansion

terms probabilities from the feedback document. KL divergence is used to rank the

documents with respect to the query model generated in the second iteration. Other

approaches to select the dominant relevant documents [1] or classifying positive and

negative documents [14] for the PRF method have been proposed. The documents

are clustered based on the frequent local words to find dominant PRF documents in

a novel pseudo significant input documents collection based on clustering method [1].

Nevertheless, using PRF, the expansion terms were sometimes misleading, and very

few terms were relevant to the user query [6]. As there are cases where for a particular

query, there is minimal or no relevant document in the top-k documents out of the

retrieved list.

Henceforth, it is equally essential to consider the negative feedback documents

together with the positive feedback documents. The negative feedback model [38] is

proposed to improve the efficiency in case of difficult queries. The model was evaluated

only for difficult queries with at most three relevant documents in the top-10 initially

retrieved result.

The positive and negative feedback models were integrated [14] and estimated
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using the Expectation-Maximization (EM) [42] algorithm. In this approach, the ex-

pansion term probabilities are computed by assuming that positive term distribution

relies on the context model and negative term distribution relies on both positive

and context models. Also, it includes Kullback–Leibler (KL) divergence [22] to iden-

tify whether the document is a positive or a negative feedback document. However,

this approach requires more top-k feedback documents from the initially retrieved

list to improve their feedback model’s performance. Besides, identifying whether the

document is positive or negative is dependent on the number of negative feedback

documents in initial retrieval. Moreover, the KL divergence model is based on the

assumption that negative documents would contain heterogeneous data. Hence it is

necessary to evaluate the documents selected as positive and negative feedback.

Even though automatic query expansion techniques based on pseudo relevance

feedback perform well on average, they have uncertainty and high variance across the

queries [7]. Moreover, sometimes relevant feedback documents may act as “poison

pills” [35] and impact the model’s performance by automatically adding a certain

number of expansion terms. Hence, in this thesis, we provide an interface for the user

to select the expansion terms.

2.1.2 Global Query Expansion

Unlike local query expansion, the expansion terms in the global query expansion

technique are selected from a knowledge resource such as a thesaurus or corpus of

the entire collection or are semantically related to the query. Popular global query

expansion approaches use methods such as thesaurus [4], ontology [3], WordNet [27]

and word embeddings [10].

It was observed that relevance feedback or pseudo-relevance feedback produces

more effective results compared to global analysis techniques based on linguistic re-

sources, such as WordNet [37] [40]. In the case of word-embeddings, even though the

expansion terms are semantically similar to the query, the terms might deviate the

query. For example, the word embedding suggesting a query “programming language”

might attract words such as “alphabets” and “English”.

It is observed that the terms suggested by the word-embedding model (global)

differ from the pseudo-relevance feedback model (local) [21]. A hybrid model which
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involves both global expansion technique based on word embedding and local query

expansion techniques using the pseudo-relevance feedback [23] was proposed by Saar

Kuzi et al. [21] to expand the initial user query. Another hybrid model based on

the log-based expansion system integrates the query logs and the relevant documents

chosen based on the user click on the documents in initial retrieval [8]. Nevertheless,

these approaches do not take into account the negative feedback model. In our

work, we integrate the word embedding model with positive and negative feedback

models. This will help to enhance the suggested terms from both the global and local

approaches as well as suggest terms when there is only negative feedback provided

from the word-embedding model. Furthermore, we involve the user to give relevant

feedback and select expansion terms from the suggested list.

2.2 Visual exploration for information retrieval

Interactive Intent Modeling [31] involves the user with the system. It helps in ex-

ploratory search where the system is not restricted just to the search textbox and

button. Moreover, an efficient machine learning model with interaction could handle

user noise and enhance the system’s performance.

In an information retrieval system, visual interfaces analyze the initial set of results

retrieved and give a user an insight into how the query terms impact the ranking

of the documents. This would help the user give better relevance feedback, refine

the query, and get a better set of desired results. Text-retrieval documents can

be analyzed by highlighting the terms or features matched by the query and then

displaying each word’s intensity through visualization, such as TileBars [15]. For

facet queries, TileBars helps visualize how query terms are distributed in documents

in a compact manner. TileBars is based on frequency term matching and does not

consider vocabulary mismatch, and it is scaleable for searching few terms but not

for long queries. DeepTileBars [34] is a neural approach inspired by TileBars. In

this approach, term features are visualized between query and document segment.

The interaction matrix generated is then fed to the neural model to obtain the final

ranking score.

VIBE [26] is another frequency-based visualization technique where the documents

are positioned based on the similarity ratio with the query terms known as Points of
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Figure 2.1: VIBE system showing hundreds of documents. Documents are positioned
based on the similarity ratio with the query terms known as Points of Interest. [26]

Interest (POIs). VIBE is an interactive tool that can show hundreds of documents,

as illustrated in Fig. 2.1 and re-position the POIs and add or remove POIs. However,

it was hard to analyze the region if the documents were placed close by, and it did

not support the re-ranking of the documents on the change of POIs position in the

map.

VIBE’s shortcomings have been addressed by Visual Re-Ranking for Multi-Aspect

Information Retrieval [18], which enables a user to analyze the query terms and refine

the document selection by selecting a point on an interactive relevance map interface.

The user can set the position of the query terms in 2-D space, and documents are

positioned accordingly with respect to the query terms, as shown in Fig. 2.2. In

addition, the user can also activate or deactivate the query phrase to analyze the

effect of different query terms.

WebRat [13] and VisElabor [19] allow and assist the user to refine the query. In

WebRat Visualization [13], the user starts with a general query, and the document

results are visualized using dynamic, interactive clustering. The labels are generated

on the fly based on the concentration of the documents. Users can select the topic
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Figure 2.2: Visual Re-Ranking for Multi-Aspect Information Retrieval: The interac-
tive relevance map is rendered based on three topics selected shown in the red label,
and one topic disabled is greyed out. The user can select the exploration cursor (in
blue) to select the region for re-ranking the documents. Documents rendered as red
points are the top documents retrieved in rank list [18].

labels from the visualization to refine the query. VisElabor [19] for the elaboration of

search results consists of four views: list view (ordered list of hits based on the search

engine ranking), category view (ordered list of categories (clusters) based on cluster

size), graph view (represents the relationship among the search results) and full-

text view (selected document in a browser window). Users can change the cluster’s

threshold value to refine the query and get the result of the specific topic of interest.

This provides the various possible views of the same data.

The traditional approach for visualizing the document space is projection-based

approaches that project the multi-dimensional documents represented by TF-IDF

or Doc2Vec [24] using linear or non-linear dimensionality reduction approaches to

represent the documents in 2-D or 3-D space.

TRIVIR uses techniques such as t-Distributed Stochastic Neighbor Embedding

(t-SNE) [36] and Least-Square Projection to plot the documents in a 2-dimensional

space. The interface proposed in TRIVIR, where documents are projected on a
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Figure 2.3: TRIVIR interface: The scatterplot view (2) projects the documents
based on TF-IDF or word-embeddings representation using the projection technique
t-SNE (also supports least-square projection). The interface provides various views
to filter the documents [9]

scatterplot, is shown in Fig. 2.3. The circles plotted with green, blue, yellow, and

red color represent query document, positive user feedback, negative user feedback,

and positive feedback suggested by the system using a machine learning algorithm.

This interface allows the user to interact with the machine learning algorithm for

suggesting the relevant documents and had a static document collection space based

on TF-IDF or word-embeddings.

In this thesis, we propose an adaptive visualization document-query relation space.

The document is represented as the vector of relevance scores with the query and other

documents containing one or more query terms. The visualization helps the user to

explore the document and give feedback to the hybrid query expansion model. After

that, the user can select or deselect the terms from the listed expansion terms; they

are all selected by default. The visualization adapts according to the expansion terms

selected and the user relevance feedback provided.



Chapter 3

Model Framework

This chapter describes the system flow and the model framework of the proposed

visual interface, assisted by hybrid query expansion.

3.1 Overview

Given a user input query Q which consists of terms tQ = {tQ1, tQ2, tQ3, ..., tQy} and

a collection of documents D = {D1, D2, D3, ..., DM}, where a document Di from

collection D consists of terms tDi = {tDi1, tDi2, tDi3, ..., tDiz}. Consider S a subset of

documents from the document collection D which consists of only those documents

that contain one or more terms from the query terms tQ, S = {D1, D2, ..., DN}.
BM25 (Best Matching) [29] is the standard retrieval algorithm used for retrieving

ranked list of relevant documents from a collection of documents D using query Q.

BM25 score of a document Di for a given query Q is computed as:

score(Q,Di) =
y∑

x=1

term score(tQx, Di) (3.1)

term score(tQx, Di) = IDF(tQx) · f(tQx, Di) · (k1 + 1)

f(tQx, Di) + k1 · (1− b+ b · |Di|
avgdl

)
(3.2)

where f(tx, Di) is Q’s term frequency in the document Di from the collection D, |Di|
is the length of the ith document in words, avgdl is the average document length in

the text collection D from which documents are drawn. k1 and b are free parameters.

IDF (qi) is the IDF (inverse document frequency) weight of the query term tQx. It is

computed as [28]:

IDF (tQx) = 1 + log(
N + 1

n(tQx) + 1
) (3.3)

where N is the total number of documents in the collection, and n(tQx) is the number

of documents containing tQx

12
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User queries are shorter and lack information, due to which term-matching al-

gorithms are not able to retrieve relevant documents. Hence, query expansion is a

popular approach to add more details to the query and overcome vocabulary mis-

match problems.

Pseudo-Relevance feedback is a widely used approach with different IR algorithms

to get the query expansion terms based on the initial retrieved results. It considers

the top-k documents to be relevant to the query and suggests terms. However, in

case of some queries, it might be possible that there is no relevant document in the

initial retrieval [38]. Hence it is essential to consider the positive feedback model and

negative feedback model combination to get the expansion terms. Pseudo-relevance

feedback produces a more effective approach than global analysis techniques based

on linguistic resources, such as WordNet techniques [40]. Top terms suggested by the

word-embedding model differ from pseudo-relevance feedback [21]. Hence, integrating

the word-embedding expansion model with the relevance model improved the query

expansion’s performance but did not account for the negative feedback model. In this

thesis, we consider user relevance feedback, where P = {D1, D2, ..., DK} is a set of

positive documents and N = {D1, D2, ..., DL} is a set of negative feedback documents

assessed by the user. We integrate the positive and negative feedback model based on

user relevance feedback which generates probabilities of the terms from the feedback

documents using Expectation-Maximization (EM) algorithm with word embedding

model for suggesting the most probable terms.

If the data is incomplete or the likelihood function has latent variables, the

Expectation-Maximization algorithm is a general approach for maximum-likelihood

estimation. In this thesis, we use the EM algorithm for estimating the probabilities

of the terms. We have the known variable context model that is the distribution of

the terms in the given collection. For the positive feedback model, we use an EM

model to compute the latent variable: the distribution of positive terms given the

positive feedback documents, and the known variable is the context model. In the

negative feedback model, we use the EM model to compute the latent variable: the

distribution of negative terms given the negative feedback documents. In this case,

the known variables are the positive feedback model and the context model.

The weights generated by the positive and negative feedback model are used to
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re-weight the query terms and include the weights of the expansion terms to be

suggested. These weights are then used in the Eq. 3.2 to get the weighted BM25

relevance score for each term in the query and expansion term list.

For the information retrieval interface, a standard approach to represent the docu-

ments is the vector space model (VSM) [32] of TF-IDF vectors or Doc2Vec on scatter

plot using dimensionality reduction techniques such as t-SNE. This thesis proposes a

visual interface where one document is represented in terms of the other documents

from a collection containing one or more query terms and the query. The interface

helps the user to analyze the documents and give feedback and select the suggested

expansion terms. The document relation is re-weighted based on the expansion terms.

Besides, it changes the query vector relevance score of positive and negative feedback

documents. These factors make the document-query space adaptive to the expansion

terms and user feedback to updates the representation.

The overview of the query expansion assisted visual interface is shown in Fig. 3.1.

The proposed visualization matrix visualizes the document-query space that contains

the user input query, Q, and documents from the S. The document-query space allows

the user to interact with the interface and provide feedback documents. The hybrid

expansion model suggests the expansion terms based on the user relevance feedback.

Now, the user can select the expansion terms from the suggested list and re-search.

The document-query space adapts based on the provided feedback documents and

selected expansion terms.

3.2 Design Guidelines

In this section, we propose the design guidelines for our visual interface system based

on the literature review for visual interface in information retrieval and query expan-

sion models:

G1 - Representing documents from the collection that contains one or more query

terms and the query in a document-query space and projecting it into a 2-Dimensional

space. Here we project the documents as the vectors of relevance score with other

documents.

G2 - To suggest expansion terms based on the initial retrieved list and global

analysis techniques such as word-embedding. The positive and negative feedback



15

Figure 3.1: Framework of the Hybrid Query Expansion assisted Visual Interface

model integrated with the word-embedding model. Here, the positive and negative

feedback model are based on EM algorithm. For word embedding model we compute

the centroid of the query the query terms. The terms suggested by word embedding

models are semantically similarly to the computed query centroid based on cosine

distance.

G3 - A document-query space in G1 is adaptive to the expansion terms selected

from G2 and the user relevance feedback. The document-query space is adaptive

because the document’s relevance score is determined as a function of its query terms

and expansion terms, which are given higher weight than other document terms.

Additionally, the user feedback impacts the representation by changing the relation of

positive and negative feedback(s) with query. These two factors makes the document-

query space adaptive to the user feedbacks and expansion terms.

3.3 System Flow

We propose an interface in this thesis with adaptive document-query space visual-

ization and a hybrid query expansion model for implementing the design goals. The

interface visualizes document collection S and query Q in a document-query space
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Figure 3.2: Overview of our framework. The numbers indicate the different sections
of the visual interface. (1) Search Bar, (2) scatterplot of documents and query, (3)
Document View displaying the document content of the current point select, (4)
Ranked list of 20 documents positioned near to the query, (5) A pop-up to view the
content of document from the Ranked List, (6) Query Term Occurrence shows the
group of terms that occur in the documents from the query, (7) Filtered documents
on scatterplot based on the selected terms from the query term occurrence and (8)
Expansion term suggestion in order of highest to lowest probability based on our
query expansion model.
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based on Q and other documents in S (Design goal G1). The interface is adaptive

since the vector presents a document as a relevance score with all the other doc-

uments. The relevance score is calculated by giving more weight to the terms in

the query and the expansion terms selected in comparison to the other terms in the

document (Design goal G3).

The interface view is presented in Fig. 3.2. The user starts with the desired

query to find the documents of interest from the collection using the search bar (1).

The user clicks the search button. The document-query space scatterplot renders all

the documents from S containing one or more query terms, and the query Q (2).

In this scatterplot, the query point is represented by a yellow color point, and the

documents are colored with different shades of purple based on the number of terms

matched from the query. The user can click on any point from the space and view

the document content in the document view (3). In the document view, the query

terms and expansion terms are highlighted in yellow and orange, respectively. The

system has a ranked list of documents near the query point sorted based on Euclidean

distance from the query (4). This ranked list shows the title of the documents, and

the user can click the title to see the content of the document displayed in a pop-up

window (5). The system provides the user an ability to filter specific documents to

be rendered on the scatterplot based on the group of query terms that occurs in the

document (6). These views will help the user analyze the documents.

The user can assess the documents by giving positive feedback if the document

is relevant to the user query or negative feedback if the document is not relevant. A

pop-up with an up-vote and down-vote button to provide feedback is shown when the

user clicks on a particular document point displayed in a scatterplot (2).

The system suggests top-10 expansion terms to the user based on the feedback

document(s) and word-embedding model (8). By default, all the ten expansion terms

are selected. The user can remove the terms or add them again from the default

suggested list of expansion terms and re-search based on the query and new set of

expansion terms (Design goal G2). The document representation is updated as the

relation of the document regarding the other documents. A dynamic representation

is used for the document-query space instead of a static representation based on TF-

IDF or Doc2Vec. The visual interface is adaptive as the matrix is influenced by the
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expansion terms selected and the feedback documents provided by the user.

3.4 Model Framework

3.4.1 Local Query Expansion Model

The feedback model, which is a combination of positive and negative feedback, im-

proves the retrieved results compared to pseudo relevance feedback, considering only

positive feedback [14]. Here, a document model is represented by the unigram lan-

guage model or the term distribution. The positive term distribution or feedback

model is based on context term distribution, whereas the negative term distribution

is based on positive and context term distribution.

Expectation-Maximization (EM) Algorithm: To compute the term distribu-

tion for negative and positive feedback documents we use two feedback models based

on EM algorithm: positive feedback model and a negative feedback model.

The general procedure of the EM algorithm is as follows [42]:

� Initializing the latent variable θ(0) randomly or heuristically based on some

prior knowledge about where the optimal parameter value might be. Here we

use normalized term frequency for each term from the given set of positive or

negative documents as a heuristic.

� Alternate between the following two steps to improve the estimated latent vari-

able θ(i−1):

Step 1: The E-step (expectation): Compute term distribution for positive feed-

back model θP or negative feedback model θN .

Step 2: The M-step (maximization): Re-estimate the term distribution for θP

or θN by maximizing the likelihood function:

� Stop when the likelihood function converges.

Context Model: The context model θC illustrates the contextual information of

documents by representing the distribution of common terms in the corpus. p(t|θC)
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which is formulated as:

p(t|θC) =
c(t, C)∑

t′∈V c(t′, C)
(3.4)

where c(t,C) is frequency of the term in the C and V represents list of all the terms

in corpus.

Positive Feedback Model: The EM model computes the probability distribution

of terms with respect to the positive feedback documents by iterating over the ex-

pectation (E-step) and maximization (M-step) step until the log-likelihood function

converges. Initially, the latent variables are set randomly or heuristically. Here we set

the variables as the term frequency in the positive feedback documents normalized

all the term frequency in the positive feedback documents as shown in Eq. 3.6.

Estimation step (E-step) computes the expected likelihood for the complete data

where the expectation is taken with respect to the computed conditional distribution

of the latent variables that is positive feedback model θP given the observed data θC .

E-Step (Expectation):

H
(n)
t =

λp(n)(t|θP )

λp(n)(t|θP ) + (1− λ)p(n)(t|θC)
(3.5)

Here λ is a constant between [0,1) for controlling the ratio of positive feedback

model and context model.

To compute E-step we need to initialize the hidden variables. Here, P 0(t|θP ) is

initialized as:

P 0(t|θP ) =

∑n
j=1 c(t|dj)∑

i

∑n
j=1 c(ti|dj)

(3.6)

Here c(t|dj) is the frequency of a term t in the document dj from the set of

documents in P.

In the maximization step (M-step) we re-estimate the term distribution for positive

feedback model θP by maximizing the log-likelihood function.

M-Step (Maximization):

P (n+1)(t|θP ) =

∑n
j=1 c(t|dj)H(n)(t)∑

i

∑n
j=1 c(ti|dj)H(n)(ti)

(3.7)

Log-Likelihood for the term distribution from the given positive feedback model

is maximized over the iterations:

log p(t|θP ) =
∑
d∈P

∑
t∈V

c(t, d) log[λp(t|θp) + (1− λ)p(t|θc)] (3.8)
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Here θP is estimated by maximizing the log-likelihood function, and it focuses

more on discriminative positive terms and removes the background noise or common

terms generated by the context model.

Negative Feedback Model: There are two types of negative feedback model:

single and multiple negative feedback models. In single negative feedback, the model

generates the probability distribution over all the negative feedback document(s).

On the other hand, there is one EM model for each negative feedback document in

multiple negative feedback models, and maximum probability is considered for each

term.

In our work, we select a single negative feedback model. As in the multiple

negative models, the feedback documents might be of different topics and would

capture negative terms from each feedback document individually [38] [14]. Also, in

this thesis, we do not consider negative probabilities to penalize the relevance score.

Expectation-Maximization model is used to generate the probabilities p(t|θN)

where t is the candidate term and θN is the negative feedback model.

Estimation step (E-step) computes the expected likelihood for the complete data

where the expectation is taken with respect to the computed conditional distribution

of the latent variables that is positive feedback model θN given the observed data θC

and θP (obtained from the positive feedback model).

E-Step (expectation):

L(n)(t) =
γNp(t|θN)∑
x γxp(t|θx)

(3.9)

Here x is in [P, N, C].γx is the constant for adjusting the proportions of the positive

model θp, negative model θn and context model θc contributing to the probability∑
x γx = 1.

To compute E-step we need to initialize the hidden variable. Here, P 0(t|θN) is

initialized as:

P 0(t|θN) =

∑n
j=1 c(t|dj)∑

i

∑n
j=1 c(ti|dj)

(3.10)

Here c(t|dj) is the frequency of a term t in the document dj from the set of

documents N.

In the maximization step (M-step) we re-estimate the term distribution for nega-

tive feedback model θP by maximizing the log-likelihood function.
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M-Step (maximization):

P (n+1)(t|θN) =

∑n
j=1 c(t|dj)L(n)(t)∑

i

∑n
j=1 c(ti|dj)L(n)(ti)

(3.11)

Log-Likelihood for the term distribution from the given negative feedback model

is maximized over the iterations:

log p(t|θN) =
∑
d∈N

∑
t∈V

c(t, d) log[
∑
x

γxp(t|θx)] (3.12)

Here, the negative terms are generated, and background terms from the positive

and context model are eliminated.

3.4.2 Word Embedding Expansion Model

In word embeddings, it is possible to perform arithmetic operations on word vectors to

get semantically related word vectors. This property is leveraged to get the expansion

term using word embeddings. We use the centroid vector ~qcent obtained from the query

terms vector by taking their mean and normalizing it to a unit vector. Top n terms

nearest to the centroid vector obtained from the query terms are selected from the

Word2Vec model [21]. The probability of these n terms are computed as :

p(t| ~qcent) = exp(cos(qi, t)) (3.13)

Now, from the word embedding model in Eq. 3.13 top v terms are fetched and

sum normalized denoted by P (t|M).

3.4.3 Hybrid Expansion Model

The obtained word-embedding model is then combined with the positive and negative

Feedback Model based on EM algorithm using an interpolation parameter β. The

final query expansion terms probabilities are generated using:

p(t|θF ,M) = βP ∗ p(t|θp) + βW ∗ P (t|M)− βN ∗ p(t|θN) (3.14)

Here βP , βW , βN are the constants for adjusting the proportions of the positive feed-

back model θp, word-embedding model θc and negative feedback model θN respec-

tively, contributing to the probability. Here βP + βW + βN = 1.
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Algorithm 1 Query Expansion Model

Input: User Query, Positive and Negative Feedback document.

Output: Probability weighted expansion and query terms.

tQ: terms in query Q

tp: Terms from Positive Feedback document(s) P

tn: Terms from Negative Feedback document(s) N

W : Word Embedding model

prob positive: P (tp|θP ) computed using Eq. 3.7

prob negative: P (tn|θN): computed using Eq. 3.11

~qcent: compute centroid of all the query words

tw: Top n terms similar to ~qcent in W

prob word em: p(tw| ~qcent) : compute probability as shown in Eq. 3.13

{Now, the prob positive, prob negativeandprob word em are sorted and top-x

terms with their probabilities are selected. Here top-x is the threshold limit.}
threshold limit: Number of terms to consider after sorting based on probabilities

from highest to lowest.

{sum normalize data: sum normalize the probabilities}
prob positive = sum normalize data(prob positive[0 to threshold limit])

prob negative = sum normalize data(prob negative[0 to threshold limit])

prob word em = sum normalize data(prob word em[0 to threshold limit])

final map: computed as shown in Eq. 3.14

positive map: sum normalize data(final map where value gt 0)

negative map: final map where value lt 0

Initialize: final query

for every ti in set(tQ + positive map) do

if ti in tQ then

term weight = tQ.count(ti) + positive map[ti, 0] + negative map[ti, 0]

else

term weight = positive map[ti]

end if

final map[ti] = term weight

end for
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The proposed query expansion model is summarised in Algorithm 1. Based on the

user feedback documents P and N and trained word-embedding W, top-k terms are

suggested to the user. The negative probability distribution prob negative obtained

considers only the terms present in the query, positive feedback document, and word-

embedding distribution. All the distributions are sum normalized after selecting the

top terms sorted in descending order at a given threshold limit. The final probability

map for query expansion is generated using Eq. 3.14. The obtained final map is then

divided into positive term map and negative term map; the positive term map is

sum normalized. The query terms are weighted based on their weight in a query,

positive map, and negative map (the negative map has weights less than zero). After

re-weighting the query top-n expansion terms from the positive map are suggested to

the user.

3.4.4 Document Visualization

The document vector is represented in terms of relevance score with other documents

in S and query Q. The documents in collection S and the query Q are converted to

vector and then used to generate a matrix M.

Computation of the document vector Di containing a set of terms td is illustrated

in Algorithm 2. The td consists of top-k TF-IDF terms from the documents. Here K

is set to the average document length of the collection. To make the system adaptive,

we weigh the document terms present in the query by adding the term’s count in the

query with the TF-IDF of the term in that document, whereas other document terms

are weighted based on their TF-IDF value.

If the user selects query expansion terms, then the query terms and expansion

terms are weighted by adding the weight generated from the query expansion model

in Algorithm 1. After the documents are converted to the weighted terms, they are

used to calculate the relevance score using the BM25 score function in Eq. 3.1 with

respect to the other documents in S and Q.
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M =



score(S1, S1) score(S1, S2) ... score(S1, SN) score(S1, Q)

score(S2, S1) score(S2, S2) ... score(S2, SN) score(S2, Q)

... ... ... ...

score(SN , S1) score(SN , S2) ... score(SN , SN) score(SN , Q)

score(Q,S1) score(Q,S2) ... score(Q,SN) score(Q,Q)



Matrix M is then normalized by dividing each row by its diagonal element:

Mij =
Mij

Mii

(3.15)

where Mij is the matrix element at ith row and jth column. Here Mii will be the

diagonal element with respect to which the ith row is normalized. The normalized

matrix obtained is then converted to a symmetric matrix by using the following

equation:

M =
M +MT

2
(3.16)

The matrix element scores obtained are then converted to dissimilarity score using

the following equation:

dis score(Mij) =
2

1 +Mij

− 1 (3.17)

We use a non-linear dissimilarity equation to convert the similarity matrix of normal-

ized BM25 scores. In matrix M , all the documents are similar to the query based

on one or more terms. It might be the case that relevant document(s) have fewer

query matching terms and have a low similarity score. Consider a document with a

similarity score of 0.5. The linear formula 1 −Mij would give us a 0.5 dissimilarity

score. In contrast, using the Eq. 3.17, we get a dissimilarity score of 0.333. A matrix

of dissimilarity scores are then generated using Eq. 3.17.

Mf =



dis score(M11) dis score(M12) ... dis score(M1N) dis score(M1Q)

dis score(M21) dis score(M22) ... dis score(M2N) dis score(M2Q)

... ... ... ...

dis score(MN1) dis score(MN2) ... dis score(MNN) dis score(MNQ)

dis score(MQ1) dis score(MQ2) ... dis score(MQN) dis score(MQQ)
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Here, the rows of the final matrix Mf are the truncated documents of length less

than or equal to the average document length. The modified documents represented

as the rows of dissimilarity matrix are then converted to 2-dimensional space using

t-SNE. The obtained 2-dimensional matrix is visualized as a document-query space

which consists of the query Q and the modified documents from S.

The document-query visualization space would be rendered based on the proposed

visualization approach for the given user inputs the query. For ranking of the docu-

ments, Euclidean distance is computed between the t-SNE projection of query with

rest of the documents in S and sorted in the order that has minimum Euclidean

distance from the query.

The user can click on the document and view the content of the document in

the document view. Based on the preference and content, the user can give up-vote

(positive feedback) or down-vote (negative feedback) to a document. The hybrid

query expansion model suggests expansion terms based on the submitted user feed-

back document(s) and word-embedding. The suggested expansion terms are selected

by default; users may deselect terms from the initial expansion terms selected.

Based on the expansion terms selected, the similarity matrix M is updated as

weights of the expansion terms are included in the similarity calculation shown in Al-

gorithm 2. Additionally, the dissimilarity matrix weights in Mf are updated based on

the feedback document(s). The dissimilarity matrix element for positive documents

and query are updated to 0 whereas, negative feedback documents and the query are

modified to maximum value from Mf .
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Algorithm 2 Generating Matrix M

Input: User Query Q and Document collection S.

Output: Generating document vectors for matrix M

rep collection = [S,Q]

tQ: terms in query

for every d in rep collection do

t d = getTermsFromDocumet(d)

{Here, function getTermsFromDocument fetches the top-k TF-IDF terms from

the input document. Here top-k is the average document length of the collection.}
term prob map : obtained after user filtering terms from final map obtained from

algorithm 1

doc query = ””

{doc query is the final weighted query which includes the expansion terms as

well if selected. If expansion terms are selected, term prob map will be true.}
for every t in t d do

if term prob map then

if wt in term prob map.keys() then

doc query = doc query+” ”+wt ∗ (term prob map.get(t) + tfidf(t, d))

end if

else if t in tQ then

doc query = doc query+” ”+wt ∗ (count(t, Q) + tfidf(t, d))

else

doc query = doc query+” ”+wt ∗ (tfidf(t, d))

end if

end for

document vector d = score(doc query, rep collection)

{score function computes the BM25 score with the weighted query formed and

assigned to variable doc query.}
end for



Chapter 4

Experiments

4.1 Experimental Setup

4.1.1 Dataset

To evaluate our system, we use the CACM collection, a collection of titles and ab-

stracts from the journal CACM [12].

Collection No. of Documents Queries Avg. Document Length

CACM 3204 64 36

Table 4.1: Statistics of collection used for experiments evaluations

We extract the title, author’s, keyword, and abstract from the dataset. It is

observed that one document does not contain a title, and out of 3204 documents,

only 1587 documents had abstract content. Also, out of 64 queries given, only 52

queries have relevance judgment documents associated.

4.1.2 Development Environment

Our system is developed using HTML, CSS, javascript and D3 [5] for the front-end

and Python1. for the back-end. The PyLucene Toolkit2 is used to index the document

collection and calculate similarity function BM25.

4.1.3 Text pre-processing

The content of the document is pre-processed by removing the stop words from the

given list of 429 common words with the CACM dataset and the string punctuation

symbols. We use the Snowball stemming algorithm to remove the more common

morphological and inflexional endings from words.

1https://www.python.org/
2https://lucene.apache.org/pylucene/.
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4.1.4 Word Embedding

Training word-embedding on domain-specific data helps to suggest the query ex-

pansion terms that are more frequent in relevant documents [10]. However, CACM

collection was insufficient to generate the word2vec model that captures semantic

relationships using different parameter settings. Hence we used the vocabulary of

the CACM collection except for the common words and fetched the vectors from the

pre-trained word2vec model trained on Google News documents3.

4.1.5 Baseline and Performance Metrics

We consider the standard probabilistic model used for retrieving a ranked list of

documents, BM25 (Eq. 3.1), as our baseline. The search results are evaluated over

the top-20 ranked list of documents for the given user query. We use precision,

recall, mean average precision (MAP), and Normalized Discounted Cumulative Gain

(NDCG) [17] as performance metrics for the system.

4.1.6 Evaluator for Query Expansion Model

For evaluating the performance of our query expansion model, we stimulate user

feedback. The top 10 documents are selected from the initially retrieved list to select

the feedback documents. According to the gold standard, the document is voted as

a positive document if it is relevant to the query or as a negative document if it is

not. Here the gold standard are the true labels of whether the document is relevant

or not for the given query provided with the dataset. Top 10 expansion terms apart

from query terms are selected from the suggested list with the initial query to get the

second iteration performance metrics.

Performance of different query expansion models based on the stimulated number

of relevance feedback is shown in Fig. 4.1. The MAP@20 and NDCG@20 scores are

averaged over three runs, each with a different set of feedback documents provided

in each run. Here, on the x-axis, the number of feedback documents includes the

same set of positive and negative feedback documents for each model from the top-10

documents in the initially retrieved list of documents.

3https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/.
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Figure 4.1: MAP and NDCG score averaged over 3 runs for different number of
feedback documents given for Query Expansion Models.

It is observed that integrating the word-embedding model with the positive and

negative feedback model increases the models’ performance over the other models.

The proposed model performs better in terms of MAP@20 and NDCG@20 scores

than the other query expansion models. However, with more feedback documents

(eight to ten), the combined positive and negative models perform better.

4.1.7 Parameter settings

Parameters for BM25 Algorithm in Eq. 3.1 are tuned to k1 = 1.2 and b = 0.75, empiri-

cally for CACM queries. Parameters for query expansion model λ, γN , γP , γC , βP , βW , βN

are set as 0.5, 0.5, 0.2, 0.3, 0.5, 0.3, 0.2 respectively. The query expansion model pa-

rameters are set empirically based on the MAP and NDCG scores using the evaluator

to stimulate relevance feedback. For converting document representation to 2-D,

TSNE perplexity is set to 30 empirically for the CACM document collection.

4.2 Application Use Cases

Consider a scenario where a user wants to find all the relevant documents from the

domain-specific collection data. For example, a doctor might want to go through

all the case history regarding a particular disease or a lawyer searching for previous

cases and evidence from a set of legal documents. In this thesis, we consider the
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CACM dataset from which a student wants to study relevant papers from computer

science regarding a particular topic of interest. This system helps the user to analyze

documents visualized in a document-query space compare to the standard rank list.

Users can also filter the documents based on the group of query terms occurrences.

Moreover, the user can also provide positive or negative feedback to a document based

on the document’s content. As a result of the user’s input, the system suggests the

expansion terms using a hybrid expansion model. The user can eliminate terms that

do not match the context of the query from the suggested list of terms. The visual

document-query space would adapt based on the suggested expansion terms and the

user feedback documents on re-search.

4.3 Use case Scenarios

Consider a scenario where a user wants to explore the collection of documents and

find relevant documents for a given query. Here, we consider the CACM dataset as

our collection of computer science papers with title, author, and abstract.

4.3.1 Scenario 1

Initial retrieval result using the proposed visual interface for the given user query:

“code optimization for space efficiency”. As per the gold standard, there are 11

relevant documents for the given user query.

User inputs the given query to find the relevant documents using the interface pro-

posed. The performance metrics of the baseline BM25 and the proposed document-

query space (QE-VizIR) are shown in Table 4.2.

Precision@20 Recall@20 MAP@20 NDCG@20

BM25 0.30 0.5454 0.2590 0.4796

QE-VizIR 0.35 0.6363 0.3784 0.5914

Table 4.2: Performance Measure of the baseline model BM25 and the interface pro-
posed in this thesis on initial retrieval (VizIR) for the User Query in scenario 1.
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4.3.2 Scenario 2

A user interacting with the interface gives positive and negative feedback and re-

search after selecting the desired suggested query expansion terms to improve the

performance of the system.

1

2 3

4

Figure 4.2: Initial search results for the given user query. Top-10 expansion terms
are suggested based on the user query and feedback.

Here, we consider the user query: “optimization of intermediate and machine

code”. According to the gold standard, there are 16 relevant documents for the given

query.

Exploration and User Feedback: After obtaining the initial result for the given

query, the user can then explore the document-query space as shown in Fig. 4.2. Here,

the user can analyze the result based on the preferences by evaluating the document

based on the term intensity color of the points if they have maximum query terms.

Besides, users can filter the documents based on the query term occurrence to find

the documents containing a certain group of specific query terms or evaluate the

documents near the query point. The green point represents the positive feedback

given, as it has high intensity based on query terms and is relevant to the query (1).
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Figure 4.3: Second iteration, after submitting the select list of query expansion terms
the document-query space re-renders.

Document selected with the document view (2) in the figure based on the query term

occurrence of terms ‘optimization’, ‘machine’ and ‘code’. It has important terms,

but the document’s context is not relevant, so it has been given a down-vote. One

more negative feedback document was selected from the cluster near the query (3).

The user can also see the ranked list generated based on the top 20 documents near

to query point (4). (Note: light green color in the ranked list indicates the relevant

document for the given query as per gold standard). Finally, one positive feedback

and two negative feedback documents are submitted to query. Based on that, the

system suggests a list of expansion terms.

Query Expansion and Result Analysis: After exploration, giving feedback(s)

and obtaining the query expansion list. The user can remove the expansion term(s)

if the terms are more general or might not add the correct information to the query.

In this case, we select all the expansion terms suggested by the system. Document-

query space adapts and re-render based on the feedback(s) and expanded user query

in the second iteration as shown in Fig. 4.3. Now, in the ranked list, more relevant

documents are retrieved compare to initial retrieval. The positive feedback document
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has now been included in the top-20 ranked list. Nevertheless, relevant documents

did contain the terms from the suggested expansion list and attracted the query.

Additionally, one of the negative feedback documents surrounded by a cluster of

documents near the query point in initial retrieval is moved far away with all the

cluster documents around itself. The documents in the cluster highlighted in Fig. 4.3

were not relevant to the user query. They were of the same topic focusing on the

optimization of code for decision tables.

The performance of the BM25 and visual interface proposed in initial retrieval

and after query expansion is shown in Table 4.3. Here, the visual interface was able

to retrieve the same number of relevant documents as BM25 (baseline), but NDCG

and MAP were better in the case of BM25. After providing feedback documents and

adding expansion terms in the second iteration, it was observed that the system was

able to improve the retrieved results.

Precision@20 Recall@20 MAP@20 NDCG@20

BM25 0.20 0.25 0.1241 0.3114

QE-VizIR Iter-0 0.20 0.25 0.0662 0.2312

QE-VizIR Iter-1 0.40 0.50 0.1619 0.4114

Table 4.3: Performance Measure of the baseline model BM25 and the interface
proposed in this thesis on initial retrieval (QE-VizIR Iter-0) and after expansion
term selection and user feedback provided in second iteration (QE-VizIR Iter-1) for
the User Query in scenario 2.

4.3.3 Scenario 3

A user interacting with the interface cannot find any positive documents after ana-

lyzing few documents. So, the user provides only negative feedback documents and

re-search after selecting the desired suggested query expansion terms to improve the

system’s performance.

Here, we consider the user query: “computer performance evaluation techniques

using pattern recognition and clustering”. According to the gold standard, there are

21 relevant documents for the given query.

Exploration and User Feedback: On the initial result, the user explores the

document-query space as shown in Fig. 4.4. In the initial retrieved list, there is no
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Figure 4.4: Initial search results for the given user query. Top-10 expansion terms
are suggested based on the user query and feedback.

relevant document in the top-20 documents. Considering the user decides to evaluate

the documents near the query, after assessing 3-4 documents, the user cannot find

any relevant document for the query. So the user submits only negative feedback doc-

uments to get the expansion term suggestion. In this case, terms from the query are

penalized based on the negative feedback model, and expansion terms are suggested

based on the word-embedding model.

Query Expansion and Result Analysis: The list of 10 suggested expansion

terms that are selected by default can be seen in Fig. 4.4. The expansion terms

selected by the user from the suggested list, and the updated document-query space,

can be seen in Fig. 4.5. In the new ranked list, the relevant documents that are

fetched only contain two terms from the selected expansion terms:“methodology”

and “characteristics”.

The performance of the BM25 and visual interface proposed in initial retrieval and

after query expansion is shown in Table 4.4. Here, the visual interface (QE-VizIR

Iter-0) was not able to retrieve any relevant documents, whereas BM25 (baseline) was

able to retrieve 3 out of 21 relevant documents. After providing feedback documents
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Precision@20 Recall@20 MAP@20 NDCG@20

BM25 0.15 0.1428 0.0292 0.1425

QE-VizIR Iter-0 0.00 0.00 0.00 0.00

QE-VizIR Iter-1 0.35 0.3333 0.2546 0.5264

Table 4.4: Performance Measure of the baseline model BM25 and the interface
proposed in this thesis on initial retrieval (QE-VizIR Iter-0) and after expansion
term selection and user feedback provided in second iteration (QE-VizIR Iter-1) for
the User Query in scenario 3.

and adding expansion terms in the second iteration, it was observed that the system

was able to improve the retrieved results.

Figure 4.5: Initial search results for the given user query. Top-10 expansion terms
are suggested based on the user query and feedback.

4.4 Discussion

The different query expansion models’ performance based on the user relevance feed-

back stimulated using the evaluator is shown in Fig. 4.1. It was observed that the

query expansion model using only word-embeddings could improve the map by only

0.63% as even though the word-embeddings provided semantically similar terms.
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However, some terms were not in the context. For example, for the query: What

articles exist which deal with TSS (Time Sharing System), an operating system for

IBM computers? The terms suggested were January, December, April, agreement,

pascal. These terms are suggested due to the time and deal vector in the query.

In contrast, when integrated with the positive and negative feedback model with a

small weight ratio, it enhances the model’s performance at using fewer relevance feed-

back documents. Moreover, we only penalize the terms present in the query, positive

documents, and word embedding for the negative feedback model. Including the un-

seen terms generated by the negative feedback, the model might lower the rank of

non-relevant documents.

For the visual interface proposed in this thesis, based on the sample queries, it is

observed that the hypothesis of representing the documents in terms of other docu-

ments and query does place the documents having the most similar terms together.

Also, it is observed that changing the representation based on the user feedback does

impact the document query. As in user scenario 2, one document in a cluster was given

negative feedback, and on the re-search, the entire cluster is moved away from the

query. The interface does provide easy navigation, analysis, and feedback mechanism

using the document-query visualization approach.



Chapter 5

Conclusion

5.1 Limitations

The positive and negative feedback models used have the same limitation of finding

global optima as initial probabilities for E-step are chosen based on TF-IDF values

of the term and negative feedback depends on the positive model probabilities when

estimating the EM model [14]. Moreover, the word-embedding used are the vectors

from the pre-trained model and has some corpus terms missing; training the word

embedding over the larger set of computer science papers abstract dataset might

boost the word-embedding model’s performance.

To render the documents in 2-D document-query space, we use t-SNE. It was

observed that fixed perplexity might not generalize to different queries or expansion

terms since changes to perplexity can improve the results for few sample queries. In

some cases, the relevant document to the query containing the most matched terms

might be pulled away by the other documents having more relevance scores with

respect to that document. As a result, sometimes, the visual interface’s initial rank

list might not be as effective as BM25, as seen in use case scenario 3. However, it can

be improved by using the hybrid query expansion algorithm and user feedback.

Moreover, the weights generated by the hybrid query expansion model are inter-

nal. The user has no knowledge or control over the modified query weights and the

expansion term weights used to create the document-query space representation.

The computation of the similarity matrix of relevance score is computationally

complex compared to the standard rank list due to the computation of the BM25

relevance score for the documents with respect to the other documents.

37
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5.2 Conclusion and Future Work

In this thesis, we proposed a hybrid query expansion assisted adaptive visual interface.

The hybrid model incorporates the positive and negative feedback model with the

word embedding model to provide the suggestion terms. The experiment result shows

that integrating the word-embedding model with the positive and negative feedback

model can boost the average precision and NDCG with fewer feedback documents.

The system allows users to interact with the visual interface in terms of analyzing

the documents in the document-query space and provide relevance feedback. The

hybrid query expansion model suggests the expansion terms to the user. Based on

the selected expansion terms and user feedback, the document-query space is updated.

User Scenarios shows that the adaptive document-query space is able to improve the

performance of the system. However, to evaluate the system performance, a formal

user study shall be conducted in the future.

The negative feedback model only penalizes the terms from the query, positive

feedback and word embedding model. In the future, it would be interesting to pro-

vide a visual space for query expansion terms using a graph to illustrate the query,

feedback documents, the terms suggested, and how they are linked to the feedback

documents and word-embedding. Also, to evaluate the performance by penalizing the

unseen terms generated by the negative feedback model. Furthermore, current query

expansion model weights and parameters are fixed for the given dataset. Hence, as

future work, the weights should be learned with reference to the number and type of

feedback documents.
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