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Abstract

The impacts of ongoing climate warming on cold-regions hydrogeology and

groundwater resources have created a need to develop groundwater models

adapted to these environments. Although permafrost is considered relatively

impermeable to groundwater flow, permafrost thaw may result in potential

increases in surface water infiltration, groundwater recharge, and

hydrogeologic connectivity that can impact northern water resources. To

account for these feedbacks, groundwater models that include the dynamic

effects of freezing and thawing on ground properties and thermal regimes have

been recently developed. However, these models are more complex than tradi-

tional hydrogeology numerical models due to the inclusion of nonlinear

freeze–thaw processes and complex thermal boundary conditions. As such,

their use to date has been limited to a small community of modeling experts.

This article aims to provide guidelines and tips on cold-regions groundwater

modeling for those with previous modeling experience.

This article is categorized under:

• Engineering Water > Methods

• Science of Water > Hydrological Processes
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1 | INTRODUCTION

High-latitude terrestrial environments are warming at twice the global rate (Meredith et al., 2020), resulting in pro-
nounced decreases in the extent of permafrost (i.e., ground that remains below 0�C for at least 2 consecutive years,
Romanovsky, Smith, & Christiansen, 2010; Walsh et al., 2005). Climate models project that between 29% and 90% of
the area currently underlain by permafrost will become permafrost-free by 2,300, with most of the loss occurring before
2,100 (McGuire et al., 2018). Permafrost thaw results in cascading environmental impacts, including land subsidence,
and slope instability, that are concerning for northern communities and industry (Teufel & Sushama, 2019). Further-
more, because the release of sequestered carbon from permafrost is transitioning many cold regions into a global source
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of carbon (Campbell, 2019), permafrost thaw can result in a positive climate change feedback that accelerates future
warming (Schuur et al., 2015).

Permafrost is often considered impermeable because ice in pores will impede or block groundwater flow (Williams &
Smith, 1989). Hence, in permafrost regions, groundwater flow can occur in the seasonally-thawed active layer above
permafrost, in sub-permafrost aquifers below the permafrost, and in perennially unfrozen zones called taliks
(Woo, 2012; Figure 1a,b). When the pore ice melts, hydraulic conductivity may increase by several orders of magni-
tude, thereby increasing both the velocity of groundwater flow through the now unfrozen ground and increasing the
infiltration rate of surface water into the ground (Kurylyk & Watanabe, 2013). These dynamic groundwater flow sys-
tems can sustain perennial flow networks between aquifers and surface water bodies through unfrozen pathways
(Devoie, Craig, Connon, & Quinton, 2019; Jepsen, Voss, Walvoord, Minsley, & Rover, 2013; Walvoord &
Kurylyk, 2016) (Figure 1c,d). However, the overall effect of permafrost thaw on groundwater flow systems, and more
particularly on groundwater–surface water interactions, remains unknown, with studies suggesting that these inter-
actions can be highly variable and dependent on the physical setting (Lemieux et al., 2020; McKenzie et al., 2020;
Walvoord & Kurylyk, 2016). For example, the impact of permafrost thaw on northern groundwater resources is
mixed—some communities will suffer from a loss of surface water availability due to permafrost thaw (e.g., Smith,
Sheng, MacDonald, & Hinzman, 2005; White, Gerlach, Loring, Tidwell, & Chambers, 2007), while others may benefit
as newly formed aquifers created by permafrost thaw can provide critical drinking water resources (Lemieux
et al., 2016). Groundwater processes in permafrost environments are also of great importance for northern infrastruc-
ture (McKenzie et al., 2020), as heat advection may accelerate thawing and environmental changes. As examples,

FIGURE 1 Conceptual

hydrogeologic permafrost systems

under the present climate conditions

for (a) summer and (b) winter, and

its potential changes in a warmer

climate for (c) summer and (d)

winter
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cryohydrogeology is important for thawing under road embankments (Chen, Fortier, McKenzie, & Sliger, 2020) and
the formation of aufeis (or icing) (Chesnokova, Baraër & Bouchard, 2020; Ensom et al., 2020). Permafrost thaw and
groundwater flow also affects mining development in northern regions, leading potentially to increased dewatering
and contaminant transport in mine tailings storage systems (Elberling, 2004; Journeaux Associates, 2012). The lateral
transport of previously sequestered carbon through horizontal groundwater pathways is also of considerable interest
(Neilson et al., 2018; Vonk, Tank, & Walvoord, 2019) given that it is neglected or handled as a residual in most large-
scale biogeochemical models (e.g., McGuire et al., 2018).

Due to the lack of field-based knowledge and predictions of hydrological trends in cold regions, several multi-
dimensional numerical models have been developed over the last decade to investigate the processes that control
groundwater systems in cold regions (e.g., Bense, Kooi, Ferguson, & Read, 2012; Endrizzi, Gruber, Dall'Amico, &
Rigon, 2014; McKenzie, Voss, & Siegel, 2007). These cold-regions groundwater models, also called cryohydrogeologic
models, are usually developed by enhancing an existing three-dimensional coupled groundwater flow and energy trans-
port model through the inclusion of dynamic freezing and thawing and the effects on the soil's energy balance and
hydraulic and thermal properties. Most of the studies that use these models have considered archetypical cold
hydrogeological environments, with the objective of developing a conceptual understanding of these complex settings
and how they respond to warming (e.g., Bense et al., 2012; Frampton, Painter, & Destouni, 2013). Research efforts to
date have highlighted the importance of heat advection through groundwater flow as a possible contributor to perma-
frost degradation in certain settings (Dagenais, Molson, Lemieux, Fortier, & Therrien, 2020; McKenzie & Voss, 2013;
Shojae Ghias, Therrien, Molson, & Lemieux, 2018; Sjöberg et al., 2016), elucidated the formation and hydrogeological
impact of lateral and vertical taliks (Jafarov et al., 2018; Lamontagne-Hallé, McKenzie, Kurylyk, & Zipper, 2018; Row-
land, Travis, & Wilson, 2011; Wellman, Voss, & Walvoord, 2013), illustrated the current and future patterns of ground-
water discharge to streams (Evans, Ge, Voss, & Molotch, 2018; Evans, Godsey, Rushlow, & Voss, 2020; Huang
et al., 2020; Lamontagne-Hallé et al., 2018), and to a very limited extent presented field applications of these models
(e.g., Dagenais et al., 2020; Evans et al., 2020; Kurylyk, Hayashi, Quinton, McKenzie, & Voss, 2016; Langford,
Schincariol, Nagare, Quinton, & Mohammed, 2019).

We believe that the use of these new models has been impeded for both applied and theoretical research applica-
tions due to the lack of visibility and availability of these codes as well as their apparent complexity. Due to the paucity
of cold-regions groundwater data and the emerging scientific and societal questions related to permafrost thaw and
hydrologic change, we further believe that there is a need to expand the use of cryohydrogeologic modeling tools to
include different scenarios and to assist users in the process of creating and applying their own site-specific models.

The objective of this primer is to provide practical guidelines and suggestions for cryohydrogeologic modeling, with
the content targeted at those who have some prior groundwater modeling experience without freeze–thaw processes.
Some cryohydrogeologic modeling tools have been further developed to include surface processes adapted to cold
regions, but this primer does not address the parameterization of their surface component as we focus on subsurface
processes. Figure 2 summarizes the main development steps of each section and provides a framework for this article.

2 | CRYOHYDROGEOLOGIC MODELS

The first mathematical models of water flow in freezing soils were developed in the 1970s, coincident with the eco-
nomic development of northern regions from the expansion of the oil and gas industry (e.g., Guymon & Luthin, 1974;
Harlan, 1973; Kurylyk & Watanabe, 2013; Taylor and Luthin, 1978). In most cases, the partial differential equations for
water flow and energy transport for these models were restricted to the vertical dimension due to computational limita-
tions, and as such, these models are not suitable for understanding multi-dimensional groundwater flow systems.

Molson, Frind, and Palmer (1992) accounted for seasonal ground freeze–thaw and advective–conductive heat transfer
processes in a 3D model while incorporating temperature-dependent fluid density and fluid viscosity and considering the
effects of pore water phase change on the energy balance. McKenzie et al. (2007) enhanced the multidimensional ground-
water flow and energy transport simulator SUTRA to include similar dynamics and the effect of pore water phase change
on hydraulic conductivity. A series of additional cryohydrogeologic modeling tools with varying physical processes and
solution strategies were created shortly afterward (e.g., Bense & Person, 2008; Dall'Amico, Endrizzi, Gruber, &
Rigon, 2011; Frampton, Painter, Lyon, & Destouni, 2011; Painter, 2011; Rowland et al., 2011).

Over the last decade, new powerful tools that fully couple surface and subsurface thermal and hydrologic processes
have been developed to address the critical importance of cold-regions surface hydrology on hydrogeological systems
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(e.g., Endrizzi et al., 2014; Nitzbon et al., 2019; Painter et al., 2016; Schilling, Park, Therrien, & Nagare, 2019; Zhang,
Wen, Xue, Chen, & Li, 2016). These integrated models simulate many surface hydrologic and thermal processes that
are specific to cold regions and potentially important to groundwater flow dynamics such as snow accumulation and
melt, differential radiation due to slope aspect, overland flow, and surface albedo change; however, this primer pri-
marily focuses on subsurface processes and parameterization.

In an effort to compare and validate the different simulators of groundwater flow and heat transport in cold regions,
an international collaborative benchmarking initiative (InterFrost) was launched in 2014 (Grenier et al., 2018). Thirteen
codes (Table 1) were tested and compared in multiple benchmarking scenarios (e.g., Kurylyk, McKenzie, MacQuarrie,
& Voss, 2014) and it was concluded that only minor discrepancies existed among the different codes (Grenier et al., 2018;
Rühaak et al., 2015). While these different models have proven to yield similar results, there is limited knowledge of
how representative they would be when applied to natural systems. The characteristics of these different codes are also
included in Table 1. The model GeoTop (Endrizzi et al., 2014), which was not part of the InterFrost project, is also
included in Table 1. A more complete history of earlier mathematical models is provided by Kurylyk, MacQuarrie, and
McKenzie (2014).

A number of cryohydrogeologic models are currently available, and selecting the appropriate code involves many
considerations. These models can be divided into three categories (Table 1): Integrated cryohydrologic codes (i.e.,
models with coupled surface and subsurface processes, Table 1a), cryohydrogeologic codes (i.e., free-standing codes sim-
ulating only subsurface processes, Table 1b), and models which implement cryohydrogeologic processes in general-pur-
pose multiphysics modeling environments (Table 1c). When choosing a particular model, it is important to consider the
study objectives, including what modeling aspects should be considered as relevant physical processes in the conceptual
model (e.g., the number of dimensions, surface water or energy balance routines, and coupled solute transport), as well
as the spatial and temporal scale of the study and the desired modeling strategy.

Additionally, one should consider the accessibility of the modeling tools as part of the selection process. While some
codes are open-source, others have been commercialized, and others are only available upon request. The user should
therefore use the best option according to their budget, their code archiving requirements, and/or capacity to interact
with model developers. As others have noted (e.g., Bredehoeft, 2012), the availability of thorough documentation and
institutional support for a groundwater modeling platform is critical for the continued application of that code. Thus,

FIGURE 2 Model setup steps for a cryohydrogeologic numerical model
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new cold-regions groundwater modelers should invest their time in a code with support. One should also consider the
usability, flexibility, and ease of modifiability of the code as well as the availability of a graphical user interface for
preprocessing and postprocessing. A list of information about some of the modeling options is presented in Table 1 to
aid in the decision-making process. It should be noted that the numerical approach used to solve the governing

TABLE 1 Comparison of the features included in the different cryohydrogeologic modeling tools, including GeoTop and the 13 codes

involved in the InterFrost project
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equations can be unique for every code and may be of critical importance to produce reliable results (see Grenier
et al., 2018).

3 | GOVERNING EQUATIONS AND CHARACTERISTIC FUNCTIONS

Cryohydrogeologic models solve at least two coupled governing equations: a groundwater flow equation and an energy
transport equation. A select few also consider coupled solute transport (e.g., Frederick & Buffett, 2016; Molson &
Frind, 2019). Other codes (e.g., Nishimura, Gens, Olivella, & Jardine, 2009) also include geomechanical processes, but
these are more commonly developed and applied for cold-regions geotechnical engineering and are outside the scope of
this primer. The applied groundwater flow equation is usually a multi-dimensional form of Darcy's equation that may
include unsaturated flow or density-dependent flow. The energy transport equation describes heat transfer through con-
duction and advection (heat transfer induced by the movement of a fluid) in a porous medium as well as the latent heat
released or absorbed during soil freeze–thaw. These two coupled equations are predicated on the conservation princi-
ples of fluid mass and energy. Based on these coupled equations, the model calculates the pressure (or hydraulic head)
and temperature distributions throughout the discretized model domain (Figure 3). While the governing equations
themselves are similar for most models, they vary greatly in their coupling approach (referred to as the thermo-hydro-
logic coupling), or, in other words, how the pressure solution influences the temperature solution and vice versa.

The unique feature of cryohydrogeologic models is their ability to represent, within both of the governing equations,
dynamic freezing, and thawing processes due to pore water phase change. This creates important feedback between the
energy transport equation and the groundwater flow equation (Figure 3). Once the temperature drops below a certain
reference temperature, usually close to 0�C, pore water may begin to freeze. During cooling, the temperature at which
freezing is initiated depends on the type of soil, its water saturation, pressure, and the water solute concentration
(Kurylyk & Watanabe, 2013). Some modeling tools use modified versions of the Clausius–Clapeyron equation to find
the freezing point of water depending on the pressure conditions (e.g., Dall'Amico et al., 2011; Painter & Karra, 2014),
while others require the freezing point to be defined by the user by varying a parameter of the soil freezing curve
described below. Below the freezing point temperature, the surface energy of the soil particles maintains a certain quan-
tity of liquid water, which will continue to decrease with temperature (Wang, Lai, & Zhang, 2017). Transitioning from
a porous medium composed of soil particles, liquid water, and air, to one that also includes ice, strongly impacts the
hydrogeological and thermal properties. First, the formation of pore ice will drastically decrease a porous medium's per-
meability or hydraulic conductivity (Watanabe & Osada, 2016). Second, due to the difference in the thermal properties

Fluid/energy balance

Fluid density (ρw)

and viscosity (μw) Water saturation (Sw)

Ice saturation (Si)

Effective λ and Co
Latent heat of fusion (L)

Hydraulic 

head (h)

Relative

Flow velocities

v(K,∇ h,θ,T)

kr(Sw)

Co(Sw , S i)

λ(Sw , S i)

Advective-conductive

heat transport (T)

Thermal and hydraulic BCs, ICs

Model domain:

Saturated hydraulic conductivity (Ksat)
Solid grains thermal conductivity (λs)
Solid grains specific heat (cs)

Porosity (θ)
Time step (Δt)
Mesh size (Δx)

permeability (kr)

FIGURE 3 Basic structure of a cryohydrogeologic

model, showing primary links between flow and heat

transport modules solving for heads (h) and temperature

(T), respectively, with freeze–thaw processes represented

by blue arrows. BCs and ICs stand for boundary

conditions and initial conditions, respectively, and Co

and λ stand for the bulk heat capacity and bulk thermal

conductivity of the porous medium, respectively
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of ice and water, pore water phase change will increase the bulk thermal conductivity and decrease the heat capacity of
the soil. Finally, the freezing or melting of pore water will respectively release or absorb energy through latent heat.

Functions must be defined which describe the interplay between ground temperatures, freezing processes, and
hydrogeologic parameters. This is typically accomplished by adding additional terms and associated parameters to the
governing energy and mass (water) balance equations. There are three common relationships, specific to
cryohydrogeologic models, that must be defined:

1 The Soil Freezing Curve calculates liquid water saturation from computed subfreezing temperature. A soil does not
fully freeze at 0�C, but rather freezing and thawing occurs over a temperature range. Generally, this range is larger
for fine-grained soils, and smaller for coarse-grained soils (Watanabe, Kito, Wake, & Sakai, 2011), and is analogous
to the unfrozen soil moisture curve that describes soil drying over a range of negative pore-water pressures.
Cryohydrogeologic models have employed many different soil-freezing functions which can be separated into two
categories: Empirical and mechanistic approaches. The empirical approach relies on a predefined function for which
the parameters are estimated from laboratory measurements. The chosen functions are usually a piecewise linear
function (McKenzie et al., 2007), a power function (Kurylyk et al., 2016), or an exponential function (Evans
et al., 2018; Mottaghy & Rath, 2006; Shojae Ghias et al., 2018). These empirical approaches usually require one or
two empirical fitting parameters, such as a slope or an exponent, to describe the decrease in liquid water content as
temperatures are lowered.

The mechanistic approach consists of establishing the soil freezing curve from the unfrozen soil moisture curve calcu-
lated from the van Genuchten analytical model (van Genuchten, 1980) or a related expression, and by replacing the
matrix suction term by a form of the Clausius–Clapeyron equation (Dall'Amico et al., 2011; Hansson, Šimůnek,
Mizoguchi, Lundin, & van Genuchten, 2004; Sheshukov & Nieber, 2011). This equation defines the pressure and tem-
perature conditions at which two phases may coexist. This method allows for a freezing point temperature dependent
on pressure conditions (i.e., freezing point depression), but usually assumes that surface tensions at the ice–liquid and
air–liquid interface are the same. Using a similar approach but without the aforementioned assumption, Painter and
Karra (2014) developed a complex set of equations for unsaturated soils that integrates the effect of capillary pressure
and a flexible dependence on the total water content. When parameterizing the soil freezing function, often a residual
or minimum water content limit is set (McKenzie et al., 2007; Shojae Ghias et al., 2018) that prevents the soil from
freezing completely. Readers are directed to Watanabe and Osada (2016), Watanabe and Osada (2017), and Teng, Kou,
Yan, Zhang, and Sheng (2020) for examples of laboratory measurements of different soils as well as Kurylyk and
Watanabe (2013) and Amiri, Craig, and Kurylyk (2018) for a more detailed description of soil freezing curves.

2 The Permeability Function determines the permeability based on the liquid water saturation. As the ice satura-
tion increases (i.e., during freezing) and/or when the water saturation decreases due to draining, the permeabil-
ity will decrease by up to several orders of magnitude. There are many possible permeability functions, and the
choice of function and parameterization should be in accordance with prior lab or field studies conducted for
specific soil types (Burt & Williams, 1976). Some past studies have used empirical functions such as a linear
decrease in permeability with liquid saturation (Grenier et al., 2013; Kurylyk et al., 2016) or the use of an
impedance factor (Evans & Ge, 2017; Hansson et al., 2004; Lundin, 1990) which exponentially decreases the
permeability with decreasing temperature (or increasing pore ice saturation) until a certain minimum perme-
ability has been reached.

Other cryohydrogeologic modeling studies have integrated the van Genuchten (1980) equation representing the
soil freezing curve into the Mualem (1976) model (Karra et al., 2014; Schuh et al., 2017). While not required,
the van Genuchten equation is usually preferred to calculate permeability if it is also used for the soil freezing
curve. Like the popular Brooks–Corey equation (Brooks & Corey, 1966; Sheshukov & Nieber, 2011), the van
Genuchten equation requires two fitting parameters which can be calibrated from experimental data or esti-
mated from existing models (e.g., Ghanbarian-Alavijeh, Liaghat, Huang, & van Genuchten, 2010; Schaap, Leij,
& van Genuchten, 2001) or databases (e.g., Montzka, Herbst, Weihermüller, Verhoef, & Vereecken, 2017;
Schaap & Leij, 1998). A calibrated impedance factor may be added to account for flow restrictions caused by
the ice blockage of pores (Dall'Amico et al., 2011; Sheshukov & Nieber, 2011), although Painter (2011) demon-
strated that it was not necessary. In most cases, these equations determine the medium's “relative
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permeability”, which is the ratio of the actual permeability of a frozen, and potentially partly unsaturated,
medium, to the unfrozen, saturated permeability. Examples of laboratory measurements are given by
McCauley, White, Lilly, and Nyman (2002), Watanabe and Osada (2016), and Watanabe and Osada (2017).
Kurylyk and Watanabe (2013) provide a detailed analysis of the different permeability functions.

3 The Thermal Property Functions describe the change in bulk thermal conductivity and bulk heat capacity as a func-
tion of ice saturation. Generally, it is assumed that ice has a thermal conductivity between 2.1 and 2.4 J m−1 s−1�C−1

and a specific heat capacity between 1,800 and 2,100 J kg−1�C−1, while liquid water has a thermal conductivity of
between 0.54 and 0.60 J m−1 s−1�C−1 and a specific heat capacity between 4,180 and 4,190 J kg−1�C−1 (e.g., Bense
et al., 2012; Grenier et al., 2018; McKenzie et al., 2007; Williams & Smith, 1989). Therefore, with freezing, the ratio of
the volumetric contributions of ice and water changes, requiring a recalculation of the bulk thermal conductivity
and heat capacity. Heat capacity is not directional, and thus the bulk heat capacity is often calculated as the arith-
metic mean of the individual constituents (air, ice, water, and soil particles) weighted by their individual volumes
(e.g., Bense et al., 2009; McKenzie et al., 2007). In contrast, thermal conductivity is a directional tensor, and thus dif-
ferent averaging methods have been employed, with two common approaches being the arithmetic (e.g., McKenzie
et al., 2007; Shojae Ghias, Therrien, Molson, & Lemieux, 2017) and geometric means (e.g., Scheidegger et al., 2017)
weighted by the respective constituent volumes. While not always accurate (Buntebarth & Schopper, 1998), the
weighted geometric mean is generally more accurate than the arithmetic mean (Fuchs, Schütz, Förster, & För-
ster, 2013; Zhang, Lu, Lai, & Zhang, 2018) and can provide reasonable estimates of bulk thermal conductivities if the
thermal conductivities of each individual constituent are within the same order of magnitude (Ghanbarian &
Daigle, 2016; Jorand, Fehr, Koch, & Clauser, 2011; Nield & Bejan, 1999).

Some codes use a semi-empirical method from Johansen (1975) that requires either the thermal properties of the dry,
saturated unfrozen, and saturated frozen soils (Karra et al., 2014) or those of each individual soil component
(Painter, 2011). The Johansen method calculates the bulk thermal conductivity from the thermal conductivities of
the dry, saturated unfrozen and saturated frozen soil weighted by two normalized thermal conductivities, known as
the Kersten numbers for frozen and unfrozen conditions. A Kersten number (Kersten, 1949) represents the ratio of
partially saturated thermal conductivity to fully saturated thermal conductivity and is calculated as the ice or liquid
water saturation raised to an empirical exponent. Johansen (1975) further developed empirical functions to estimate
dry and saturated unfrozen thermal conductivities from soil properties. This method has shown to provide very good
estimates of bulk thermal conductivities for natural soils with a saturation of 20% or higher (Farouki, 1982; Peters-
Lidard, Blackburn, Liang, & Wood, 1998), but is not as accurate for dry soils (Fricke, Misra, Becker, & Stewart, 1992).

4 | MODEL SETUP

In general, the computational demand associated with cold-regions groundwater modeling can be prohibitive as the
codes typically require (a) smaller time steps and a fine mesh due to the nonlinear nature of the groundwater flow equa-
tion with hydraulic conductivities that vary by several orders of magnitude and (b) longer simulation times to understand
the hydrogeological impacts of future climate warming and permafrost thaw. Due to these computational requirements,
one and two-dimensional models have to date been far more commonly employed for cold-regions groundwater systems
than three-dimensional models. Jan, Coon, Painter, Garimella, and Moulton (2018) demonstrated that, with the appro-
priate approach, one- and two-dimensional cold-regions subsurface models may be as representative of some cold-regions
settings as three-dimensional models. Two-dimensional models of cold-regions groundwater systems should always be
developed in a vertical cross-section as aerial models do not have the depth-dependent information that is critical in per-
mafrost settings to represent the vertical movement of groundwater flow and the freeze–thaw front.

Most cryohydrogeologic codes cited in Table 1 offer the option of creating three-dimensional models, which may be
required to understand the potential effect of heterogeneity (Painter et al., 2016). Three-dimensional models have been
applied before (e.g., Evans et al., 2020; Jan, Coon, & Painter, 2019; Karra et al., 2014; Langford et al., 2019) and the the-
ory behind them does not differ from two-dimensional models. However, due to the lack of developed graphical user
interfaces for most cryohydrogeologic modeling tools, three-dimensional models can be challenging to create and
parameterize. More importantly, three-dimensional models require more computational resources due to the large
number of nodes.
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The model domain size and mesh discretization should be carefully chosen to best represent the system scale and to
allow accurate reproduction of heterogeneities and hydraulic and thermal gradients while keeping in mind the study's
objectives. For example, recent publications have shown the importance of shallow supra-permafrost groundwater on
cold-regions hydrology (Lamontagne-Hallé et al., 2018; O'Connor, Cardenas, Neilson, Nicholaides, & Kling, 2019; Rey,
Walvoord, Minsley, Rover, & Singha, 2019; Toohey, Herman-Mercer, Schuster, Mutter, & Koch, 2016). To simulate
these local processes included in a larger groundwater system, while limiting computational time, a finer mesh size
near the surface and a coarser mesh size at greater depths can be used (e.g., McKenzie & Voss, 2013). In general, the
shallow subsurface (active layer) experiences seasonal freeze–thaw and normally includes an unsaturated zone which
should be discretized more finely to accommodate these dynamic changes. Some modeling tools use an adaptive refine-
ment method which will refine or coarsen the mesh automatically based on the desired precision throughout the simu-
lation (e.g., Diersch, 2014; Orgogozo et al., 2019).

To avoid numerical dispersion, the Peclet criterion (P, dimensionless), the ratio of heat advection to heat conduc-
tion, should be respected (Daus, Frind, & Sudicky, 1985). For thermal transport, the Peclet criterion of a one-dimen-
sional system can be calculated as:

P=
vΔx
λ

θSwcwρw
+D

≤ 2 ð1Þ

where v is the magnitude of the computed groundwater velocity (m s−1), Δx is the element size (m), λ is the bulk ther-
mal conductivity of the porous medium (J m−1 s−1�C−1), θ is the porosity (−), Sw is the water saturation (−), and ρw and
cw are the liquid water density (kg m−3) and specific heat capacity (J kg−1�C−1), respectively. The hydrodynamic disper-
sion term D (m2 s−1) is added for completeness; it is often neglected in thermal transport since it is usually much less
than the thermal diffusivity (Bear, 1972). Dispersivities for the dispersion coefficient can be estimated from the system
scale (e.g., Schulze-Makuch, 2005; Xu & Eckstein, 1995). To minimize errors, a “mesh refinement study” should be per-
formed by increasing the mesh or grid density until no significant difference in the model outcomes exists (e.g., Lam-
ontagne-Hallé et al., 2018; McKenzie et al., 2007; Orgogozo et al., 2019).

Once the domain is established and discretized, model parameters are assigned, including any spatial variability in
parameter values. In addition to the properties of typical groundwater models, such as the saturated hydraulic conduc-
tivity (or permeability) and porosity, the user must assign parameters for the relative permeability function, soil freezing
curve, specific heat (heat capacity/density), thermal conductivity, and density of every phase (i.e., solid particles, liquid
water, ice, and air). These can be estimated from field measurements, laboratory experiments, or literature values (e.g.,
O'Connor et al. (2020), Williams and Smith (1989) or any online data portal, such as the NGEE-Arctic website, http://
ngee-arctic.ornl.gov for soil properties values). Albers, Molson, and Bense (2020), Ebel, Koch, and Walvoord (2019),
Harp et al. (2015), Zipper, Lamontagne-Hallé, McKenzie, and Rocha (2018) and others provide more information on
the importance of these parameters in cryohydrogeologic models. Other parameters such as the latent heat of fusion
(334,000 J kg−1), compressibility, and dispersivity may also need to be set. When conducting unsaturated zone simula-
tions, one should also carefully consider the parameterization of the model's soil-water characteristic curve and unsatu-
rated permeability function and how these relate to the soil freezing curve and relative permeability function for pore
water phase change.

5 | BOUNDARY CONDITIONS

While the governing equations effectively define the processes occurring within the model domain, the boundary condi-
tions (BCs) define the system conditions and fluxes into and out of the model domain. For cryohydrogeologic models,
every part of each model boundary must include boundary conditions for both groundwater flow and thermal
transport.

5.1 | Hydraulic boundary conditions

A hydraulic BC controls the hydraulic conditions (e.g., pressure or water fluxes) at a boundary and can be seen as a gate
for water to enter and/or exit the model, or as an impermeable barrier to prevent water flow across a boundary.
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Different hydraulic BCs are available depending on the model employed (Table 2). In most models, the user can specify
a constant or time-varying pressure or hydraulic head at hydraulic boundary nodes (Dirichlet type), the water flux that
crosses this boundary (Neumann type), or a relationship in which a water flux is calculated from the pressure or head
value at the boundary (Cauchy-type). Often cold-regions groundwater models are intended to represent the groundwa-
ter system underlying a surface watershed; therefore, a common assumption is to set the vertical hydraulic BCs as no-
flow conditions along the watershed boundaries. A similar no-flow assumption is often invoked at the base of the
model, which is often placed deep enough to reach unfractured bedrock or any layer in which the permeability is too
low to produce any significant groundwater flow compared to the shallower layers. A lower no-flow BC may be placed
at shallower depths in permafrost settings, provided that the lower boundary remains frozen and effectively imperme-
able throughout the simulation (e.g., McKenzie et al., 2007). A common rule-of-thumb is that a no-flow boundary is jus-
tified at a hydrostratigraphic interface if the hydraulic conductivity contrast across the interface is at least two orders of
magnitude (Anderson, Woessner, & Hunt, 2015).

Assigning an appropriate BC at the surface can be more challenging for groundwater modeling in cold regions. The
main difference in choosing a surface BC for a typical groundwater model versus a cryohydrogeologic model resides in
the complex surface processes occurring in cold regions and in the changing ground properties due to freeze–thaw. A
common approach in groundwater modeling is to assign the surface boundary conditions according to its context as
either representing a recharge zone or a discharge zone (usually where a water body is observed at the surface; Ander-
son et al., 2015). A Neumann-type BC in the recharge zones (water input) and a Dirichlet-type in the discharge zones
could be set, with the assigned pressure or hydraulic head corresponding to the water level in the surface water body.
However, due to the pronounced changes in hydraulic conductivity induced by the freezing or thawing of the active
layer and the lowering of the permafrost table, these delimited recharge and discharge zones likely change seasonally
and at longer time scales in response to climate warming (Cooley, Smith, Ryan, Pitcher, & Pavelsky, 2019; Walvoord,
Voss, & Wellman, 2012; Yoshikawa & Hinzman, 2003), making this approach potentially overly constrained for model-
ing cold regions.

The simplest model setup is to assume full saturation in the model and specify the water table at the model domain
surface with a Dirichlet-type BC based on the topography (Figure 4a). This approach was implemented in many studies
(e.g., Bense et al., 2012; Ge, McKenzie, Voss, & Wu, 2011; McKenzie & Voss, 2013). When field data are available, one
could use a hydraulic Dirichlet BC corresponding to the measured hydraulic head in both fully and partially saturated
conditions (Figure 4b; Shojae Ghias et al., 2017; Zipper et al., 2018). This approach has the advantage of self-regulating
the water flux at the boundary based on the ground conditions, meaning that the flux will decrease as the ground free-
zes since its hydraulic conductivity decreases as well. However, as acknowledged by Ge et al. (2011) and McKenzie and
Voss (2013), using a Dirichlet BC assumes that an unlimited quantity of water can enter or exit the model through this
boundary. This approach may thus potentially greatly overestimate groundwater recharge, flow, and groundwater dis-
charge, and can overestimate permafrost thawing rates through heat advection. With a fixed hydraulic head, one should
always verify that the model-computed fluxes are reasonable, especially those across the top model surface. Fixing the
hydraulic head is not useful if the purpose of the model is to simulate the potential shifts in the water table caused by
climate-driven changing precipitation regimes or the vertical movement of the freezing front and the permafrost table.
To avoid the negative feedback of using a land-surface specified pressure BC, Evans et al. (2018) and Lamontagne-Hallé
et al. (2018) coupled a time-dependent Neumann type BC that specifies the groundwater recharge from precipitation
and snowmelt (Figure 4d) with a drain BC (Cauchy type, Figure 4c). The drain boundary condition removes water
when pressures at a given model location exceed a given value—at the land surface, this is assumed to be 0 Pa. This
approach allows discharge from the model at any over-pressurized surface nodes without drawing any water into the
domain like a specified pressure BC would (Figure 4c). In addition to preventing unreasonable water input at the sur-
face, this combination of BCs used with variable saturation conditions can simulate water table variations as permafrost
thaws and can also represent dynamic seasonal or long-term changes to groundwater recharge. The drain BC can also
be modified to represent a lake or a river that could receive or release water depending on the pressure conditions at
the water body bed (Figure 4d).

For a more detailed consideration of surface processes, the user could link a groundwater model with an external
surface water model to fully consider evapotranspiration, groundwater-surface water exchanges, snowmelt, and canopy
layers (Figure 4e; e.g., Langford et al., 2019). Typically, a “one-way coupling” approach is used in which the surface
model is first run independently of the groundwater model, and the surface model output (e.g., infiltration or ground-
water recharge) is then used to drive the groundwater model at the land surface. This approach does not allow the
groundwater model to exert control on the surface water model. Any limitations of “one-way coupling” can be avoided
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TABLE 2 Typical hydraulic boundary conditions used in cryohydrogeologic modeling studies

Boundary Description Type Time 
dependency

Water in 
or out

Used to 
represent Considerations Assumptions Used in

Vertical 
(sides)

Zero water 
exchange 
(Figure 

4a,4c,4d,4e)

Neumann Constant None
Watershed 

limits
• Watershed limits

• Vertical boundaries are at the limits 
of a watershed
• The groundwater watershed limits 
are static and fit with the surface 
watershed limits

Bense et al. 
(2012)

Fixed 
hydraulic 

heads (Figure 
4b)

Dirichlet
Constant or 

variable
Both

Non-
watershed 

limits
Seepage face

• Water exchange 
with the 
surroundings

• Future pressure conditions at all 
points of the boundary are known
• Changes of pressure in depth are 
known at all points of the boundary

Shojae Ghias 
et al. (2017)

Base
Zero water 
exchange

Neumann Constant None

Deep 
impermeable 
bedrock or 
permafrost

• Deep 
impermeable layer

• Base of the model is impermeable 
to groundwater flow
• If used to represent permafrost, the 
model base will stay frozen and 
impermeable for the duration of the 
simulation
• Regional groundwater flow 
contribution is not significant

McKenzie
et al. (2007)

Surface
(top)

Zero 
specified 

pressure at 
the surface
(Figure 4a)

Dirichlet Constant Both
Land surface
Water bodies

• Fully saturated 
flow

• Model always stay fully saturated
• An unlimited amount of water is 
available to keep the model saturated
• No signifant water ponding occurs 
at the surface

McKenzie 
and Voss 

(2013)

Surface 
specified 
hydraulic 

head (Figure 
4b)

Dirichlet
Constant or 

variable
Both

Land surface
Water bodies

• All surface 
processes

• Hydraulic head field measurements 
are available and are representative 
of the model domain surface
• Future trends of water table 
variations are known

Shojae Ghias 
et al. (2017)

Constant 
specified 
recharge

(Figure 4c)

Neumann Constant
Water 
input 
only

Land surface

• Unsaturated and 
saturated flow
• Limited amount 
of water available

• Groundwater recharge is known 
and constant over time
• Water infiltation occurs even if the 
ground is frozen

Evans and 
Ge (2018)

Seasonally 
variable 
specified 
recharge

(Figure 4d)

Neumann Variable
Water 
input 
only

Land surface

• Unsaturated and 
saturated flow
• Snowmelt 
recharge
• Recharge 
variations
• Limited amount 
of water available

• Water input during the snow-free 
season is known
• Water input due to snowmelt 
during freshet is known
• Recharge during the freezing 
season is null
• Evapotranspiration and vegetation 
are negligible

Lamontagne-
Hallé et al. 

(2018)

Drain (Figure 
4c)

(Qout α
Pressure)

Cauchy
Constant or 

variable

Water 
output 
only

Land surface
• Overland flow if 
saturated

• Relationship between water output 
and pressure is known
• No significant water ponding 
occurs at the surface

Evans and 
Ge (2018)

One-way 
coupling 

with external 
surface 
model 

(Figure 4e)

Neumann 
or 

Dirichlet
Variable Both

Land surface
Water bodies

• All the surface 
processes included 
in the surface 
model

• Atmospheric, land surface and 
canopy layer conditions are known 
including future trends
• Subsurface conditions do not have 
any effect on the surface conditions

Langford
et al. (2019)

Two-way 
coupling 

with internal 
equations

(Figure 4e)

Built-in 
function

Variable Both
Land surface
Water bodies

• All the surface 
processes included 
in the surface 
model
• Effects of 
subsurface 
conditions on 
surface conditions

• Atmospheric, land surface and 
canopy layer conditions are known, 
including their future trends

Jafarov et al. 
(2018)

Note: The “Used in” column provides one study example for each boundary condition.
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by using a built-in surface water model, such as the surface routines incorporated in the integrated cryohydrologic
models such as ATS and GeoTop (Table 1a, Endrizzi et al., 2014; Painter et al., 2016), or in the HydroGeoSphere model
(e.g., Schilling et al., 2019). These may also include a snow model to simulate snow-related processes potentially
impacting the hydrogeological system such as water percolation in a snow layer and infiltration in frozen soils (Ireson,
van der Kamp, Ferguson, Nachshon, & Wheater, 2013; Iwata, Hayashi, Suzuki, Hirota, & Hasegawa, 2010; Maurer &
Bowling, 2014).

In any case, the user should carefully consider the realism of the BC combinations before running a model. The
choice of surface BCs should partly depend on the side and base BCs, and vice versa. For example, if no-flow bound-
aries are used for the sides and the base of the model, the surface cannot be exclusively a Neumann-type BC. Otherwise,
the simulation will likely produce unrealistic pressure conditions. In this case, a few Dirichlet-type or drain BC (Cau-
chy-type) nodes, for which the water flux crossing the boundary is dependent on the modeled head or pressure condi-
tions, are necessary.

FIGURE 4 Conceptual model of typical surface hydraulic boundary condition configurations for cryohydrogeologic numerical models:

(a) surface-specified hydraulic head; (b) specified hydraulic head on the left boundary and under the water body; (c) constant specified

recharge coupled with a drain; (d) seasonally variable specified recharge with drain nodes under the water body; (e) specified water inflow/

outflow or head/pressure from a linked surface hydrological model. ET is evapotranspiration and WP is water percolation through the snow

cover
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5.2 | Thermal boundary conditions

Most modeling studies of heat transport in groundwater systems use two types of thermal BCs (Table 3): A specified
temperature BC (Dirichlet type), which allows a model-derived heat flux into or out of the model, and a specified heat
flux (Neumann-type), which defines the exact heat flux entering or leaving the domain. Cryohydrogeologic models
often include a geothermal heat flux assigned at the base of the model domain (for example, usually between 30 and
100 mW m−2, see Majorowicz and Grasby (2010) and Batir, Blackwell, and Richards (2016) for geothermal heat flow
maps of Canada and Alaska, respectively). The geothermal heat flux is very site specific, and the temperature gradient
of permafrost systems can be distorted due to their memory of past climates (Isaksen, Mühll, Gubler, Kohl, & Sol-
lid, 2000). Its value should be chosen considering the geographical location of the modeled site rather than using a
regional average. If a geothermal flux condition is applied over long time scales, the lower boundary should extend to
many hundreds of meters to avoid the effect of past climates. If borehole temperature measurements are available, one
could alternatively use a specified constant temperature BC at the domain base, as long as it is reasonable to assume
that land surface warming signals will not penetrate to the domain base (e.g., Atchley et al., 2015; Rushlow, Sawyer,
Voss, & Godsey, 2020; Zipper et al., 2018). Similar to the hydraulic BCs, the vertical domain boundaries are often con-
sidered to have no heat exchange since they usually correspond to the limits of a watershed, resulting in no lateral
water flow (thus no heat advection) and horizontal isotherms (thus no lateral thermal conduction). The Global Terres-
trial Network for Permafrost database (http://gtnpdatabase.org/) provides some information on cold-regions subsurface
temperature measurements that could aid in boundary condition parameterization.

Different options have been proposed in the literature to represent the surface thermal boundary condition (Table 3).
This domain boundary represents the location of the primary thermal forcing in response to climate change. Many
cold-region surface processes, such as snow cover insulation, snow redistribution, shifts in vegetation, differential radia-
tion due to slope aspect, turbulent fluxes, and seasonally variable albedo, significantly impact the ground thermal and
hydrologic conditions (Jorgenson et al., 2010; Shur & Jorgenson, 2007; Young, Lemieux, Delottier, Fortier, &
Fortier, 2020). Depending on the setting, some of these processes strongly influence land surface temperatures (Good-
rich, 1982; Zhang, 2005), which in turn will impact the distribution of frozen ground and groundwater flow patterns
(Connon, Devoie, Hayashi, Veness, & Quinton, 2018; Huang et al., 2020; Kurylyk, MacQuarrie, & McKenzie, 2014; Qi
et al., 2019). For example, O'Neill and Burn (2017) found that a talik had formed underneath a snow fence in continu-
ous permafrost, which led to half a meter of land subsidence. Jan and Painter (2020) used ATS to simulate the effects of
snow accumulation timing on permafrost thermal conditions and found that even a small shift can affect the active
layer thickness. Integrated cryohydrologic codes (e.g., ATS and GeoTop, Table 1a) consider some of these processes with
a surface energy balance and a snow distribution model fully coupled to their subsurface components. CryoGrid 3 xIce
(Nitzbon et al., 2019) also simulates these surface processes, but is not considered here as a cryohydrogeologic model
because processes such as vertical groundwater flow, permeability dependence on liquid saturation and heat advection
are neglected. For a full consideration of surface thermal processes and their interactions with the subsurface, one may
use the built-in options offered in these tools.

However, a surface energy balance module requires extensive parameterization data, and such modules are often
not available in cryohydrogeologic models. The user may instead need to choose a surface thermal BC. The decision
should be made by first considering the studied environment and its driving factors, the study objectives, and the avail-
ability of field data (Table 3). If surface temperature data are available, an ideal solution that considers all the processes
listed above is to assign the measured surface temperatures as a specified temperature BC (Dirichlet type; Figure 5a).
On the other hand, this approach, which has been used in many studies (e.g., Bense et al., 2009; Ge et al., 2011; Sjöberg
et al., 2016), may be problematic once applied to long-term climate warming scenarios. Ground surface temperature
projections are often unknown or uncertain and highly dependent on the ground conditions (Mann & Schmidt, 2003).
In particular, snowpack evolution may decouple long-term trends in air and surface temperatures (Kurylyk, Bourque,
& MacQuarrie, 2013; Mellander, Löfvenius, & Laudon, 2007). If ground surface temperatures are unknown, one can
use “n-factors” as an estimation (Lunardini, 1978). The n-factor approach, as used in Fortier, LeBlanc, and Yu (2011)
and Walvoord, Voss, Ebel, and Minsley (2019), is the ratio of cumulative ground surface temperature to air temperature
degree-days. However, n-factors are site-specific and depend on surface conditions, for example, if snow cover is pre-
sent. Additional physical equations may also be used, such as those proposed by Williams et al. (2015) which consider
radiative, conductive, sensible, and latent heat to estimate ground surface temperatures in snow-free conditions.

Since air temperature projections are easily accessible from climate models, McKenzie et al. (2007) assigned air tem-
peratures as a specified temperature BC on top of a 1 m thick “thermal boundary layer” with a calibrated thermal
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conductivity of 1.25 J m−1 s−1�C−1. This simplified boundary layer approach (Figure 5b), which has also been used in
subsequent studies (e.g., Briggs et al., 2014; Evans & Ge, 2017; McKenzie & Voss, 2013), represents a buffer zone
between the atmosphere and the land surface and allows for surface temperatures to be influenced by both the

TABLE 3 Typical thermal boundary conditions used in cryohydrogeologic modeling studies

Boundary Description Type Time 
dependency

Heat in 
or out

Used to 
represent

Considerations Assumptions Used in

Vertical 
(sides)

Zero heat 
exchange

Neumann Constant None
Watershed 

limits
• Watershed limits

•Vertical boundaries correspond to watershed 
boundaries thus no heat advection from 
lateral flow
• Horizontal isotherms (no conductive heat 
transfer with the neighbouring watershed)

McKenzie 
et al. 

(2007)

Specified 
temperature

Dirichlet Variable Both
Profile with 
temperature 

data

• Heat exchange 
with the 
surroundings

• Future and current temperature conditions at 
all points of the boundary are known
• Changes of temperature in depth are known 
at all points of the boundary

Sjöberg
et al.

(2016)

Base

Specified heat 
exchange

Neumann Constant
Heat 
input 
only

Source of 
geothermal 

heat

• Constant 
geothermal heat

• Local geothermal heat flux or gradient is 
known and constant over time and space
• No other source of heat under model base
• No heat advection through vertical flow

Bense
et al. 
(2009)

Specified 
temperature

Dirichlet Constant Both

Layer 
unaffected 
by surface 

thermal 
variations

• Exact thermal 
state of the model 
base

• Temperature at the boundary is not affected 
by seasonal and yearly changes in LS 
temperatures
• Temperature condition at the model base is 
known at all points

McKenzie 
et al. 

(2007)

Surface
(top)

Constant 
specified 

temperature
Dirichlet Constant Both

Deep water 
bodies

• Differential 
temperature at the 
bed of surface 
water bodies

• Temperature at the water body bed is 
constant and known
• Air temperature variations do not affect the 
thermal condition of the water body bed
• In a river, no heat advection at the riverbed

McKenzie 
et al. 

(2007)

Water body 
bed specified 
temperature

Dirichlet Variable Both
Water 
bodies

• Temperature 
variations with 
time and water 
depth at the water 
bodies bed

• Temperature at the water body bed follows a 
defined function with time and water depth
• Air temperature variations do not affect the 
thermal condition of the water body bed
• In a river, no heat advection at the riverbed

Wellman 
et al. 

(2013)

LS specified 
temperature 
(Figure 5a)

Dirichlet Variable Both LS
• All surface 
processes affecting 
the LS

• LS temperatures and their projections are 
known at all points of the boundary
• Future ground thermal condition does not 
have any effect on the LS temperatures

Bense
et al.

(2009)

Specified air 
temperature 

with a 
boundary 

layer
(Figure 5b)

Dirichlet Variable Both
Atmosphere 
conditions 
on the LS

• Air temperature 
projections
• Conduction from 
the atmosphere to 
the LS through a 
boundary layer

• Current and future air temperatures are 
known
• Thermal conductivity of the boundary layer 
is constant
• Geometry and properties of the boundary 
layer accurately represent surface processes 
affecting LS thermal condition

McKenzie 
et al. 

(2007)

Heat 
exchange 
boundary 

layer
(Figure 5c)

Cauchy Variable Both
LS

Water 
bodies

• Insulation effect 
of a snow cover
• Air temperature 
projections
• Heat conduction 
and advection from 
the atmosphere to 
the LS

• Snow cover properties are known and 
constant
• Other surface thermal processes are not 
significantly affecting the LS temperature
• Energy released by the thawing of the snow 
(latent heat) does not propagate in the ground
• Current and future snow cover depths are 
known

Dagenais 
et al. 

(2020)

One-way 
coupling with 

external 
surface model 

(Figure 5d)

Dirichlet 
or 

Neumann
Variable Both

LS
Water 
bodies

• All the surface 
processes included 
in the surface 
model

• Atmospheric, LS and canopy layer 
conditions are known including future trends
• Subsurface conditions do not have any 
effect on the surface conditions

Kurylyk 
et al. 

(2016)

Two-way 
coupling with 

internal 
equations 

(Figure 5d)

Built-in 
function

Variable Both
LS

Water 
bodies

• Surface processes 
included in the 
surface model
• Effects of 
subsurface 
conditions on 
surface conditions

• Atmospheric, LS and canopy layer 
conditions are known including future trends

Jafarov
et al. 
(2018)

Note: The “Used in” column provides one study example for each boundary condition. LS stands for land surface.
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atmosphere and ground conditions. A very low permeability may be assigned for the thermal boundary layer to allow
heat conduction but limit water flow and heat advection in this conceptual buffer zone above the land surface. How-
ever, the assigned properties of the “thermal boundary layer” are typically static and do not consider seasonal changes
in land surface insulation due to the formation of a snowpack (Zhang, 2005). To simulate the insulating effect of a
snowpack, Rushlow et al. (2020) varied the thermal conductivity of the thermal boundary layer to account for snow
depth variations. Alternatively, Lamontagne-Hallé et al. (2018) developed a time-dependent heat flux BC that calculates
heat conduction through a changing snow cover (Figure 5c). Similarly, Dagenais et al. (2020) used a Cauchy-type BC,
built into the model SMOKER, that calculates the natural heat transfer across a dynamic surface layer with spatially
and temporally variable properties to represent snow cover in winter and an organic soil layer in summer. Using this
BC in the same setting, Albers et al. (2020) found that their numerical model was very sensitive to the near-surface ther-
mal and hydraulic parameters, and to those parameters which define the characteristics of the dynamic surface layer.
They thus recommended particular attention be given to characterizing near-surface conditions. To account for more
processes and to have a full surface energy balance (Figure 5d), the modeler can also drive the cryohydrogeologic model
with an external surface energy model (e.g., Kurylyk et al., 2016).

Assigning BCs in cryohydrogeologic models is a difficult task considering the dynamic impacts of freezing and
thawing processes on the model properties. Tables 2 and 3 provide information about different BCs commonly used in
modeling studies. BCs that simulate many cold region processes may appear more realistic, but their need for added
parameters may also lead to unnecessary complexity and uncertainty (Voss, 2011). Results may indeed match observed
field temperature data because there are more calibration parameters to force the desired solution, yet the calibrated
parameterization may poorly represent the governing thermal physics, and may lead to increasingly unrealistic future
projections (Hill, 2006). We recommend starting with simple BCs and consider developing them into more complex

FIGURE 5 Conceptual model of

typical surface thermal boundary

condition configurations for

cryohydrogeologic models: (a) specified

ground-surface temperature (GST); (b)

specified air temperature (AT) with a

thermal boundary layer (TBL); (c)

specified heat flux with a dynamic

surface layer (SL); (d) specified

temperature or heat flux calculated with

a surface energy balance. ET and LH are

evapotranspiration and latent heat

release by snowmelt, respectively
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conditions later if necessary. One should also pay attention to the interdependence of the hydraulic and thermal BCs.
For example, if specified recharge and specified temperature BCs at the model surface are used, modelers should con-
sider aligning the specified inflowing recharge water temperature with the specified land surface temperature and also
consider setting no-flow boundaries when the specified surface temperature drops below 0�C. In the absence of
macropores (Mohammed, Kurylyk, Cey, & Hayashi, 2018), which are not well represented in most cryohydrogeologic
models, frozen ground has limited infiltration capacity, and forcing recharge into frozen ground may create unrealistic
pressure or hydraulic head gradients.

6 | INITIAL CONDITIONS

The initial conditions must be carefully assigned for transient cryohydrogeologic models. The initial temperatures
established by the user will be used to generate the initial distribution of liquid water and ice in accordance with the
soil-freezing curve, and the distribution of liquid water will be used to generate an initial field of hydraulic and thermal
conductivity.

For site-specific models, initial conditions can be based on field data. This approach requires extensive datasets of
hydraulic heads, permafrost distributions, and ground temperatures based on geophysical measurements, observation
wells, and temperature sensors (e.g., Fortier et al., 2020; Figure 6a). These point measurements can yield interpolated
field data to generate the initial (present-day) distribution of temperature and hydraulic head (e.g., Sjöberg et al., 2016).
However, gathering such a dataset in an arctic environment can be financially and logistically challenging, and data
interpolation may lead to uncertainties and lack of representation due to sporadic data.

For sites that are not data rich, another option is to run a spin-up model to generate the initial conditions for a
follow-up transient simulation (e.g., Bense et al., 2012; McKenzie & Voss, 2013). This can be accomplished by driv-
ing the spin-up simulation using steady-state BCs (i.e., BC values not varying with time, corresponding to an aver-
age of the current pressure or temperature conditions), and stopping the simulation once it has achieved steady-
state hydraulic and thermal conditions (Figure 6b). The results from the end of the spin-up simulation can then be
used as the initial conditions for a subsequent model run with transient boundary conditions. This approach is often
used to form the initial distribution of permafrost in climate warming scenarios (e.g., Bense et al., 2012; Grenier
et al., 2013; McKenzie & Voss, 2013) and allows for the model to create its own internally self-consistent initial con-
ditions, assuming that the studied site is initially in equilibrium with the hydroclimatic conditions set as the con-
stant BC. Two steady-state spin-ups, a first for pressure and then a second for temperature, may be necessary to
allow for a normal pressure distribution before the ground freezes (e.g., Jafarov et al., 2018; McKenzie & Voss, 2013).
If the sub-permafrost aquifer is not being simulated, one could start the spin-up in a fully frozen state instead of an
unfrozen one. Karra et al. (2014) found that this approach saves considerable computational time which is highly
practical for three-dimensional models.

However, steady-state spin-up simulations may not be the most appropriate approach for all studies, partly due to
the assumption that the ground conditions are in equilibrium with the current climate. As Zhang, Chen, and
Riseborough (2008) pointed out, permafrost in Canada will continue thawing, even if air temperatures stabilize.
Langford et al. (2019) tried two different methods to represent the initial conditions of the discontinuous permafrost at
Scotty Creek, Canada: A steady-state run and setting permafrost “blocks” with a uniform temperature. They found that
the latter better represented the thermal conditions of their shallow supra-permafrost layer since, at the time of their
initial conditions, the simulated permafrost was already out of equilibrium with the climate. However, steady-state sim-
ulations may be useful to reproduce past conditions and to start a subsequent spin-up simulation (Figure 6c) that would
use long-term time series to create the initial conditions for the simulation of interest.

If seasonality is being considered, which is common in cryohydrogeologic models, we recommend a “dynamic equi-
librium spin-up simulation”. By assuming constant BCs in the steady-state simulation, several seasonal processes such
as the formation of the active layer are not considered. The dynamic equilibrium spin-up simulation (Figure 6c) uses
seasonally varying BCs without any yearly changes (i.e., no warming or cooling rate in mean annual conditions). As
described in Ge et al. (2011) and Jafarov et al. (2018), such a simulation should be run until no significant difference
exists between years. The user can then use the last computed results as initial conditions for the simulation of interest.
If long-term air temperature time series are available, they can be used to constrain the model during a spin-up period
(e.g., Dagenais et al., 2020). This approach allows the user to create initial conditions for the period of interest that are
not necessarily in equilibrium with the current climate, which is more representative of some permafrost systems. As
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described in Dagenais et al. (2020), if the spin-up period is long enough, the initial conditions, at least those outside of
the permafrost areas, should not adversely affect the modeling results.

7 | TIME STEP SIZE

For transient simulations, the time step size should be carefully addressed. Even if the modeling study does not require
results at a fine time scale, it has been shown that a coarse time step size may lead to modeling inaccuracies and insta-
bility (Anderson et al., 2015).

A common way to find the appropriate time step is to apply the Courant criterion (Courant, Friedrichs, &
Lewy, 1967; Daus et al., 1985):

C=
v
R
Δt
Δx

≤
P
2

ð2Þ

FIGURE 6 Different methods

to set the initial conditions for a

cryohydrogeologic model using (a)

field data, (b) a steady-state spin-up

with constant specified temperature

nodes, and (c) a dynamic

equilibrium spin-up using a

seasonally variable surface thermal

boundary condition
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where C is the Courant number (dimensionless), v is the magnitude of the computed velocity (m s−1), Δt is the time step
size (s), Δx is the mesh discretization length (m), and P is the Peclet number (Equation (1)). The thermal retardation (R,
dimensionless) represents the assumed instantaneous adsorption of heat by the solid grains of the porous medium and
is defined as (Molson et al., 1992):

R=
Co

θSwρwcw
ð3Þ

where Co is the bulk heat capacity of the porous media (J m−3�C−1), θ is the porosity (−), Sw is the water saturation (−),
and ρw and cw are the liquid water density (kg m−3) and specific heat capacity (J kg−1�C−1), respectively. The Courant
criterion can be checked with the highest computed velocity in each direction (x, y, and z) after the simulation is com-
plete. Strictly applicable to explicit time-weighting schemes (i.e., terms calculated from the previous time step) for
maintaining stability, the Courant criterion nevertheless remains useful for limiting general errors and improving con-
vergence behavior with other schemes.

While respecting the Courant criterion is important, the nonlinearity of the governing equations and boundary con-
dition variability can be limiting factors to determine a suitable time step in cold-regions groundwater modeling. Even
if the Courant criterion is satisfied, instability problems caused by a time step that is too large may still occur and
should be corrected.

Once the model setup is complete, we recommend a series of short simulations with varying time step sizes to form
the basis of comparison. To limit computational time, the largest time step size should be chosen at which no signifi-
cant difference exists with the outcomes of the simulations using finer time steps. The time step attribution process is
similar for cryohydrogeologic models and typical groundwater models. However, particular attention should be given
to seasonal, or even daily variations in boundary conditions which may be more impactful in cold regions (Bintanja &
van der Linden, 2013). A study should thus choose a time step size that is short enough to represent these processes.
One of the findings from the InterFrost project was that many users required a much smaller time step and spatial dis-
cretization than initially anticipated in order to match the benchmark problems (Grenier et al., 2018). Some of the
cryohydrogeologic modeling tools also use an adaptive time step (ATS, COMSOL, FEFLOW, implementation in
FlexPDE, GINETTE, MELT, PermaFOAM, and PFLOTRAN), which will automatically find the optimal time step size
based on error estimations and the required temporal accuracy (Diersch, 2014).

8 | CHALLENGES AND RECOMMENDATIONS

The primary objective of this primer is to provide guidelines and suggestions for undertaking cryohydrogeologic model-
ing. Recent developments have led to increased availability of modeling tools that consider dynamic freezing and
thawing processes. So far, the use of these tools to improve our understanding of cold-regions groundwater processes
has been primarily for improving our theoretical understanding of cryohydrogeology. Recent studies have been under-
taken to apply these tools to real-life settings in highly monitored watersheds (e.g., Dagenais et al., 2020; Evans
et al., 2018; Langford et al., 2019). However, despite the importance of understanding the impacts of permafrost thaw at
the community scale (White et al., 2007), these models have only rarely been applied for addressing issues related to
water resources in the north (e.g., Lemieux, Fortier, Molson, Therrien, & Ouellet, 2020). While guidelines from theoreti-
cal modeling may help elucidate the process of setting up and running a cryohydrogeologic model, there are still chal-
lenges and limitations that render these tools more difficult to apply in certain settings or applications.

First, many subsurface processes are still not being considered in many cryohydrogeologic models. Cryosuction (i.e.,
the drawing of water to the freezing front, Schuh et al., 2017), the presence of ice-rich permafrost (Jones, Harrison,
Anderson, & Betts, 2018; Walvoord & Kurylyk, 2016) or ice-wedge polygons (Jan et al., 2018; Liljedahl et al., 2016), land
subsidence due to permafrost thaw (Painter, Moulton, & Wilson, 2013; Quinton, Hayashi, & Chasmer, 2011), air flow
through the porous medium (Wicky & Hauck, 2017), the presence of macro-pores or macro-fractures (Harrington,
Mozil, Hayashi, & Bentley, 2018; Mohammed et al., 2018) and effects of salinity on the freezing point (Cochand,
Molson, & Lemieux, 2019) are examples of processes or conditions that can influence thermal or hydraulic processes in
cold regions. These are potentially important processes, depending on the physical system, that are not fully accounted
for in many cryohydrogeologic modeling tools. However, the likelihood that a certain process strongly influences the
local hydrology or hydrogeology is dependent on both the scale of the study and the setting in which it occurs. There is
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also a lack of consideration of surface hydrologic and thermal processes, as evidenced by the overly simplified boundary
conditions employed in most studies and by the absence of surface water and energy balance routines in many tools.
Before undertaking a cryohydrogeologic modeling study, it is important for the modeler to have a well-developed con-
ceptual model to decide if these complexities should be added. Including processes that could be neglected can signifi-
cantly increase computational time.

Furthermore, adding more processes or features increases model complexity, therefore increasing the amount of data
required, while potentially increasing uncertainty and decreasing the user's understanding of the system. As stated in
Voss (2011), a more complex model is not necessarily a more accurate model, as more parameters have to be estimated
or calibrated. A case where increased model complexity may help to decrease uncertainties is when the additional com-
plexity allows for the coupling of two co-dependent systems. A good example is the surface energy balance included in
some of the aforementioned tools. To increase the accessibility of permafrost heat transfer models outside of the model-
ing expert community, Fritz et al. (2015) suggested that “Future research should focus on identifying which processes
are most important, so that models with varying levels of complexity can be developed for Arctic stakeholders”. We pro-
pose that the same principle should be applied to cold-regions groundwater models. Our recommendation to modelers is
to first focus on identifying the important processes in different environments rather than adding processes to the
already complex tools available, and to add varying levels of complexity to their code as suggested by Fritz et al. (2015).

Another challenge for modelers to overcome is making the modeling experience more user-friendly. Most avail-
able cryohydrogeologic models do not have a graphical user interface or online support (Table 1), thus increasing
the difficulty and the time required to become familiar with a particular code and thereby limiting model applica-
tions to a model development team. In many cases, if the user desires additional functions to represent more com-
plex BCs, they must be coded by the user and thus necessitate some knowledge of computer programming. Some
codes also offer very little information about sources of error, and do not offer a post-processor to view and analyze
the modeling results.

We suggest that developers should focus their efforts not only on code development but also on improving the acces-
sibility of cold-regions groundwater models by (a) developing graphical user interfaces, (b) launching an online support
platform where both developers and users can interact and help each other, and (c) creating tutorials to explain the
basic components and the important steps to build a cryohydrogeologic model. While in-person workshops are a great
initiative to reach new users, they are sometimes expensive to attend and are limited regionally; thus more online train-
ing tools would be welcomed. As stated by Bredehoeft (2012), institutional commitment to provide support is key for
widely used models, and such institutions should ensure their work is accessible to a wide range of scientists and
stakeholders.

In spite of the many areas for advancement in model development and application, much effort has recently
been focused on improving the accuracy and utility of cryohydrogeologic models through the addition of more pro-
cesses and the simplification of the modeling approach for the unfamiliar user. Despite the present limitations, we
are confident that these cold-regions groundwater models can enable communities, stakeholders, and scientists
from different fields to address fundamental water resources challenges in cold regions. Considering the necessity of
including hydrogeology in northern research initiatives (McKenzie et al., 2020), such modeling tools can assist in
managing groundwater resources, testing usage scenarios, and developing hydrogeological understanding of cold-
regions aquifers.
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Hansson, K., Šimůnek, J., Mizoguchi, M., Lundin, L.-C., & Genuchten, M. T. v. (2004). Water flow and heat transport in frozen soil: Numeri-
cal solution and freeze–thaw applications. Vadose Zone Journal, 3(2), 693–704. https://doi.org/10.2113/3.2.693

Harlan, R. L. (1973). Analysis of coupled heat-fluid transport in partially frozen soil. Water Resources Research, 9(5), 1314–1323. https://doi.
org/10.1029/WR009i005p01314

Harp, D. R., Atchley, A. L., Painter, S. L., Coon, E. T., Wilson, C. J., Romanovsky, V. E., & Rowland, J. C. (2015). Effect of soil property uncer-
tainties on permafrost thaw projections: A calibration-constrained analysis. The Cryosphere Discussions, 9(3), 3351–3404. https://doi.org/
10.5194/tcd-9-3351-2015

Harrington, J. S., Mozil, A., Hayashi, M., & Bentley, L. R. (2018). Groundwater flow and storage processes in an inactive rock glacier. Hydro-
logical Processes, 32(20), 3070–3088. https://doi.org/10.1002/hyp.13248

Hill, M. C. (2006). The practical use of simplicity in developing ground water models. Groundwater, 44(6), 775–781. https://doi.org/10.1111/j.
1745-6584.2006.00227.x

Holmén, J., Benabderrahmane, H., Buoro, A., & Brulhet, J. (2011). Modelling of permafrost freezing and melting and the impact of a climatic
cycle on groundwater flow at the Meuse/haute-Marne site. Physics and Chemistry of the Earth, Parts A/B/C, 36(17), 1531–1538. https://
doi.org/10.1016/j.pce.2011.10.021

Holmén, J. (2019). Transport of dissolved components, heat flow, permafrost and density dependent flow. Three-dimensional coupled flow and
heat transport. GEOAN, User's guide (p. 28). Toronto, Canada: Golder Associates.

Huang, K., Dai, J., Wang, G., Chang, J., Lu, Y., Song, C., … Ye, R. (2020). The impact of land surface temperatures on suprapermafrost
groundwater on the Central Qinghai-Tibet plateau. Hydrological Processes, 34(6), 1475–1488. https://doi.org/10.1002/hyp.13677

Ireson, A. M., van der Kamp, G., Ferguson, G., Nachshon, U., & Wheater, H. S. (2013). Hydrogeological processes in seasonally frozen north-
ern latitudes: Understanding, gaps and challenges. Hydrogeology Journal, 21(1), 53–66. https://doi.org/10.1007/s10040-012-0916-5

Isaksen, K., Mühll, D. V., Gubler, H., Kohl, T., & Sollid, J. L. (2000). Ground surface-temperature reconstruction based on data from a
deep borehole in permafrost at Janssonhaugen, Svalbard. Annals of Glaciology, 31, 287–294. https://doi.org/10.3189/17275
6400781820291

Iwata, Y., Hayashi, M., Suzuki, S., Hirota, T., & Hasegawa, S. (2010). Effects of snow cover on soil freezing, water movement, and snowmelt
infiltration: A paired plot experiment. Water Resources Research, 46(9), W09504. https://doi.org/10.1029/2009WR008070

Jafarov, E. E., Coon, E. T., Harp, D. R., Wilson, C. J., Painter, S. L., Atchley, A. L., & Romanovsky, V. E. (2018). Modeling the role of prefer-
ential snow accumulation in through talik development and hillslope groundwater flow in a transitional permafrost landscape. Environ-
mental Research Letters, 13(10), 105006. https://doi.org/10.1088/1748-9326/aadd30

Jan, A., Coon, E. T., & Painter, S. L. (2019). Evaluating integrated surface/subsurface permafrost thermal hydrology models in ATS (v0.88)
against observations from a polygonal tundra site. Geoscientific Model Development Discussion, 13, 2259–2276. https://doi.org/10.5194/
gmd-2019-265

Jan, A., Coon, E. T., Painter, S. L., Garimella, R., & Moulton, J. D. (2018). An intermediate-scale model for thermal hydrology in low-relief
permafrost-affected landscapes. Computational Geosciences, 22(1), 163–177. https://doi.org/10.1007/s10596-017-9679-3

Jan, A., & Painter, S. (2020). Permafrost thermal conditions are sensitive to shifts in snow timing. Environmental Research Letters, in press,
https://doi.org/10.1088/1748-9326/ab8ec4

Jepsen, S. M., Voss, C. I., Walvoord, M. A., Minsley, B. J., & Rover, J. (2013). Linkages between lake shrinkage/expansion and sublacustrine
permafrost distribution determined from remote sensing of interior Alaska, USA. Geophysical Research Letters, 40(5), 882–887. https://
doi.org/10.1002/grl.50187

22 of 26 LAMONTAGNE-HALLÉ ET AL.

https://doi.org/10.1016/j.geothermics.2013.02.002
https://doi.org/10.1016/j.geothermics.2013.02.002
https://doi.org/10.2136/sssaj2017.06.0196
https://doi.org/10.2136/sssaj2017.06.0196
https://doi.org/10.1029/2011GL047911
https://doi.org/10.1002/2015WR017236
https://doi.org/10.1016/S1002-0160(10)60035-5
https://doi.org/10.1139/t82-047
https://doi.org/10.1139/t82-047
https://doi.org/10.1016/j.advwatres.2018.02.001
https://doi.org/10.1016/j.advwatres.2018.02.001
https://doi.org/10.1007/s10040-012-0909-4
https://doi.org/10.1029/WR010i005p00995
https://doi.org/10.2113/3.2.693
https://doi.org/10.1029/WR009i005p01314
https://doi.org/10.1029/WR009i005p01314
https://doi.org/10.5194/tcd-9-3351-2015
https://doi.org/10.5194/tcd-9-3351-2015
https://doi.org/10.1002/hyp.13248
https://doi.org/10.1111/j.1745-6584.2006.00227.x
https://doi.org/10.1111/j.1745-6584.2006.00227.x
https://doi.org/10.1016/j.pce.2011.10.021
https://doi.org/10.1016/j.pce.2011.10.021
https://doi.org/10.1002/hyp.13677
https://doi.org/10.1007/s10040-012-0916-5
https://doi.org/10.3189/172756400781820291
https://doi.org/10.3189/172756400781820291
https://doi.org/10.1029/2009WR008070
https://doi.org/10.1088/1748-9326/aadd30
https://doi.org/10.5194/gmd-2019-265
https://doi.org/10.5194/gmd-2019-265
https://doi.org/10.1007/s10596-017-9679-3
https://doi.org/10.1088/1748-9326/ab8ec4
https://doi.org/10.1002/grl.50187
https://doi.org/10.1002/grl.50187


Johansen, O. (1975). Thermal conductivity of soils [Ph.D. dissertation]. Trondheim, Norway: Norwegian University of Science and
Technology.

Jones, D. B., Harrison, S., Anderson, K., & Betts, R. A. (2018). Mountain rock glaciers contain globally significant water stores. Scientific
Reports, 8(1), 1–10. https://doi.org/10.1038/s41598-018-21244-w

Jorand, R., Fehr, A., Koch, A., & Clauser, C. (2011). Study of the variation of thermal conductivity with water saturation using nuclear mag-
netic resonance. Journal of Geophysical Research - Solid Earth, 116(B8), B08208. https://doi.org/10.1029/2010JB007734

Jorgenson, M. T., Romanovsky, V., Harden, J., Shur, Y., O'Donnell, J., Schuur, E. A. G., … Marchenko, S. (2010). Resilience and vulnerability
of permafrost to climate change. Canadian Journal of Forest Research, 40, 1219–1236.

Journeaux Associates. (2012). Engineering challenges for Tailings Management Facilities and Associated Infrastucture with regard to Climate
Change in Nunavut (No. L-11–1472; p. 110). Government of Nunavut.

Karra, S., Painter, S. L., & Lichtner, P. C. (2014). Three-phase numerical model for subsurface hydrology in permafrost-affected regions
(PFLOTRAN-ICE v1.0). The Cryosphere, 8(5), 1935–1950. https://doi.org/10.5194/tc-8-1935-2014

Kersten, M. S. (1949). Thermal Properties of Soils (No. 28; Engineering Experiment Station Bulletin, p. 227). Minneapolis, MN: University of
Minnesota. Retrieved from http://conservancy.umn.edu/handle/11299/124271.

Kumar, J., Collier, N., Bisht, G., Mills, R. T., Thornton, P. E., Iversen, C. M., & Romanovsky, V. (2016). Modeling the spatiotemporal variabil-
ity in subsurface thermal regimes across a low-relief polygonal tundra landscape. The Cryosphere, 10(5), 2241–2274. https://doi.org/10.
5194/tc-10-2241-2016

Kurylyk, B. L., Bourque, C. P.-A., & MacQuarrie, K. T. B. (2013). Potential surface temperature and shallow groundwater temperature
response to climate change: An example from a small forested catchment in east-Central New Brunswick (Canada). Hydrology and Earth
System Sciences, 17(7), 2701–2716. https://doi.org/10.5194/hess-17-2701-2013

Kurylyk, B. L., Hayashi, M., Quinton, W. L., McKenzie, J. M., & Voss, C. I. (2016). Influence of vertical and lateral heat transfer on perma-
frost thaw, peatland landscape transition, and groundwater flow. Water Resources Research, 52(2), 1286–1305. https://doi.org/10.1002/
2015WR018057

Kurylyk, B. L., MacQuarrie, K. T. B., & McKenzie, J. M. (2014). Climate change impacts on groundwater and soil temperatures in cold and
temperate regions: Implications, mathematical theory, and emerging simulation tools. Earth-Science Reviews, 138, 313–334. https://doi.
org/10.1016/j.earscirev.2014.06.006

Kurylyk, B. L., McKenzie, J. M., MacQuarrie, K. T. B., & Voss, C. I. (2014). Analytical solutions for benchmarking cold regions subsurface
water flow and energy transport models: One-dimensional soil thaw with conduction and advection. Advances in Water Resources, 70
(Supplement C, 172–184. https://doi.org/10.1016/j.advwatres.2014.05.005

Kurylyk, B. L., & Watanabe, K. (2013). The mathematical representation of freezing and thawing processes in variably-saturated, non-
deformable soils. Advances in Water Resources, 60, 160–177. https://doi.org/10.1016/j.advwatres.2013.07.016

Lamontagne-Hallé, P., McKenzie, J. M., Kurylyk, B. L., & Zipper, S. C. (2018). Changing groundwater discharge dynamics in permafrost
regions. Environmental Research Letters, 13(8), 084017. https://doi.org/10.1088/1748-9326/aad404

Langford, J. E., Schincariol, R. A., Nagare, R. M., Quinton, W. L., & Mohammed, A. A. (2019). Transient and transition factors in modeling
permafrost thaw and groundwater flow. Groundwater, 58, 258–268. https://doi.org/10.1111/gwat.12903

Lemieux, J.-M., Fortier, R., Molson, J., Therrien, R., & Ouellet, M. (2020). Topical collection: Hydrogeology of a cold-region watershed near
Umiujaq (Nunavik, Canada). Hydrogeology Journal, 28, 809–812. https://doi.org/10.1007/s10040-020-02131-z

Lemieux, J.-M., Fortier, R., Murray, R., Dagenais, S., Cochand, M., Delottier, H., … Parhizkar, M. (2020). Groundwater dynamics within a
watershed in the discontinuous permafrost zone near Umiujaq (Nunavik, Canada). Hydrogeology Journal, 28, 833–851. https://doi.org/
10.1007/s10040-020-02110-4

Lemieux, J.-M., Fortier, R., Talbot-Poulin, M.-C., Molson, J., Therrien, R., Ouellet, M., … Murray, R. (2016). Groundwater occurrence in cold
environments: Examples from Nunavik, Canada. Hydrogeology Journal, 24(6), 1497–1513. https://doi.org/10.1007/s10040-016-1411-1

Liljedahl, A. K., Boike, J., Daanen, R. P., Fedorov, A. N., Frost, G. V., Grosse, G., … Zona, D. (2016). Pan-Arctic ice-wedge degradation in
warming permafrost and its influence on tundra hydrology. Nature Geoscience, 9(4), 312–318. https://doi.org/10.1038/ngeo2674

Lunardini, V. J. (1978). Theory of n-factors and correlation of data, In Proceedings of the 3rd International Conference on Permafrost, (Vol. 1,
pp. 40–46). Ottawa, Canada: National Research Council of Canada.

Lundin, L.-C. (1990). Hydraulic properties in an operational model of frozen soil. Journal of Hydrology, 118(1), 289–310. https://doi.org/10.
1016/0022-1694(90)90264-X

Majorowicz, J., & Grasby, S. E. (2010). Heat flow, depth–temperature variations and stored thermal energy for enhanced geothermal systems
in Canada. Journal of Geophysics and Engineering, 7(3), 232–241. https://doi.org/10.1088/1742-2132/7/3/002

Mann, M. E., & Schmidt, G. A. (2003). Ground vs. surface air temperature trends: Implications for borehole surface temperature reconstruc-
tions. Geophysical Research Letters, 30(12), 1607. https://doi.org/10.1029/2003GL017170

Maurer, G. E., & Bowling, D. R. (2014). Seasonal snowpack characteristics influence soil temperature and water content at multiple scales in
interior western U.S. mountain ecosystems. Water Resources Research, 50(6), 5216–5234. https://doi.org/10.1002/2013WR014452

McCauley, C. A., White, D. M., Lilly, M. R., & Nyman, D. M. (2002). A comparison of hydraulic conductivities, permeabilities and infiltration
rates in frozen and unfrozen soils. Cold Regions Science and Technology, 34(2), 117–125. https://doi.org/10.1016/S0165-232X(01)00064-7

McGuire, A. D., Lawrence, D. M., Koven, C., Clein, J. S., Burke, E., Chen, G., … Zhuang, Q. (2018). Dependence of the evolution of carbon
dynamics in the northern permafrost region on the trajectory of climate change. Proceedings of the National Academy of Sciences of the
United States of America, 115(15), 3882–3887. https://doi.org/10.1073/pnas.1719903115

LAMONTAGNE-HALLÉ ET AL. 23 of 26

https://doi.org/10.1038/s41598-018-21244-w
https://doi.org/10.1029/2010JB007734
https://doi.org/10.5194/tc-8-1935-2014
http://conservancy.umn.edu/handle/11299/124271
https://doi.org/10.5194/tc-10-2241-2016
https://doi.org/10.5194/tc-10-2241-2016
https://doi.org/10.5194/hess-17-2701-2013
https://doi.org/10.1002/2015WR018057
https://doi.org/10.1002/2015WR018057
https://doi.org/10.1016/j.earscirev.2014.06.006
https://doi.org/10.1016/j.earscirev.2014.06.006
https://doi.org/10.1016/j.advwatres.2014.05.005
https://doi.org/10.1016/j.advwatres.2013.07.016
https://doi.org/10.1088/1748-9326/aad404
https://doi.org/10.1111/gwat.12903
https://doi.org/10.1007/s10040-020-02131-z
https://doi.org/10.1007/s10040-020-02110-4
https://doi.org/10.1007/s10040-020-02110-4
https://doi.org/10.1007/s10040-016-1411-1
https://doi.org/10.1038/ngeo2674
https://doi.org/10.1016/0022-1694(90)90264-X
https://doi.org/10.1016/0022-1694(90)90264-X
https://doi.org/10.1088/1742-2132/7/3/002
https://doi.org/10.1029/2003GL017170
https://doi.org/10.1002/2013WR014452
https://doi.org/10.1016/S0165-232X(01)00064-7
https://doi.org/10.1073/pnas.1719903115


McKenzie, J. M., & Voss, C. I. (2013). Permafrost thaw in a nested groundwater-flow system. Hydrogeology Journal, 21(1), 299–316. https://
doi.org/10.1007/s10040-012-0942-3

McKenzie, J. M., Voss, C. I., & Siegel, D. I. (2007). Groundwater flow with energy transport and water–ice phase change: Numerical simula-
tions, benchmarks, and application to freezing in peat bogs. Advances in Water Resources, 30(4), 966–983. https://doi.org/10.1016/j.
advwatres.2006.08.008

McKenzie, J. M., Kurylyk, B. L., Walvoord, M. A., Bense, V. F., Fortier, D., Spence, C., & Grenier, C. (2020). Invited perspective: What lies
beneath a changing arctic?. The Cryosphere, in review. https://doi.org/10.5194/tc-2020-132

Mellander, P.-E., Löfvenius, M. O., & Laudon, H. (2007). Climate change impact on snow and soil temperature in boreal scots pine stands.
Climatic Change, 85(1), 179–193. https://doi.org/10.1007/s10584-007-9254-3

Meredith, M., Sommerkorn, M., Cassota, S., Derksen, C., Ekaykin, A., Hollowed, A., … Hodgson-Johnston, I. (2020). Polar Regions. In IPCC
Special Report on the Ocean and Cryosphere in a Changing Climate. Retrieved from https://www.ipcc.ch/srocc/home/.

Mohammed, A. A., Kurylyk, B. L., Cey, E. E., & Hayashi, M. (2018). Snowmelt infiltration and macropore flow in frozen soils: Overview,
knowledge gaps, and a conceptual framework. Vadose Zone Journal, 17(1), 1–15. https://doi.org/10.2136/vzj2018.04.0084

Molson, J., & Frind, E. (2019). Heatflow-smoker user guide (p. 132). Waterloo, Canada: Université Laval & University of Waterloo.
Molson, J. W., Frind, E. O., & Palmer, C. D. (1992). Thermal energy storage in an unconfined aquifer: 2. Model development, validation, and

application. Water Resources Research, 28(10), 2857–2867. https://doi.org/10.1029/92WR01472
Montzka, C., Herbst, M., Weihermüller, L., Verhoef, A., & Vereecken, H. (2017). A global data set of soil hydraulic properties and sub-grid variabil-

ity of soil water retention and hydraulic conductivity curves. Earth System Science Data, 9(2), 529–543. https://doi.org/10.5194/essd-9-529-2017
Mottaghy, D., & Rath, V. (2006). Latent heat effects in subsurface heat transport modelling and their impact on palaeotemperature recon-

structions. Geophysical Journal International, 164(1), 236–245. https://doi.org/10.1111/j.1365-246X.2005.02843.x
Mualem, Y. (1976). A new model for predicting the hydraulic conductivity of unsaturated porous media. Water Resources Research, 12(3),

513–522. https://doi.org/10.1029/WR012i003p00513
Neilson, B. T., Cardenas, M. B., O'Connor, M. T., Rasmussen, M. T., King, T. V., & Kling, G. W. (2018). Groundwater flow and exchange

across the land surface explain carbon export patterns in continuous permafrost watersheds. Geophysical Research Letters, 45(15), 7596–
7605. https://doi.org/10.1029/2018GL078140

Nield, D. A., & Bejan, A. (1999). Convection in porous media (4th ed.). New Yok, NY: Springer. https://doi-org/10.1007/978-1-4614-5541-7
Nishimura, S., Gens, A., Olivella, S., & Jardine, R. J. (2009). THM-coupled finite element analysis of frozen soil: Formulation and application.

Géotechnique, 59(3), 159–171. https://doi.org/10.1680/geot.2009.59.3.159
Nitzbon, J., Langer, M., Westermann, S., Martin, L., Aas, K. S., & Boike, J. (2019). Pathways of ice-wedge degradation in polygonal tundra

under different hydrological conditions. The Cryosphere, 13(4), 1089–1123. https://doi.org/10.5194/tc-13-1089-2019
O'Connor, M. T., Cardenas, M. B., Ferencz, S. B., Wu, Y., Neilson, B. T., Chen, J., & Kling, G. W. (2020). Empirical models for predicting water

and heat flow properties of permafrost soils. Geophysical Research Letters, 47, e2020GL087646. https://doi.org/10.1029/2020GL087646
O'Connor, M. T., Cardenas, M. B., Neilson, B. T., Nicholaides, K. D., & Kling, G. W. (2019). Active layer groundwater flow: The interrelated

effects of stratigraphy, thaw, and topography. Water Resources Research, 55(8), 6555–6576. https://doi.org/10.1029/2018WR024636
O'Neill, H. B., & Burn, C. R. (2017). Talik formation at a snow fence in continuous permafrost, Western Arctic Canada. Permafrost and Per-

iglacial Processes, 28(3), 558–565. https://doi.org/10.1002/ppp.1905
Orgogozo, L., Prokushkin, A. S., Pokrovsky, O. S., Grenier, C., Quintard, M., Viers, J., & Audry, S. (2019). Water and energy transfer model-

ing in a permafrost-dominated, forested catchment of Central Siberia: The key role of rooting depth. Permafrost and Periglacial Processes,
30(2), 75–89. https://doi.org/10.1002/ppp.1995

Painter, S. L., Moulton, J. D., & Wilson, C. J. (2013). Modeling challenges for predicting hydrologic response to degrading permafrost. Hydro-
geology Journal, 21(1), 221–224. https://doi.org/10.1007/s10040-012-0917-4

Painter, S. L. (2011). Three-phase numerical model of water migration in partially frozen geological media: Model formulation, validation,
and applications. Computational Geosciences, 15(1), 69–85. https://doi.org/10.1007/s10596-010-9197-z

Painter, S. L., Coon, E. T., Atchley, A. L., Berndt, M., Garimella, R., Moulton, J. D., … Wilson, C. J. (2016). Integrated surface/subsurface per-
mafrost thermal hydrology: Model formulation and proof-of-concept simulations. Water Resources Research, 52(8), 6062–6077. https://
doi.org/10.1002/2015WR018427

Painter, S. L., & Karra, S. (2014). Constitutive model for unfrozen water content in subfreezing unsaturated soils. Vadose Zone Journal, 13(4),
1–8. https://doi.org/10.2136/vzj2013.04.0071

Peters-Lidard, C. D., Blackburn, E., Liang, X., & Wood, E. F. (1998). The effect of soil thermal conductivity parameterization on surface
energy fluxes and temperatures. Journal of the Atmospheric Sciences, 55(7), 1209–1224. https://doi.org/10.1175/1520-0469(1998)
055<1209:TEOSTC>2.0.CO;2

Qi, J., Wang, L., Zhou, J., Song, L., Li, X., & Zeng, T. (2019). Coupled snow and frozen ground physics improves cold region hydrological sim-
ulations: An evaluation at the upper Yangtze River basin (Tibetan plateau). Journal of Geophysical Research-Atmospheres, 124(23),
12985–13004. https://doi.org/10.1029/2019JD031622

Quinton, W. L., Hayashi, M., & Chasmer, L. E. (2011). Permafrost-thaw-induced land-cover change in the Canadian subarctic: Implications
for water resources. Hydrological Processes, 25(1), 152–158. https://doi.org/10.1002/hyp.7894

Rey, D. M., Walvoord, M., Minsley, B., Rover, J., & Singha, K. (2019). Investigating lake-area dynamics across a permafrost-thaw spectrum
using airborne electromagnetic surveys and remote sensing time-series data in Yukon flats, Alaska. Environmental Research Letters, 14
(2), 025001. https://doi.org/10.1088/1748-9326/aaf06f

24 of 26 LAMONTAGNE-HALLÉ ET AL.

https://doi.org/10.1007/s10040-012-0942-3
https://doi.org/10.1007/s10040-012-0942-3
https://doi.org/10.1016/j.advwatres.2006.08.008
https://doi.org/10.1016/j.advwatres.2006.08.008
https://doi.org/10.5194/tc-2020-132
https://doi.org/10.1007/s10584-007-9254-3
https://www.ipcc.ch/srocc/home/
https://doi.org/10.2136/vzj2018.04.0084
https://doi.org/10.1029/92WR01472
https://doi.org/10.5194/essd-9-529-2017
https://doi.org/10.1111/j.1365-246X.2005.02843.x
https://doi.org/10.1029/WR012i003p00513
https://doi.org/10.1029/2018GL078140
https://doi-org/10.1007/978-1-4614-5541-7
https://doi.org/10.1680/geot.2009.59.3.159
https://doi.org/10.5194/tc-13-1089-2019
https://doi.org/10.1029/2020GL087646
https://doi.org/10.1029/2018WR024636
https://doi.org/10.1002/ppp.1905
https://doi.org/10.1002/ppp.1995
https://doi.org/10.1007/s10040-012-0917-4
https://doi.org/10.1007/s10596-010-9197-z
https://doi.org/10.1002/2015WR018427
https://doi.org/10.1002/2015WR018427
https://doi.org/10.2136/vzj2013.04.0071
https://doi.org/10.1175/1520-0469(1998)055%3C1209:TEOSTC%3E2.0.CO;2
https://doi.org/10.1175/1520-0469(1998)055%3C1209:TEOSTC%3E2.0.CO;2
https://doi.org/10.1029/2019JD031622
https://doi.org/10.1002/hyp.7894
https://doi.org/10.1088/1748-9326/aaf06f


Rivière, A., Jost, A., Gonçalvès, J., & Font, M. (2019). Pore water pressure evolution below a freezing front under saturated conditions: Large-
scale laboratory experiment and numerical investigation. Cold Regions Science and Technology, 158, 76–94. https://doi.org/10.1016/j.
coldregions.2018.11.005

Romanovsky, V. E., Smith, S. L., & Christiansen, H. H. (2010). Permafrost thermal state in the polar northern hemisphere during the interna-
tional polar year 2007–2009: A synthesis. Permafrost and Periglacial Processes, 21(2), 106–116. https://doi.org/10.1002/ppp.689

Roux, N., Costard, F., & Grenier, C. (2017). Laboratory and numerical simulation of the evolution of a River's Talik. Permafrost and Per-
iglacial Processes, 28(2), 460–469. https://doi.org/10.1002/ppp.1929

Rowland, J. C., Travis, B. J., & Wilson, C. J. (2011). The role of advective heat transport in talik development beneath lakes and ponds in dis-
continuous permafrost. Geophysical Research Letters, 38(17), L17504. https://doi.org/10.1029/2011GL048497

Rühaak, W., Anbergen, H., Grenier, C., McKenzie, J., Kurylyk, B. L., Molson, J., … Sass, I. (2015). Benchmarking numerical freeze/thaw
models. Energy Procedia, 76, 301–310. https://doi.org/10.1016/j.egypro.2015.07.866

Rushlow, C. R., Sawyer, A. H., Voss, C. I., & Godsey, S. E. (2020). The influence of snow cover, air temperature, and groundwater flow on
the active-layer thermal regime of Arctic hillslopes drained by water tracks. Hydrogeology Journal, in press, https://doi.org/10.1007/
s10040-020-02166-2

Schaap, M. G., & Leij, F. J. (1998). Database-related accuracy and uncertainty of pedotransfer functions. Soil Science, 163(10), 765–779.
https://doi.org/10.1097/00010694-199810000-00001

Schaap, M. G., Leij, F. J., & van Genuchten, M. T. (2001). Rosetta: A computer program for estimating soil hydraulic parameters with hierar-
chical pedotransfer functions. Journal of Hydrology, 251(3), 163–176. https://doi.org/10.1016/S0022-1694(01)00466-8

Scheidegger, J., Busby, J. P., Jackson, C. R., McEvoy, F. M., & Shaw, R. P. (2017). Coupled modelling of permafrost and groundwater. A case
study approach (No. CR/16/053; p. 359). Keyworth, Notthingham: British Geological Survey.

Scheidegger, J. M., Jackson, C. R., McEvoy, F. M., & Norris, S. (2019). Modelling permafrost thickness in Great Britain over glacial cycles. Sci-
ence of the Total Environment, 666, 928–943. https://doi.org/10.1016/j.scitotenv.2019.02.152

Schilling, O. S., Park, Y.-J., Therrien, R., & Nagare, R. M. (2019). Integrated surface and subsurface hydrological modeling with snowmelt
and pore water freeze–thaw. Groundwater, 57(1), 63–74. https://doi.org/10.1111/gwat.12841

Schuh, C., Frampton, A., & Christiansen, H. H. (2017). Soil moisture redistribution and its effect on inter-annual active layer temperature
and thickness variations in a dry loess terrace in Adventdalen, Svalbard. The Cryosphere, 11(1), 635–651. https://doi.org/10.5194/tc-11-
635-2017

Schulze-Makuch, D. (2005). Longitudinal dispersivity data and implications for scaling behavior. Groundwater, 43(3), 443–456. https://doi.
org/10.1111/j.1745-6584.2005.0051.x

Schuur, E. A. G., McGuire, A. D., Schädel, C., Grosse, G., Harden, J. W., Hayes, D. J., … Vonk, J. E. (2015). Climate change and the perma-
frost carbon feedback. Nature, 520(7546), 171–179. https://doi.org/10.1038/nature14338

Sheshukov, A. Y., & Nieber, J. L. (2011). One-dimensional freezing of nonheaving unsaturated soils: Model formulation and similarity solu-
tion. Water Resources Research, 47(11), W11519. https://doi.org/10.1029/2011WR010512

Shojae Ghias, M., Therrien, R., Molson, J., & Lemieux, J.-M. (2017). Controls on permafrost thaw in a coupled groundwater-flow and heat-
transport system: Iqaluit airport, Nunavut, Canada. Hydrogeology Journal, 25(3), 657–673. https://doi.org/10.1007/s10040-016-1515-7

Shojae Ghias, M., Therrien, R., Molson, J., & Lemieux, J.-M. (2018). Numerical simulations of shallow groundwater flow and heat transport
in continuous permafrost setting under impact of climate warming. Canadian Geotechnical Journal, 56(3), 436–448. https://doi.org/10.
1139/cgj-2017-0182

Shur, Y. L., & Jorgenson, M. T. (2007). Patterns of permafrost formation and degradation in relation to climate and ecosystems. Permafrost
and Periglacial Processes, 18(1), 7–19. https://doi.org/10.1002/ppp.582

Sjöberg, Y., Coon, E., Sannel, K., Pannetier, R., Harp, D., Frampton, A., … Lyon, S. W. (2016). Thermal effects of groundwater flow through
subarctic fens: A case study based on field observations and numerical modeling. Water Resources Research, 52(3), 1591–1606. https://
doi.org/10.1002/2015WR017571

Smith, L. C., Sheng, Y., MacDonald, G. M., & Hinzman, L. D. (2005). Disappearing Arctic Lakes. Science, 308(5727), 1429–1429. https://doi.
org/10.1126/science.1108142

Svensson, U., & Ferry, M. (2014). DarcyTools: A computer code for hydrogeological analysis of nuclear waste repositories in fractured rock.
Journal of Applied Mathematics and Physics, 2(6), 365–383. https://doi.org/10.4236/jamp.2014.26044

Svensson, U., Ferry, M., & Kuylenstierna, H.-O. (2010). DarcyTools, Version 3.4. Concepts, Methods and Equation (No. SKB R-07-38; p. 134).
Stockholm, Sweden: Svensk Kärnbränslehantering AB.

Taylor, G. S., & Luthin, J. N. (1978). A model for coupled heat and moisture transfer during soil freezing. Canadian Geotechnical Journal,
15(4), 548–555. http://dx.doi.org/10.1139/t78-058

Teng, J., Kou, J., Yan, X., Zhang, S., & Sheng, D. (2020). Parameterization of soil freezing characteristic curve for unsaturated soils. Cold
Regions Science and Technology, 170, 102928. https://doi.org/10.1016/j.coldregions.2019.102928

Teufel, B., & Sushama, L. (2019). Abrupt changes across the Arctic permafrost region endanger northern development. Nature Climate
Change, 9(11), 858–862. https://doi.org/10.1038/s41558-019-0614-6

Toohey, R. C., Herman-Mercer, N. M., Schuster, P. F., Mutter, E. A., & Koch, J. C. (2016). Multidecadal increases in the Yukon River basin
of chemical fluxes as indicators of changing flowpaths, groundwater, and permafrost. Geophysical Research Letters, 43(23), 12120–12130.
https://doi.org/10.1002/2016GL070817

LAMONTAGNE-HALLÉ ET AL. 25 of 26

https://doi.org/10.1016/j.coldregions.2018.11.005
https://doi.org/10.1016/j.coldregions.2018.11.005
https://doi.org/10.1002/ppp.689
https://doi.org/10.1002/ppp.1929
https://doi.org/10.1029/2011GL048497
https://doi.org/10.1016/j.egypro.2015.07.866
https://doi.org/10.1007/s10040-020-02166-2
https://doi.org/10.1007/s10040-020-02166-2
https://doi.org/10.1097/00010694-199810000-00001
https://doi.org/10.1016/S0022-1694(01)00466-8
https://doi.org/10.1016/j.scitotenv.2019.02.152
https://doi.org/10.1111/gwat.12841
https://doi.org/10.5194/tc-11-635-2017
https://doi.org/10.5194/tc-11-635-2017
https://doi.org/10.1111/j.1745-6584.2005.0051.x
https://doi.org/10.1111/j.1745-6584.2005.0051.x
https://doi.org/10.1038/nature14338
https://doi.org/10.1029/2011WR010512
https://doi.org/10.1007/s10040-016-1515-7
https://doi.org/10.1139/cgj-2017-0182
https://doi.org/10.1139/cgj-2017-0182
https://doi.org/10.1002/ppp.582
https://doi.org/10.1002/2015WR017571
https://doi.org/10.1002/2015WR017571
https://doi.org/10.1126/science.1108142
https://doi.org/10.1126/science.1108142
https://doi.org/10.4236/jamp.2014.26044
http://dx.doi.org/10.1139/t78-058
https://doi.org/10.1016/j.coldregions.2019.102928
https://doi.org/10.1038/s41558-019-0614-6
https://doi.org/10.1002/2016GL070817


van Genuchten, M. T. (1980). A closed-form equation for predicting the hydraulic conductivity of unsaturated soils. Soil Science Society of
America Journal, 44(5), 892–898. https://doi.org/10.2136/sssaj1980.03615995004400050002x

Vonk, J. E., Tank, S. E., & Walvoord, M. A. (2019). Integrating hydrology and biogeochemistry across frozen landscapes. Nature Communica-
tions, 10(1), 1–4. https://doi.org/10.1038/s41467-019-13361-5

Voss, C. I. (2011). Editor's message: Groundwater modeling fantasies—Part 1, adrift in the details. Hydrogeology Journal, 19(7), 1281–1284.
https://doi.org/10.1007/s10040-011-0789-z

Walsh, J. E., Anisimov, O., Hagen, J. O. M., Jakobsson, T., Oerlemans, J., Prowse, T. D., … Solomon, S. (2005). Cryosphere and hydrology. In
Arctic climate impacts assessment (ACIA) (pp. 183–242). Cambridge, UK: Cambridge University Press.

Walvoord, M. A., & Kurylyk, B. L. (2016). Hydrologic impacts of thawing permafrost—A review. Vadose Zone Journal, 15(6), 1–20. https://
doi.org/10.2136/vzj2016.01.0010

Walvoord, M. A., Voss, C. I., Ebel, B. A., & Minsley, B. J. (2019). Development of perennial thaw zones in boreal hillslopes enhances poten-
tial mobilization of permafrost carbon. Environmental Research Letters, 14(1), 015003. https://doi.org/10.1088/1748-9326/aaf0cc

Walvoord, M. A., Voss, C. I., & Wellman, T. P. (2012). Influence of permafrost distribution on groundwater flow in the context of climate-
driven permafrost thaw: Example from Yukon Flats Basin, Alaska, United States. Water Resources Research, 48(7), W07524. https://doi.
org/10.1029/2011WR011595

Wang, C., Lai, Y., & Zhang, M. (2017). Estimating soil freezing characteristic curve based on pore-size distribution. Applied Thermal Engi-
neering, 124, 1049–1060. https://doi.org/10.1016/j.applthermaleng.2017.06.006

Watanabe, K., Kito, T., Wake, T., & Sakai, M. (2011). Freezing experiments on unsaturated sand, loam and silt loam. Annals of Glaciology,
52(58), 37–43. https://doi.org/10.3189/172756411797252220

Watanabe, K., & Osada, Y. (2016). Comparison of hydraulic conductivity in frozen saturated and unfrozen unsaturated soils. Vadose Zone
Journal, 15(5), 1–7. https://doi.org/10.2136/vzj2015.11.0154

Watanabe, K., & Osada, Y. (2017). Simultaneous measurement of unfrozen water content and hydraulic conductivity of partially frozen soil
near 0�C. Cold Regions Science and Technology, 142, 79–84. https://doi.org/10.1016/j.coldregions.2017.08.002

Wellman, T. P., Voss, C. I., & Walvoord, M. A. (2013). Impacts of climate, lake size, and supra- and sub-permafrost groundwater flow on
lake-talik evolution, Yukon flats, Alaska (USA). Hydrogeology Journal, 21(1), 281–298. https://doi.org/10.1007/s10040-012-0941-4

White, D. M., Gerlach, S. C., Loring, P., Tidwell, A. C., & Chambers, M. C. (2007). Food and water security in a changing arctic climate. Envi-
ronmental Research Letters, 2(4), 045018. https://doi.org/10.1088/1748-9326/2/4/045018

Wicky, J., & Hauck, C. (2017). Numerical modelling of convective heat transport by air flow in permafrost talus slopes. The Cryosphere, 11
(3), 1311–1325. https://doi.org/10.5194/tc-11-1311-2017

Williams, P. J., & Smith, M. W. (1989). The frozen earth: Fundamentals of geocryology. Cambridge/New York: Cambridge University Press.
https://doi.org/10.1017/CBO9780511564437.

Williams, T. J., Pomeroy, J. W., Janowicz, J. R., Carey, S. K., Rasouli, K., & Quinton, W. L. (2015). A radiative–conductive–convective
approach to calculate thaw season ground surface temperatures for modelling frost table dynamics. Hydrological Processes, 29(18), 3954–
3965. https://doi.org/10.1002/hyp.10573

Woo, M.-K. (2012). Permafrost hydrology. Heidelberg: Springer. https://doi.org/10.1007/978-3-642-23462-0
Xu, M., & Eckstein, Y. (1995). Use of weighted least-squares method in evaluation of the relationship between Dispersivity and field scale.

Groundwater, 33(6), 905–908. https://doi.org/10.1111/j.1745-6584.1995.tb00035.x
Yoshikawa, K., & Hinzman, L. D. (2003). Shrinking thermokarst ponds and groundwater dynamics in discontinuous permafrost near coun-

cil, Alaska. Permafrost and Periglacial Processes, 14(2), 151–160. https://doi.org/10.1002/ppp.451
Young, N. L., Lemieux, J.-M., Delottier, H., Fortier, R., & Fortier, P. (2020). A conceptual model for anticipating the impact of landscape evo-

lution on groundwater recharge in degrading permafrost environments. Geophysical Research Letters, 47, e2020GL087695. https://doi.
org/10.1029/2020GL087695

Zhang, M., Lu, J., Lai, Y., & Zhang, X. (2018). Variation of the thermal conductivity of a silty clay during a freezing-thawing process. Interna-
tional Journal of Heat and Mass Transfer, 124, 1059–1067. https://doi.org/10.1016/j.ijheatmasstransfer.2018.02.118

Zhang, M., Wen, Z., Xue, K., Chen, L., & Li, D. (2016). A coupled model for liquid water, water vapor and heat transport of saturated–unsaturated
soil in cold regions: Model formulation and verification. Environmental Earth Sciences, 75(8), 701. https://doi.org/10.1007/s12665-016-5499-3

Zhang, T. (2005). Influence of the seasonal snow cover on the ground thermal regime: An overview. Reviews of Geophysics, 43(4), RG4002.
https://doi.org/10.1029/2004RG000157

Zhang, Y., Chen, W., & Riseborough, D. W. (2008). Disequilibrium response of permafrost thaw to climate warming in Canada over 1850–
2100. Geophysical Research Letters, 35(2), L02502. https://doi.org/10.1029/2007GL032117

Zipper, S. C., Lamontagne-Hallé, P., McKenzie, J. M., & Rocha, A. V. (2018). Groundwater controls on Postfire permafrost thaw: Water and
energy balance effects. Journal of Geophysical Research - Earth Surface, 123(10), 2677–2694. https://doi.org/10.1029/2018JF004611

How to cite this article: Lamontagne-Hallé P, McKenzie JM, Kurylyk BL, Molson J, Lyon LN. Guidelines for
cold-regions groundwater numerical modeling. WIREs Water. 2020;e1467. https://doi.org/10.1002/wat2.1467

26 of 26 LAMONTAGNE-HALLÉ ET AL.

https://doi.org/10.2136/sssaj1980.03615995004400050002x
https://doi.org/10.1038/s41467-019-13361-5
https://doi.org/10.1007/s10040-011-0789-z
https://doi.org/10.2136/vzj2016.01.0010
https://doi.org/10.2136/vzj2016.01.0010
https://doi.org/10.1088/1748-9326/aaf0cc
https://doi.org/10.1029/2011WR011595
https://doi.org/10.1029/2011WR011595
https://doi.org/10.1016/j.applthermaleng.2017.06.006
https://doi.org/10.3189/172756411797252220
https://doi.org/10.2136/vzj2015.11.0154
https://doi.org/10.1016/j.coldregions.2017.08.002
https://doi.org/10.1007/s10040-012-0941-4
https://doi.org/10.1088/1748-9326/2/4/045018
https://doi.org/10.5194/tc-11-1311-2017
https://doi.org/10.1017/CBO9780511564437
https://doi.org/10.1002/hyp.10573
https://doi.org/10.1007/978-3-642-23462-0
https://doi.org/10.1111/j.1745-6584.1995.tb00035.x
https://doi.org/10.1002/ppp.451
https://doi.org/10.1029/2020GL087695
https://doi.org/10.1029/2020GL087695
https://doi.org/10.1016/j.ijheatmasstransfer.2018.02.118
https://doi.org/10.1007/s12665-016-5499-3
https://doi.org/10.1029/2004RG000157
https://doi.org/10.1029/2007GL032117
https://doi.org/10.1029/2018JF004611
https://doi.org/10.1002/wat2.1467

	Guidelines for cold-regions groundwater numerical modeling
	1  INTRODUCTION
	2  CRYOHYDROGEOLOGIC MODELS
	3  GOVERNING EQUATIONS AND CHARACTERISTIC FUNCTIONS
	4  MODEL SETUP
	5  BOUNDARY CONDITIONS
	5.1  Hydraulic boundary conditions
	5.2  Thermal boundary conditions

	6  INITIAL CONDITIONS
	7  TIME STEP SIZE
	8  CHALLENGES AND RECOMMENDATIONS
	ACKNOWLEDGMENTS
	  CONFLICT OF INTEREST
	  AUTHOR CONTRIBUTIONS
	FURTHER READING
	REFERENCES


