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Abstract 
 

In this Thesis, both low frequency and high frequency ultra-low-power super-regenerative 

receiver with detailed circuits and system design for wireless communication networks has been 

proposed in this thesis.  

 

The SRR design has been applied super-regeneration theory which simplifies the receiver 

circuits implementation without increasing the power consumption and improves sensitivity.  

LC-SRO based energy detector, phase-locked loop, frequency locked loop, (PLL, FLL etc), 

Automatic -Gm controller, high speed, high conversion gain envelope detector (ED) and 

advanced quenching techniques (OQW, CQW) are presented in this thesis.  

 

This thesis also focuses on how to improve SRR’s sensitivity (including SNR, BER) under high 

data rate with minimum power consumption. A series of advanced quenching techniques (OQW, 

CQW) are presented and studied for LC-VCO based SRO. High speed and high conversion gain 

envelope detector with automatic -gm controller will help the proposed SRR achieves great 

immunity to PVT variations and improve the data rate. Finally, FLL based frequency calibration 

techniques allows the SRR improves its sensitivity and selectivity against PVT variations.  
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Chapter 1 Introduction 

1.1 Background 

Super-regenerative oscillator (SRO) has been widely used as an essential block for super-

regenerative receivers (SRR) for short range wireless communications because of its relative 

simplicity, low cost and low power consumption compare with normal amplifier-based receivers 

since its invention by Edwin Armstrong in 1922. Throughout the years where vacuum tubes were 

still prominent in communication circuits, SRRs were an economical and enough option for both 

AM and FM radio implementations and were widely used in commercial walkie-talkie 

communication devices and military radar identification systems. As transistors began to replace 

vacuum tubes and receivers with improved selectivity were designed, the SRR withheld 

prominence in specific applications that call for minimal size and cost at the expense of limited 

performance. Currently, SRRs still find use in short-distance radio frequency links that require 

low cost and low power consumption. These applications include sensor networks, home 

automation and security systems, and remote-controlled devices such as wireless door openers 

and radio-controlled toys. 

 

Super regenerative receiver required fewer components than other types of receiver circuit used 

during that time. The main attraction of the SR receiver is that it provides more amplification out 

of the expensive vacuum tubes requiring fewer stages of amplification in contrast to tuned  RF 

(TRF) receivers. The TRF receivers often required 5 or 6 vacuum tubes, each stage requiring 

tuned circuits, making the receiver bulky and power hungry. The conventional SR-type receiver 

consists of a SRO, an input coupling transformer (matching networks), an envelope detector and 

a comparator. Manual adjustments are necessary to tune the LC-oscillator frequency and loop 

gain. In 1930 the SR receiver was replaced by the super heterodyne circuit due to its superior 

performance. In recent years the SR receivers has seen a modest comeback in receiver design. 

The reasons for its success are that the SR receiver included a minimal number of required active 

devices, a high RF gain, and the ability to operate at high RF frequencies. It finds major 

applications such, wireless body area networks, RF identification (RFID) readers etcetera to 

name a few. 
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1.2 Thesis Objective and Contributions 

 

This thesis targets the design of low power high performance SR receivers and its main building 

blocks. 

Chapter 3 proposes a novel architecture for an ultra-low power, high sensitivity, SRO-based 

receiver that uses external charge-pump quenching.  

Chapter 4 proposes a novel SR- receiver architecture for wireless body area network (WBAN), 

the main circuits contributions are distributed in chapter 5-7 including high speed high 

conversion gain envelope detector, optimal quenching waveform implementation, and concurrent 

quenching phase SRO are correspondingly presented. 

1.3 Design tools and limitations 
 

The design tool used for this thesis on both schematic and simulation is Cadence design tools. 

All 

SR receivers in this thesis are designed using 180nm CMOS technology with 1V of supply 

voltage. Matlab simulations are used for extracting the output from Cadence and analyze the 

super-regenerative theory. Due to the tight timeframe for the work and its complexity, there are 

some limitations of this research. The thesis mainly focuses on the principle verification on the 

design level, simulations are both taken from layout and schematic level. Fabrication of the chip 

is left as a future work. 

1.4 Thesis Organization 
 

The thesis is organized as the following: 

Chapter 2 illustrates super-regenerative theory and design rules. This section has shown the 

general SRR theory and practical design considerations. 

Chapter 3 introduces proposed SRR architecture and calibration loops for low frequency 

underwater applications. This chapter proposes a full system design by applying SRR theory and 

compares its results with conventional underwater wake-up receiver design. 
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Chapter 4 presents the proposed super-regenerative receiver for 2.4GHz wireless body area 

networks (WBANs) and compares its results with the recent SRRs in the literature. 

Chapter 5 introduces the high speed and high conversion gain RF envelope detector. In this 

chapter, we propose a novel architecture in terms of the circuit’s contributions for high speed 

module design. 

Chapter 6 presents A quenching waveform with an optimal crossing point calibration for 

sensitivity optimization of SR receivers. this chapter deeply explores the concept of quenching 

theory in the SRO and applied circuits design with its calibration loops.  

Chapter 7 introduces a novel super-regenerative oscillator with sensitivity enhancement and PVT 

variations immunity. By applying this proposed technique, the SRO can achieve much more 

reliable performance and against PVT variations and noise performance. 

Chapter 8 concludes the thesis and presents the future work.  
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Chapter 2 Explore Essential Design Parameters based 

on Super- Regenerative Theory 
 

2.1 Background  

To improve the SRO sensitivity and selectivity, the quenching controller for SRO must be 

customized in terms of its frequency, shape and amplitude. Many existent SR receiver topologies 

have focused on improve the entire system performance and use conventional quenching signal 

(such as sawtooth, sinusoidal, triangular, periodically square wave, etc) rather than optimize the 

quenching signal and customize to different design environment.  In this chapter, we present both 

system-level and circuit-level optimization of the quench signal choice and demonstrate the 

general design rules of quenching controller which is intimately related to improve the SRO 

performance.  

Oscillators are normal building blocks in RF circuits design, as a dynamic block, the general 

operation of an oscillator can be roughly divided by linear mode and logarithmic mode. if 

oscillation amplitude has not reached the saturation before the effective conductance 𝐺𝑖(𝑡) 

switch from negative to positive, it is said to operate in linear mode, in linear mode, the output 

voltage is proportional to the input voltage. When the output reaches saturation voltage, it is said 

to operate in logarithmic mode. The previous property is the basis of most of the SRO operation 

and its transient response as an oscillator can be described as band-pass filtering mode and 

amplifier mode. As it is shown in Fig 2.1, the SRO is modeled from the system level as an 

selective LC network that is controlled by a quench controller which dynamically shapes the 

instantaneous transconductance of the SRO 𝐺𝑖(𝑡) .Therefore, unlike an normal amplifier which 

operates in open loop, the SRO operates in a closed loop with modified gain which makes the 

system toggle between stable and unstable operation. We can predict that the output consists of a 

series of RF oscillation with periodically separated with time interval 𝑇𝑞 which is determined by 

the quenching frequency.  
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2.2 Super-regenerative theory derivation and key consideration factors 
 

Quenching 
signal

Iin
LC network

Ka(t)

VsVin

Bandpass 
system

fq  

Figure 2.1 Equivalent block diagram of super-regenerative oscillator 

As can be seen from the block diagram in Fig 2.1 the SRO block diagram includes a selective LC 

network and instantaneous transconductance 𝐺𝑖(𝑡) shaping signal (or it referred as the quenching 

signal) controlled feedback block with gain ka(t). Since  𝐺𝑖(𝑡)  is periodically shaped between 

positive and negative values, the super-regenerative oscillator is working in different modes 

based on the quenching signal. 

Transfer function of a second order bandpass system is: 

                                                           𝐻(𝑠) =
𝑉𝑜𝑢𝑡(𝑠)

𝑉𝑠(𝑠)
= 𝑘0

2δ0𝜔0𝑠

𝑠2+2δ0𝜔0𝑠+𝜔0
2                                  (2.1) 

Time domain expression:  

                          𝑉𝑜𝑢𝑡(𝑡)
′′ +  2δ0𝜔0𝑉𝑜𝑢𝑡(𝑡)

′ + 𝜔0
2𝑉𝑜𝑢𝑡(𝑡) =  2𝑘0δ0𝜔0𝑉𝑠(𝑡)

′                      (2.2) 

                                                   𝑉𝑠(𝑡) = 𝑉𝑖𝑛(𝑡) + 𝑘𝑎(𝑡)𝑉𝑜𝑢𝑡(𝑡)                                            (2.3) 

Here we introduce δ0 and 𝑘0 represents the quiescent damping factor and circuits initial loss. 𝜔0 

represents the center frequency of the LC network. Simplifying pervious results gives: 

 

𝑉𝑜𝑢𝑡(𝑡)
′′ +  2δ0𝜔0𝑉𝑜𝑢𝑡(𝑡)

′ + 𝜔0
2𝑉𝑜𝑢𝑡(𝑡) =  2𝑘0δ0𝜔0(𝑉𝑖𝑛(𝑡)

′ + 𝑘𝑎(𝑡)𝑉𝑜𝑢𝑡(𝑡)′)              (2.4) 

      𝑉𝑜𝑢𝑡(𝑡)
′′ +  2δ(𝑡)𝜔0𝑉𝑜𝑢𝑡(𝑡)

′ + 𝜔0
2𝑉𝑜𝑢𝑡(𝑡) = 2𝑘0δ0𝜔0𝑉𝑖𝑛(𝑡)

′                                      (2.5) 
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Where dynamic damping factor of the system due to quenching signal δ(𝑡) = δ0(1 − 𝑘0𝑘𝑎(𝑡)) 

In order to match from block diagram to SRO circuits model to extract the corresponding 

parameters, we write the second order differential equations of the LC network. 

                                         𝑉𝑜(𝑡)(𝐺0 − 𝐺𝑎(𝑡)) +  𝐶
𝑑𝑣𝑜𝑢𝑡

𝑑𝑡
+ 

1

𝐿
∫ 𝑣𝑜𝑢𝑡 𝑑𝑡 = 𝐼𝑖𝑛(𝑡)                   (2.6) 

                                             
𝑑2𝑣𝑜𝑢𝑡(𝑡)

𝑑𝑡2
+
(𝐺0−𝐺𝑎(𝑡))

𝐶

𝑑𝑣𝑜𝑢𝑡

𝑑𝑡
+

1

𝐿𝐶
𝑣𝑜𝑢𝑡 =  

1

𝐶

𝑑𝐼𝑖𝑛(𝑡)

𝑑𝑡
                            (2.7) 

G0 -Ga(t) LC

Instantaneous 
transconductance Gi(t)

Asin(ωt)
Vout

 

Fig 2.2 Equivalent circuits model of super-regenerative oscillator 

Solving the system transfer functions and equivalents to SRO circuits model, equations become: 

{
 
 

 
 2δ(𝑡)𝜔0 = 

𝐺0 − 𝐺𝑎(𝑡)

𝐶
 

𝜔0 =
1

𝐿𝐶

2𝑘0𝜔0δ0 = 
1

𝐶

 

The summary of some system parameters can be summarized into the following table I. this table 

summarizes the design parameters from the equivalent circuits model to the equivalent block 

diagram 
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Table I System Block Diagram vs SRO Circuits model  

Center 

frequency 

Quiescent 

damping factor 

Dynamic damping 

factor 

Quenching 

gain 

Initial 

loss 

𝜔0 δ0 δ(𝑡) 𝐾𝑎(𝑡) 𝑘0 

1

√𝐿𝐶
 

1

2𝑘0𝜔0𝐶
=
1

2𝑄0
 

𝐺0 − 𝐺𝑎(𝑡)

2𝜔0𝐶
 

𝐺𝑎(𝑡) 1

𝐺0
 

 

Original second order differential equations can be further simplified as the following: 

                                                              𝑉𝑜(𝑡)  =  𝑉ℎ(𝑡)  + 𝑉𝑝(𝑡)                                             (2.8) 

Where 𝑉ℎ(𝑡)  and 𝑉𝑝(𝑡)  are homogenous solution and solution which corresponding to the 

system response with and without the injection of the RF input. 

Its worthy to mention that in order to improve the sensitivity of the SRO, we need to calculate 

the expression of Vp(t) under RF input which requires us to getting the expression of 𝑉ℎ(𝑡) first. 

                                  𝑉𝑜𝑢𝑡(𝑡)
′′ +  2δ(𝑡)𝜔0𝑉𝑜𝑢𝑡(𝑡)

′ + 𝜔0
2𝑉𝑜𝑢𝑡(𝑡) = 0                                   (2.9) 

------ Solution in the absence of the input 

Initial guess of the solution using variation of parameters to be the following: 

                                                        𝑉ℎ(𝑡) = 𝑢(𝑡)𝑒−𝜔0 ∫δ(𝜏)𝑑𝜏                                                 (2.10) 

 𝑉ℎ(𝑡)′ = (𝑢(𝑡)′ − 𝑢(𝑡)δ(𝑡)𝜔0)𝑒
−𝜔0 ∫δ(𝜏)𝑑𝜏 

𝑉ℎ(𝑡)′′ = (𝑢(𝑡)′′ − 2δ(𝑡)𝜔0𝑢(𝑡)
′+ ( 𝛿(𝑡)2𝜔0

2- 𝛿(𝑡)′𝜔0𝑢(𝑡))* 𝑒
−𝜔0 ∫δ(𝜏)𝑑𝜏 

Substitute the initial guess and simplify to be: 

                                                     𝑢(𝑡)′′ + 𝜔0
2 (1 − 𝛿(𝑡)2 −

1

𝛿(𝑡)
) 𝑢(𝑡) = 0                            (2.11) 

We shall briefly examine these conditions before going on. 𝛿(𝑡)2 ≪ 1 implies under-damping in 

both positive and negative conductance periods. Since the output is changing much quicker than 
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the oscillation frequency and 
1

𝛿(𝑡)
≪ 1, this implies a slow conductance variation compared with 

the oscillation frequency.  Therefore, equation (2.11) can be simplified as:  

 

𝑢(𝑡)′′ + 𝜔0
2𝑢(𝑡) = 0 

                                          𝑈(𝑡)  =  𝐶1𝑒𝑥𝑝(𝑗𝜔0𝑡)  +  𝐶2𝑒𝑥𝑝(−𝑗𝜔0𝑡)                                    (2.12) 

Taking only the magnitude response: 

                                    𝑉ℎ(𝑡)  ≈  2 ∗ 𝑟𝑒𝑎𝑙(𝑉1𝑒𝑥𝑝(𝑗𝜔0𝑡)) ∗ 𝑒
−𝜔0 ∫δ(𝜏)𝑑𝜏                                (2.13) 

by taking the Laplace transform of the simplified equation: 

𝑆2𝑈(𝑠) − 𝑆𝑈(0−) − 𝑈(0−)̇ + 𝜔0
2𝑈(𝑆)̇ = 0 

                                                      𝑈(𝑠) =  
𝑆𝑈(0−)+𝑈(0−)̇

𝑆2+𝜔0
2                                                            (2.14) 

The inverse of the Laplace transform will be: 

                                       𝑈(𝑡) = [𝑈(0−) cos(𝜔0𝑡) +
𝑈(0−)̇

𝜔0
sin(𝜔0𝑡)] 𝑢ℎ(𝑡)                           (2.15) 

The overall output of the homogenous equation will be: 

                             𝑉𝑧(𝑡) = 𝑒−𝜔0 ∫δ(𝜏)𝑑𝜏[cos(𝜔0𝑡)        sin(𝜔0𝑡) ][
𝑉𝑖
𝑉𝑞
]𝑢ℎ(𝑡)                         (2.16) 

Where 𝑢ℎ(𝑡) is the Heaviside step function and 𝑉𝑖 and 𝑉𝑞 are real constants representing the in 

phase and quadrature amplitude of the free oscillation to be determined by boundary conditions. 

Equ. (2.16) is the natural response, or zero-input response, of the super-regenerative oscillator. 

We can observe from this equation that when no input is applied, the output of an SRO is an 

exponentially growing or decaying sinusoidal signal with frequency determined by the resonant 

tank. 

Particular solution can be derived from variations of parameters as the following: 

                               𝑉𝑝(𝑡) = (𝑉2(𝑡)𝑒𝑥𝑝(𝑗𝜔0𝑡) + 𝑉2(𝑡)
∗𝑒𝑥𝑝(−𝑗𝜔0𝑡)) 𝑒

−𝜔0 ∫δ(𝜏)𝑑𝜏             (2.18) 

Wronskian Determinant of 𝑉𝑝(𝑡) 
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|
𝑒−𝜔0 ∫δ(𝜏)𝑑𝜏𝑒𝑥𝑝(𝑗𝜔0𝑡) 𝑒−𝜔0 ∫δ(𝜏)𝑑𝜏𝑒𝑥𝑝(−𝑗𝜔0𝑡)

(𝑗𝜔0 − 𝜔0δ(𝑡))𝑒
−𝜔0 ∫δ(𝜏)𝑑𝜏𝑒𝑥𝑝(−𝑗𝜔0𝑡) (−𝑗𝜔0 − 𝜔0δ(𝑡))𝑒

−𝜔0 ∫δ(𝜏)𝑑𝜏𝑒𝑥𝑝(−𝑗𝜔0𝑡)
| 

=−2 𝑗𝜔0𝑒
−2𝜔0 ∫𝛿(𝜏)𝑑𝜏                                                                                                               (2.19) 

Variation of parameters: 

{
𝑉2(𝑡)̇ 𝑏(𝑡) + 𝑉2(𝑡)∗̇ 𝑏(𝑡)

∗ = 0

𝑉2(𝑡)̇ 𝑏(𝑡)̇ + 𝑉2(𝑡)∗̇ 𝑏(𝑡)∗̇ = 2𝑘0δ0𝜔0𝑉𝑠(𝑡)′
̇  

The full expression of the output is approximate as: 

 

                       𝑉𝑜𝑢𝑡 =  2𝑘0δ0𝜔0𝑒
−𝜔0 ∫δ(𝜏)𝑑𝜏 ∫ 𝐼𝑖𝑛(𝑡)

′𝑒𝜔0 ∫δ(𝜏)𝑑𝜏sin (𝜔0(𝑡
𝑡

0
− 𝜏)𝑑𝜏             (2.20) 

 

 𝑢(𝑡) =  𝑒−𝜔0 ∫δ(𝜏)𝑑𝜏 ------ Super-Regenerative gain (SR gain) 

g(t)  = 𝑒𝜔0 ∫δ(𝜏)𝑑𝜏     ------- Super-Regenerative sensitivity (SR sensitivity) 

 

1) The first term 𝑒−𝜔0 ∫δ(𝜏)𝑑𝜏 represents the super-regenerative gain (SR gain). Its value is 

controlled mainly by the sign of the dynamic damping factor δ(𝑡) . Only when  δ(𝑡)  is 

negative, SRO gain is growing with an exponential envelope. The maximum value of SRO 

gain is occurring when the transient value of  𝐺0 − 𝐺𝑎(𝑡) is changing from negative to 0, the 

accumulation reaches to the maximum.  

2) The second term 𝑒𝜔0 ∫δ(𝜏)𝑑𝜏 represents the sensitivity function of the SRO. The value reaches 

to the maximum when δ(𝑡) = 0, which means the accumulation of the sensitivity will reaches 

to the maximum only when the instantaneous transconductance crosses  0. Once the 

oscillation has been built up, the system will not respond to the input because the sensitivity 

will reach to the maximum when δ(𝑡) = 0 and decay rapidly in both directions. In order to 

keep the receiver high sensitivity, quenching signal is required to cross δ(𝑡) = 0 more slowly 

and interchange frequently between positive and negative to allow the SRO to receive the RF 

signal effectively.  

3) The start-up oscillation has also been influenced by the RF signal amplitude, operating 

frequency, initial loss, static damping factor, however, the influence of the previous 



10 

   

parameters can be eliminated by optimizing the system, so in this chapter, they are not 

essential parameters to be addressed. 

Instantaneous 

conductance 

Gi(t)

SRO 

Sensitivity

0

0

Max 

Sensitivity 

t

t

Gi(t) = G0-Ga(t)

SRO Gain

Max 

SRO gain 

0 t

Regenerative

Gain

SRO Vout(t)

0
t

t1 t2
A+

A-

Oscillation 

envelope

 

Fig 2.3 timing diagram SRO under Slope-controlled state 

2.3 Summary of Extraction key influencing factors – Quenching controller Design 

Basis 

➢ Sensitivity function 

                                                            𝑔(𝑡) =  𝑒𝜔0 ∫ δ
𝑡
0
(𝜏)𝑑𝜏                                                       (2.21) 

The sensitivity function s(t), shown in Fig.2.3, is a normalized curve decrease towards to 0 as 

time separates from t = t1, the decrease of sensitivity function is very fast due to the exponential 

dependence of t. A slow transition will provide a wide sensitivity curve, where a fast one 

generates a narrow curve. 

➢ Super-regenerative gain  

                                                            𝑠(𝑡) =  𝑒−𝜔0 ∫ δ
𝑡2
𝑡1

(𝜏)𝑑𝜏                                                    (2.22) 

The super-regenerative gain originates from exponentially growing envelope only in the 

negative-conductance period. 

➢ Oscillation envelope (peak at t2) 

                                                            𝑝(𝑡) =  𝑒−𝜔0 ∫ δ
𝑡
𝑡2

(𝜏)𝑑𝜏                                                    (2.23) 
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At t = t2, it shows the maximum value of 1. When t > t2, the damping factor and its integral are 

both positive the sensitivity decays with time. When t < t2, the damping factor is negative, but its 

integral is positive, so the sensitivity also decays as t is getting away from t2. because of its 

exponential dependence Practically, the oscillation envelope 𝑝(𝑡) is a sharp pulse at t2. 

➢ Regenerative gain 

                                                              𝐾𝑟(𝑡) =  
𝐺0

2𝐶
∫ 𝑝𝑖𝑛(𝜏)𝑔(𝜏)𝑑𝑡
𝑡2

0
                                     (2.24) 

The regenerative gain quantifies the amplification effect in the regeneration period which is 

determined by the area under the sensitivity curve. A wide sensitivity window yields high 

regenerative gain. Assumes 𝑝𝑖𝑛(𝜏) is constant, the expression simplifies as: 

                                                             𝐾𝑟(𝑡) =  
𝐺0

2𝐶
∫ 𝑔(𝜏)𝑑𝑡
𝑡2

0
                                                (2.25) 

➢ Passive gain 

                                                                       𝐾0 = 
1

𝐺0
                                                              (2.26) 

The passive gain originates from the passive resonant tank. 

According to [1], the final output can be simplified as:  

                                                     𝑉(𝑡) = 𝐾0𝐾𝑟(𝑡)𝑢(𝑡)𝑝(𝑡)cos (𝜔0𝑡 + 𝜑)                            (2.27) 

which indicates that the response of an SRO to a signal is an oscillation with a gain of 

𝐾0𝐾𝑟(𝑡)𝑢(𝑡) and a pulse shape of 𝑝 (𝑡). 

2.4 Frequency domain analysis: 

Let us define 𝑥(𝑡) as the following: 

                                    𝑥(𝑡)  =  𝐼𝑖𝑛(𝑡)
′𝑒𝜔0 ∫𝛿(𝜏)𝑑𝜏                                                         (2.28) 

Where the Fourier transform of 𝑥(𝑡) can be written as and assume 

                                                         
𝑑

𝑑𝑡
( 𝐼𝑖𝑛(𝑡))  = 𝑗𝜔𝑎 𝐼𝑎𝑠𝑖𝑛(𝑤𝑎 ∗ 𝑡 + 𝜑) 

                                                           𝑥(𝑗𝜔)  =  
1

2𝜋
 𝑗 𝜔𝑎𝐼𝑖𝑛(𝜔)(∗)𝑔(𝜔)                                  (2.29) 

Taking the Fourier transform of 𝐼𝑎𝑠𝑖𝑛(𝜔𝑎 ∗ 𝑡 + 𝜑)  
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𝑦𝑖𝑒𝑙𝑑𝑠
→     𝐼𝑎𝑗𝜋(𝑒𝑥𝑝(−𝑗𝜑)δ(𝜔 + 𝜔𝑎)  −  δ(𝑤 − 𝜔𝑎) 𝑒𝑥𝑝(𝑗𝜑)) 

the full expression of 𝑥(𝑗𝜔) can be described as: 

𝑥(𝑗𝑤) =  −
1

2
𝐼𝑎𝜔𝑎 (𝑒𝑥𝑝(−𝑗𝜑)G(𝜔 + 𝜔𝑎)  −  G(𝜔 − 𝜔𝑎)𝑒𝑥𝑝(𝑗𝜑)) 

The final output can be easily transferred as: 

𝑉𝑜(𝑡) =  2𝑘0δ0𝜔0 𝑢(𝑡) 𝑥(𝑡) (∗) 𝑠𝑖𝑛 (𝜔0(𝑡)) 

                                                 𝑘𝑓(𝑡)  =  𝑥(𝑡)  ∗  𝑠𝑖𝑛 (𝜔0(𝑡))                                                  (2.30) 

Taking the Fourier transform of the 𝑘𝑓(𝑡) can be: 

 

𝑘𝑓(𝜔) = 𝑗𝜋(𝑥(−𝜔0)δ(ω + 𝜔0) − 𝑥(𝜔0)δ(ω − 𝜔0)) 

Which equals:                                |𝑋(±𝑗𝜔0)|sin (𝜔0𝑡+< 𝑋(±𝑗𝜔0) 

Therefore, to illustrate the super-regenerative receiver intuitively from frequency domain should 

be: 

                             𝑉𝑜(𝑡)  = 𝐼𝑎𝑘0𝛿0𝜔0𝜔𝑎 𝑢(𝑡) ( |G(𝜔𝑎  −  𝜔0)|sin (𝜔0𝑡 + 𝜑))                    (2.31) 

2.5 System Response in different situations of quenching 
 

According to [1] the frequency response of the SRO under various type of quenching signal can 

be modelled as: 

                                                      𝐻(𝑗𝜔)  =
𝜔

𝜔0
 
𝜑(𝜔−𝜔0)

𝜑(0)
                                                         (2.32) 

                                  𝜑(𝜔) =  ∫ 𝑝𝑖𝑛(𝜏)𝑔(𝑡)𝑒
𝑗𝜔𝑡𝑑𝑡

+∞

−∞
= ∫ 𝑔(𝑡)𝑒𝑗𝜔𝑡𝑑𝑡

+∞

−∞
                            (2.33) 

The 𝐻(𝑗𝜔) can be defined as the bandpass function centered at 𝜔0 to determine the frequency 

response of the receiver. Based on the previous expression we can derive the AC response 

directly from conventional and proposed quenching design. 
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2.5.1 Comparison between recent and conventional quenching signals 

Slope-controlled quenching  
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Fig 2.4 timing diagram SRO under slope-controlled quenching 

Sawtooth quenching can be categorized as slope-controlled type of quenching, Fig 2.4 illustrates 

the transient behaviour of super-regenerative oscillator under this type of quenching. For 

simplicity, the instantaneous transconductance 𝐺𝑖(𝑡) can be modeled as:  

                                                            δ(𝑡) =  
𝐺0−𝐺𝑎(𝑡)

2𝜔0𝐶
=

𝐺’𝑡

2𝜔0𝐶
                                                (2.34) 

(𝑎𝑠𝑠𝑢𝑚𝑒 𝐺’ <  0) 

SRO Sensitivity:  

                                                         𝑔(𝑡) =  𝑒𝜔0 ∫δ(𝜏)𝑑𝜏 ≈ 𝑒𝑥𝑝(
𝐺’𝑡2

4𝐶
)                                       (2.35) 

Oscillation envelope:  

                                                       𝑝(𝑡) =  𝑒−𝜔0 ∫δ(𝜏)𝑑𝜏= 𝑒𝑥𝑝(−
𝐺’(𝑡2−𝑇2)

4𝐶
)                             (2.36) 

SR Gain:  

                                                             𝑢(𝑡) = 𝑒𝑥𝑝(−
𝐺’𝑡2

4𝐶
)                                                       (2.37) 

Taking the Fourier transform of 𝑔(𝑡) and the system response is: 

Based on the Fourier transform:  

                                                       𝑒−𝑎𝑡
2
 
𝐹𝑇 𝑝𝑎𝑖𝑟
⇔     √

𝜋

𝑎
𝑒− 

𝜔2

4𝑎                                                        (2.38) 
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                                                       𝐺(𝜔) = √𝜋
4𝐶

|𝐺′|
 exp (−

𝐶𝜔2

𝐺′
)                                              (2.39) 

The system response of the SRO under slope-controlled quenching is: 

                                                      𝐻(𝑗𝜔)  =
𝜔

𝜔0
 exp (−

𝐶(𝜔0−𝜔)2

|𝐺′|
)                                           (2.40) 

It is clearly to see the sensitivity shows maximum value when the quenching signal cross Gi(t) = 

0. While the SRO gain as the opposite trend shows its maximum value when the Gi(t) reaches 

the most negative value which means the regenerative gain in the system has reached to the 

maximum. Moreover, 𝑒𝜔0 ∫δ(𝜏)𝑑𝜏  is satisfied as the gaussian function which has the general 

following form, according to [6] for slope controlled quenching signal: 

                                                                 𝑔(𝑡) ≈ 𝑒𝑥𝑝 [−
𝑡2

2𝜎𝑠
2]                                                   (2.41) 

                                                                      ∆𝑓−3𝑑𝐵 = 
√𝑙𝑛2

𝜋

1

𝜎𝑠
                                                 (2.42) 

These equations clearly indicate that by increasing quenching slope, 𝜎𝑠 will reduce, and system 

bandwidth will increase. 

Step-controlled quenching 
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Fig 2.5 timing diagram SRO under step-controlled quenching 
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Periodical square quenching waveform can be categorized as step-controlled quenching 

waveform.  By applying the same procedure from slope-controlled quenching waveform analysis, 

we can derive the SRO sensitivity curve for Fig 2.5. 

                                                          δ(𝑡) = {
 
𝐺0

2𝐶𝜔0
  𝑡𝑎 < 𝑡 < 0

−𝐺1

2𝐶𝜔0
  0 < 𝑡 < 𝑇

  
 
                                            (2.43)   

                                                 𝑔(𝑡) = {
𝑒𝑥𝑝 (

𝐺0𝑡

2𝐶
) u(−t)  𝑡𝑎 < 𝑡 < 0

𝑒𝑥𝑝 (
−𝐺1𝑡

2𝐶
) u(t)  0 < 𝑡 < 𝑇

                                     (2.44) 

Taking the Fourier transform of 𝑔(𝑡) and the system response is: 

Based on the Fourier transform: 

                                                                 𝑒−𝑎𝑡𝑢(𝑡)
𝐹𝑇 𝑝𝑎𝑖𝑟
⇔     

1

𝑎+𝑗𝜔
                                               (2.45) 

                                                                  𝑒𝑎𝑡𝑢(−𝑡)  
𝐹𝑇 𝑝𝑎𝑖𝑟
⇔     

1

𝑎−𝑗𝜔
                                            (2.46) 

                                                                   𝐺(𝜔) =
1

𝐺0

2𝐶
−𝑗𝜔

+
1

𝐺1

2𝐶
+𝑗𝜔

                                           (2.47) 

                               |𝐻(𝑗𝜔)| =
𝐺0𝐺1

2𝐶(𝐺0+𝐺1)

𝜔

𝜔0
∗ (

1

√(
𝐺0

2𝐶
)
2
+(𝜔−𝜔0)2

∗  
1

√(
−𝐺1

2𝐶
)
2
+(𝜔−𝜔0)2

)                  (2.49) 

where G0 and -G1 are the initial and final transconductance values of a given step-controlled 

signal. by the similar pattern, the SRO gain can be derived as the following 

                                                   𝑢(𝑡) = {
𝑒𝑥𝑝 (−

𝐺0𝑡

2𝐶
) u(−t)  𝑡𝑎 < 𝑡 < 0

𝑒𝑥𝑝 (
𝐺1𝑡

2𝐶
) u(t)  0 < 𝑡 < 𝑇

                               (2.49) 

Periodical square-wave quenching (or step-controlled quenching waveform) is usually applied in 

the low frequency design, since the sharp transition of Gi(t) does not lead to enough sensitivity 

and SRO gain accumulation for high frequency design.  
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Optimum quenching --Piece-wise quenching 
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Fig 2.6 timing diagram SRO under square wave signal quenching 

The optimum is designed from taking both the advantages from slope controlled and step 

controlled quenching techniques to enlarge the sensitivity and SRO response speed.  Since the 

frequency response of the optimum quenching is the hybrid of slope-controlled quenching and 

step-controlled quenching its easy to write the piecewise quenching instantaneous conductance 

as: 

                                                      𝑔(𝑡) =

{
 
 

 
 𝑒𝑥𝑝 (

𝐺0

2𝐶
𝑡)   ta < t < 0

𝑒𝑥𝑝 (
𝐺’

4𝐶
𝑡2)   0 < t < 𝑡𝑏  

 𝑒𝑥𝑝 (
−𝐺1

2𝐶
𝑡)   tb < t < 𝑇 

                                     (2.50) 

       |𝐻(𝑗𝜔)| =  
𝜔

𝜔0
∗ (

1

√(
𝐺0

2𝐶
)
2
+(𝜔−𝜔0)2

∗  
1

√(
−𝐺1

2𝐶
)
2
+(𝜔−𝜔0)2

√𝜋
4𝐶

|𝐺′|
 exp (−

𝐶

𝐺′
𝜔2) )                    (2.51) 

2.6 Existent technologies and design challenges 
 

With the increasing costs of healthcare in the world’s population, there has been a need for the 

development of wireless body area networks (WBANs).  In the view of energy autonomy, to 

maintain the wireless receiver low power consumption, high sensitivity becomes a great 

challenge. Because of the low complexity of super-regenerative (SR) receiver, a combination of 

the super-regeneration principle and OOK modulation enables the implementation of low cost 
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and low power consumption design. Various works of SR receiver have been recently studied 

and presented, however, general drawbacks such as the use of digital-to-analog quench controller 

[10]-[12],  a front end LNA [10]-[16], phase locked loop frequency synthesis and low efficiency 

envelope detector[10],[13],[15]. cause the increase power consumption and circuits’ complexity. 

Meanwhile, conventional ultra-low power SR type receiver suffers from poor sensitivity and 

selectivity especially with increased data rate. 

In low frequency under-water applications (20KHz acoustic signal acquisition), although many 

receiver topologies exist, those that are based on the super-regenerative receiver (SRR) 

architecture are most effective at improving energy autonomy. The operation of an SRO-type 

receiver is based on measuring the SRO start-up time (logarithmic mode), or the amplitude 

difference (linear mode), and the oscillation period to demodulate the input signal. The noise 

level, −𝐺𝑚 strength, and selective network quality factor of the SRO greatly impact the SRO 

start-up time and oscillation amplitude, and therefore the receiver sensitivity.  

To summarize the general SR receivers design challenges are the following: 

 

(1) Conventional RF SR receivers has suffered from high power low sensitivity which limit 

the operation of SR receivers at high data rate.  

(2) Conventional SR receivers is not able to maintain high sensitivity due to the LC-SRO 

center frequency deviations from the desired frequency. 

(3) Quenching waveforms is required to be optimized to maximize the SRO sensitivity 

respect to the RF input signal. 
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Chapter 3 Super-regenerative receiver design for low 

frequency underwater communications  
 

3.1 System Overview 

  The realization of scalable underwater sensor networks requires ultra-low power wireless 

communication techniques. Underwater wireless sensor networks (UWSN) consist of a variable 

number of sensor nodes and vehicle working in collaboration to perform a common task. This 

includes oceanographic data collection, pollution monitoring, subsea infrastructure assessment, 

and navigation and control for autonomous underwater vehicles (AUVs) [40-41]. Most systems 

use acoustic communications technology, since sound waves experience less attenuation than 

optical or electromagnetic signals in the underwater channel. One of the major challenges faced 

in underwater sensor network design is that battery power is limited, and nodes cannot be readily 

recharged. This has prompted research into system architectures that can minimize power 

consumption and increase deployment duration. 

Figure 3.1 shows a common underwater sensor network architecture. The network consists of 

both stationary nodes that are anchored to the ocean floor and mobile nodes (i.e. AUVs) that 

allow for user configuration. Data transfer between subsea nodes occurs via an acoustic link and 

through a surface gateway (i.e. data buoy) to a satellite link. 

Since significant power consumption occurs when the device is active, system efficiency can be 

increased by placing the receiver in an idle state until it is needed. The use of a dedicated wake-

up Receiver (WuR) topology enables ultra-low power operation by continuously monitoring the 

channel, listening for a predefined wakeup signal. Wake-up receivers have been common place 

in terrestrial network applications and are becoming increasingly important in the underwater 

domain. In both cases, the goal is to achieve good sensitivity and low-power consumption. 

Existing WuR implementations use energy detection and carrier sensing to achieve low-power 

operation [3-7]. The innovative approach proposed in this paper is the first topology based on the 

super-regenerative receiver (SRR) architecture for UWSN with improved sensitivity and energy 

autonomy compared with current solutions.  
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Fig. 3.1 Architecture for underwater wireless sensor network. 

3.1.1 Proposed Receiver Architecture  
The proposed SRO-RX architecture is shown in Fig 3.2. It consists of the following blocks: a super-

regenerative oscillator (SRO), a charge-pump (CP) quenching controller, a fast-settling envelope detector 

(ED), an amplifier, and a hysteresis comparator. The design also implements automatic gain control 

(AGC) to control −𝐺𝑚 variations, frequency lock loop (FLL) to calibrate the center frequency of the 

SRO and common mode feedback (CMFB) to prevent the DC level shift during process variations.  The 

antenna at the input of the SRO is a piezoelectric hydrophone with a center frequency of 20KHz and 

bandwidth is 10KHz.  
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Fig.3.2 System architecture of proposed SRO-based receiver 
 

The design operation can be explained briefly as a two-phase process: In phase 1, both switches S2, S3 

are open and S1 is closed. This prevents the charge-pump from quenching the SRO to allow for the FLL 

to adjust the center frequency and AGC to adjust the negative 𝐺𝑚. In phase 2, switches S2, S3 are closed, 

S1 is open, and the incoming OOK signal from the antenna is filtered and amplified by the SRO. In this 

case, the charge-pump will dynamically shape the instantaneous transconductance of the SRO. The output 
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from the SRO will be fed to the fast-settling gain-enhanced ED to detect the envelope. The amplifier and 

the hysteresis comparator are used to convert the SRO envelope to digital output stream.  

 

3.2 Super-Regenerative Theory to Design Considerations 
 

Depending on the SRO output level, the SRO-type receiver can be categorized as operating in linear 

mode or logarithmic mode. In the logarithmic mode, the circuit sensitivity is measured based on the 

difference of the SRO start-up time, which indicates the strength of the RF input signal. In the linear 

mode, the receiver sensitivity is measured based on the difference of the amplitude. In this work, the 

receiver is implemented in linear mode to save power while keeping short the SRO’s start-up time and 

subsequently a shorter quenching time. To simplify the SRO model and understand the theory of super-

regeneration, an equivalent circuit model of the SRO is shown in Fig 3.3.  The equivalent circuit model 

includes a parallel LC-tank with an injected current  𝐴𝑠𝑖𝑛(𝜔𝑡), where 𝐺0 is the parasitic loss of the LC 

tank, and −𝐺𝑚(𝑡) is the gain of the quenching signal. 

G0 -Gm(t) LC

Instantaneous 
transconductance Gi(t)

Asin(ωt)

 
Fig 3.3 Equivalent circuit model of the super-regenerative oscillator  

 

The simplified second order differential equation of the output voltage from the SRO: 

 

                      𝐴𝑠𝑖𝑛(𝜔𝑡) = 𝐶
𝑑𝑉0

𝑑𝑡
+ 𝐺𝑖(𝑡)𝑉0 + 

1

𝐿
∫𝑉𝑑𝑡                                                               (3.1) 

where 𝐺𝑖(𝑡) = 𝐺0 − 𝐺𝑚(𝑡) deifned as the instantaneous transconductance of the SRO. 

Equation (1) can be written as: 

 

                                         𝐴𝜔 𝑐𝑜𝑠(𝜔𝑡) =  𝐶
𝑑2𝑉0

𝑑𝑡2
+ 𝐺𝑖(𝑡) +

𝑉

𝐿 
                                                    (3.2) 

Since 𝐴𝑠𝑖𝑛(𝜔𝑡) represents the injected input current of the SRO, the output can be approximated 

as: 

 

                                        𝑉(𝑡) =  
𝐴𝜔0

𝐺𝑖(𝑡)𝜔𝑑
𝑒−𝛼𝑡 𝑠𝑖𝑛(𝜔𝑑𝑡) +

𝐴

𝐺𝑖(𝑡)
𝑠𝑖𝑛(𝜔0𝑡)                                 (3.3) 
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The damping factor is defined as: 

𝛼 =  
𝐺𝑖(𝑡)

2𝐶
  

And the damped oscillation frequency is defined as: 

  𝜔𝑑 = √
1

𝐿𝐶
− (
𝐺𝑖(𝑡)

2𝐶
)
2

=  √𝜔0 − 𝛼2 

 

The SRO output frequency will attempt to track the input frequency, when 𝜔0 − 𝛼
2 > 0, the 

injection current 𝐴𝑠𝑖𝑛(𝜔𝑡) will cause the SRO to quickly start up oscillation with an oscillation 

amplitude that is exponentially proportional to time. The change of the oscillation envelope is 

represented as 
𝐴𝜔0

𝐺𝑖(𝑡)𝜔𝑑
𝑒−𝛼𝑡 sin(𝜔𝑑𝑡) , which means the envelope will increase when 𝐺𝑖(𝑡)  is 

negative and the SRO will operate in super-regeneration mode.  The instantaneous 

transconductance 𝐺𝑖(𝑡) consists of tank loss and active device which is periodically shaped by 

the quenching signal. The maximum sensitivity occurs at 𝐺𝑖(𝑡)  = 0 while the oscillation 

envelope is null which is called the critical point of the SRO. This represents the energy provided 

by the active device to cancel exactly with the energy dissipated by the LC network.   

Fig 3.4 presents the conventional SRO+ED architecture as an example with step-control and 

slope-control quenching implementation. Cross-coupled transistors M1 and M2 provide -𝐺𝑚 to 

the SRO, and differential input transistors M3 and M4 behave as a pre-amplifier stage to inject 

the input signal into the LC-tank from the antenna. Slope-controlled quenching waveform tunes 

the biasing current in the SRO and dynamically change 𝐺𝑖(𝑡) . While the Step-controlled 

quenching equalizes the differential output without generating CM level shift.  

Fig 3.5 shows the two quenching methods (slope-controlled and step-controlled quenching) and 

their corresponding sensitivity curves and oscillation envelope. Due to the different slope of 

passing the critical point, the slope-controlled quenching naturally has better sensitivity than 

step-controlled quenching.  However, the oscillation builds up during the negative portion of 

conductance within the quenching period. As the oscillation grows with −𝐺𝑚 , the oscillation 

will approach a steady state value. The steady state time and effective quality factor are derived 

to be:  

 

                      𝑡𝑠𝑡𝑒𝑎𝑑𝑦 = −
2C

𝐺𝑖(𝑡)
ln (−

𝐺𝑖(𝑡)Vinωd  

Aω0
)   𝐺𝑖(𝑡)<0                                                     (3.4) 
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                                                 𝑄𝑒𝑓𝑓 =
1

𝐺𝑖(𝑡)

1

√L/C
                                                                      (3.5) 
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Fig 3.4 (a) Slope and Step controlled quenching implementation on conventional LC-SRO (b) 
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Fig 3.5 Super-regeneration operation of SRO under OOK input 

The root locus versus magnitude response based on the 𝐺𝑖(𝑡) change is presented in Fig 3.6. As 

the 𝐺𝑖(𝑡) increases or decreases from 0, the selectivity will decrease. For the super-regenerative 

oscillator receiver, the poles start from initial position  (1) from left-hand side of the complex 

plane and gradually move towards the right-hand side the complex plane through critical point (2) 

and reaches (3).  During the bandpass filtering mode, the 𝐺𝑖(𝑡) decreases from positive to 0 and 
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selectivity increases to its maximum value. During the super-regeneration mode, 𝐺𝑖(𝑡) keeps 

becoming more negative and selectivity reduces. Overall speaking, the poles locations should be 

fixed in the region between (1) and (3).   
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Fig 3.6 Root locus of SRO pole locations and selectivity vs loop gain 

There are 2 important observations can be made from the super-regenerative theory that can be 

used to optimize the circuits design. 

1) Fig3.5 illustrates the SRO operation under OOK signal injection and two main quenching 

methods. The slope-controlled quenching is using dynamically changing bias voltage to tune 

𝐺𝑖(𝑡) in the SRO. The step-controlled quenching generally can be implemented as an equalizing 

switch in parallel with LC-tank to start or cease the SRO oscillation. The advantage for the 

slope-controlled quenching is using an optimized quenching controller as quenching signal, 

𝐺𝑖(𝑡) of SRO can go more slowly to cross  𝐺𝑖(𝑡)  = 0 which leads to higher SRO sensitivity 

compared with step-controlled quenching. However, the main drawback brought with high 

sensitivity is the common mode (CM) level shift which requires excessive large value of RC 

high pass filter front-end in the envelope detector (ED) in Fig 3.4(b) to remove the CM level and 

pass the 20KHz input signal. While for step-controlled quenching cannot accumulate the same 

sensitivity as slope-controlled quenching due to the sharp transition through 𝐺𝑖(𝑡)  = 0, the major 

advantage is equalizing the differential output will not generate CM level shift. Meanwhile, data 

rate in underwater application is much slower compared with SRO in RF design; enough 

sensitivity can be accumulated in longer time duration from the input which means achieving 

high sensitivity is not the priority because of low data rate operation. As a result, in this work we 

implemented the quenching as step-controlled quenching. 
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2) In Fig 3.6, SRO receiver in normal operation, the poles location is fixed between (1) and (3). 

However, step-controlled SRO under PVT variations can be worse than slope-controlled SRO 

because of the step-controlled quenching with less sensitivity cannot effectively control the SRO 

behavior with respect to the input. The SRO can easily reach full oscillation or no oscillation 

during the quenching period (pole locations are out of the boundary of (1) to (3) and reach region 

(4) and (5) in Fig 3.6). Also, the center frequency deviation would cause degradation of the SRO 

selectivity. Therefore, background calibration loops are necessary to be used to achieve reliable 

signal detection in underwater signal acquisition and synchronize the SRO output in frequency 

with the input signal.  

3.3 Important Circuits Blocks Implementation  

3.3.A Proposed SRO architecture 

To address these limitations, a novel SRO architecture is presented in Fig 3.7 and its benefits are 

analyzed in the subsequent sections.  
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Fig 3.7 Proposed fast start-up and Gm-boosted SRO 
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3.3.B Proposed SRO Quenching Strategy  

The quenching mechanism of the oscillator is realized by a charge-pump to control the PMOS 

switch MC connected between the differential outputs (outp and outn) of the SRO. When the 

switch is turned on, it is equivalent to a high positive transconductance connected in parallel to 

the LC tank. The equivalent LC-tank loss increases rapidly and the instantaneous effective 

transconductance 𝐺𝑖(𝑡) switches quickly from negative to positive and then the SRO cannot 

maintain the oscillation. When the switch is turned off, the switch itself displays low 

transconductance and contributes negligible loss to the LC-tank and hence the SRO will oscillate.  

The proposed charge-pump quenching is designed with a smooth rising edge and sharp falling 

edge to achieve better sensitivity by slowly going beyond 𝐺𝑖(𝑡) = 0 compared with conventional 

step-controlled quenching. A timing diagram of proposed charge pump quenching is shown as 

below in Fig 3.8: 

OOK input

No OOK input

 OOK input  OOK input

 Proposed SRO output 
voltage

Without CM level 
shift

Charge pump quenching 
Smooth rising edge

sharp falling edge

G_critical =Gi(t)=0

 

Fig 3.8 Proposed charge-pump quenching strategy 

The timing diagram in Fig 3.8 indicates the proposed charge pump quenching is selected to avoid 

introducing CM mode level shift in the SRO output, as it is the case of slope-controlled 

quenching, and hence eliminate the need of a large RC-filter with cut-off frequency well below 

20KHz before the ED. This tremendously simplifies the following demodulation stages while 

improves sensitivity by varying the rising edge of the charge pump’s quenching signal. 

 

3.3.C Adaptive bulk biasing (ABB) 

Negative Gm boosting: cross-coupled transistors M1-4, and M5-6 work as −𝐺𝑚 cell and positive 

peak detector respectively to enable ABB (Adaptive bulk biasing). The ABB effect is to increase 

the voltage headroom for the SRO by dynamically tuning the threshold voltage 𝑉𝑡ℎ of M1-4 by 
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monitoring the oscillation amplitude of the SRO. When the SRO output amplitude varies, the 

peak detector (M5-6) detects the positive envelope and feeds it back to the bulk of  −𝐺𝑚 cell 

(M1-4) as shown in Fig 3.9. If the output amplitude increases, the bulk voltage increases, 𝑉𝑡ℎ of 

the −𝐺𝑚 cell will be reduced which implies an increase in the negative transconductance and 

therefore the output amplitude. From the low voltage operation perspective, ABB solves the 

difficulty of decreasing the supply voltage introduced by 𝑉𝑡ℎ of cross-coupled transistors M1-4.   
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Fig 3.9 Small-signal equivalent circuit of the ABB 

Since the proposed architecture is using complementary -𝐺𝑚 structure (M1-4 and M9-10), the 

change in 𝑉𝑡ℎ can be given as a function of bulk potential 𝑉𝑠𝑏 for NMOS and PMOS devices as: 

 

                                     𝑉𝑡ℎ𝑛  = 𝑉𝑡ℎ0 + 𝛾(√|2𝜑𝐹 + 𝑉𝑠𝑏| − √2𝜑𝐹)                                              (3.6) 

                                      𝑉𝑡ℎ𝑝  = 𝑉𝑡ℎ0 - 𝛾(√| − 2𝜑𝐹 − 𝑉𝑠𝑏| − √2𝜑𝐹)                                         (3.7) 

 

Where 𝛾 and 𝑉𝑡ℎ0 are the body factor and zero threshold voltage respectively when 𝑉𝑠𝑏 is 0.  

Start-up condition alleviation: By implementing ABB, the conventional start-up condition 

requirement of the SRO will be relieved and can be described now as follows: 

                                          𝐺𝑝 = 𝐺𝑐 + 𝐺𝐿 + 𝐺𝑐𝑚𝑜𝑠  ≤ |𝐺𝑚𝑒𝑓𝑓|                                                 (3.8) 
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Fig 3.10 ABB on the improvement of start-up time and sensitivity 

Figure 3.10 shows that the – 𝐺𝑚 .  boosting under the same biasing current compared to 

conventional circuit relieves the start-up condition and improves the sensitivity of the SRO. For 

the SRO to start oscillating from initial non-oscillating phase it usually requires the−Gm cell to 

be large enough. However, this causes waste of power as well as reduced tuning range. By 

employing ABB scheme, large size of −Gm cell can be avoided. 

 

3.3.D Complementary -Gm and DTMOS Technique 

The current reuse differential SRO topology is used by stacking switching transistors in cascade 

to tune the – 𝐺𝑚. For the same bias current, the available transconductance can be twice as high 

in the complementary topology than the transconductance of the PMOS only topology. This is 

because the same current flows through both PMOS and NMOS cross-coupled pairs 

simultaneously. The −𝐺𝑚 provided by both NMOS and PMOS pairs are given by the following 

formula respectively:  

                                                 𝐺𝐶𝑀𝑂𝑆 = −
1

𝑅𝑃+𝑅𝑁
= −

𝑔𝑚𝑁

2
− 𝑔𝑚𝑃                                        （3.9）  

 

The series stacking of NMOS and PMOS transistors allows the supply current to be reduced by 

half while providing the same negative conductance.  

The dynamic body biased MOS transistor is named as dynamic threshold MOS (DTMOS). By 

configuring the MOS transistor in this way, the threshold voltage 𝑉𝑡ℎ  of the MOS transistor 

becomes function of input signal. Any variations of the gate potential induce the same variations 



28 

   

to the body potential and dynamically changes the threshold voltage due to body effect. Thus, 

due to dynamic body biasing, both gate and body transconductance contribute to the conduction 

current and effective transconductance becomes (𝑔𝑚 +  𝑔𝑚𝑏) . The transistor model of 

DTMOS is shown in Fig 3.11. 
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Fig 3.11 Dynamic Body Biased MOS transistor 

The effective transconductance of a DTMOS transistor and drain current in strong inversion is 

given as: 

 𝐼𝐷𝑇𝑀𝑂𝑆 = 
𝜇𝑛𝐶𝑜𝑥

2

𝑤

𝐿
{𝑉𝑔𝑠 − (𝑉𝑡ℎ0 +  𝛾 (√|2𝜙𝐹 + (𝑉𝑠 − 𝑉𝑔𝑠)| − 2√𝜙𝐹  )}

2

 

  

                                                  𝑔𝑚𝑒𝑓𝑓 = 𝑔𝑚 + 𝑔𝑚𝑏                                                            (3.10) 

 

3.4 Proposed Charge-Pump Quenching Controller  
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Fig 3.12 Conventional charge-pump 
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Fig 3.13 Proposed charge-pump 

Figure 3.12 shows the conventional charge pump is controlled by two switches M4-5 that are 

turning on or off, respectively. When V_quench is pulled up (pulled down) to VDD (gnd), IUP 

will decrease (increase), and IDOWN will increase (decrease). Since the switches M4-5 are 

controlled independently, that will cause large voltage swings at v1 and v2 under PVT variations 

that will result in current mismatch. This current mismatch will cause large variations in the 

shape of the quenching waveform which leads to the degradation of sensitivity and selectivity. In 

addition, there is a settling time difference for the PMOS and NMOS switches, and this 

switching time mismatch can introduce amplitude mismatch to the SRO since the charge pump 

cannot turn on and off immediately. To ensure system accuracy, the proposed charge pump in 

Fig 3.13 guarantees charging and discharging ratio accuracy and reduced voltage variations in v1 

and v2. This design uses a gate controlled NMOS differential pair to replace the conventional 

PMOS and NMOS switches to reduce the voltage variation of v2. Also, the proposed charge 

pump prevents the nonlinear behavior in the quenching signal generated by conventional charge 

pump that uses independently controlled switches. 

 

3.5 Control blocks under PVT variations 
 

3.5.A Automatic gain control loop 

 

AGCs are a common component in RF oscillator design to compensate for the change of 

−𝐺𝑚 under PVT variations and incoming signal strength. A conventional approach analog in RF 
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oscillators called switch biasing (or self-biasing) is shown in Fig 3.14. This approach relies on 

switching the operation region of M5 between strong inversion and accumulation to reduce the 

effect of 1/f noise [8]. However, in SRO based receiver applications, the differential input 

transistors is the major 1/f noise contributors while the 1/f noise from the tail current is a 

common mode signal and that is cancelled at the output. Since the −𝐺𝑚  of the linear mode SRO 

can vary drastically under PVT variations and the analog switch-biasing is not strong enough to 

control the oscillation, a digital calibration approach is selected.  

The circuit diagram of the proposed approach and its timing diagram are presented in Fig3.15 

and Fig3.16 respectively. First, the proposed AGC detects the SRO envelope from the amplifier 

output and then compares it with a desired reference voltage using a dynamic comparator. The 

comparator output is multiplied by the quenching signal to control the clock of a 4-bit shift 

register that dynamically tune the biasing current of the SRO. The shift register is selected as the 

state machine rather than using a counter because the SRO oscillation amplitude in linear mode 

is very sensitive to biasing current change which requires a precise successive biasing tuning.  
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Fig 3.14 Conventional Switch-biasing automatic gain control implementation 
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Fig 3.15 Proposed AGC circuits implementation 
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Fig 3.16 Proposed AGC circuits timing diagram 

  

3.5.B Common mode feedback  

A common mode feedback (CMFB) circuit is needed to control the output CM voltage of the 

SRO since it operates in an open-loop control configuration. The proper CMFB choice is 

continuous CMFB rather than SC CMFB (switch-capacitor CMFB) since the SRO input is 

extremely small which requires the static and quite CM level tuning process to introduce less 

interference.  MCM1-4 from the differential pairs detects the deviation of the CM signal from the 
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desired common mode level and generates a current that is proportional to the difference. This 

current is mirror in the tail current transistor of the SRO to adjust the oscillator CM level. 

 𝐼𝑑2 = 
𝐼𝑏𝑖𝑎𝑠

2
− 

𝑔𝑚𝑐𝑚2

2
(𝑜𝑢𝑡𝑝 − 𝑉𝑟𝑒𝑓) 

 𝐼𝑑3 = 
𝐼𝑏𝑖𝑎𝑠

2
− 

𝑔𝑚𝑐𝑚3

2
(𝑜𝑢𝑡𝑛 − 𝑉𝑟𝑒𝑓) 

                             𝐼𝑑5 = 𝐼𝑑2 + 𝐼𝑑3 = 𝐼𝑏𝑖𝑎𝑠 − 𝑔𝑚𝑐𝑚(
𝑜𝑢𝑡𝑝+𝑜𝑢𝑡𝑛

2
− 𝑉𝑟𝑒𝑓)                                 (3.11) 

 

Where 𝑔𝑚𝑐𝑚 is represented as the transconductance of MCM1-4. 
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Fig 3.17 Proposed CMFB circuits implementation  

3.5.C Frequency Locked Loop 
 

A typical SRO-based receiver requires frequency calibration to achieve the desired center 

frequency under PVT variations.  The proposed frequency calibration technique uses a closed 

loop feedback as shown in Fig 3.2. During calibration phase the SRO inputs are shorted and the 

oscillator is configured in free running mode. The multi-phase frequency divider in Fig 3.18 

divides the SRO output frequency by four to generate a set of four-phase signals. Either p1, p2 or 

p3, p4 can be selected whose initial value is “10” when sampled by reference clock 𝐹𝑟𝑒𝑓 = 5KHz. 

The chosen signals are then input to the Frequency Comparator (FC) in Fig 3.19, and the FC will 

determine whether the SRO output is faster or slower than desired 𝐹𝑟𝑒𝑓 and generate “fast” or 

“slow” flags. Based on the previous comparison of the FC, the comparison result will be sent to 

the input for the following SAR controller which determines the four control bits of the SRO’s 

switching capacitor array in Fig 3.7. The clock of the SAR will be the result of logical “XOR” 
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between “fast” and “slow”. Proper band adjustment can be made by tuning the capacitor bank 

using the output of the SAR register.   

 

In the proposed multi-phase frequency divider shown in Fig 3.18, the SRO output is fed through 

a series of three invertors to produce a full swing signal and has been divided by four to generate 

four evenly spaced phase signals p1~p4. Either two consecutive phases pi and pi+1(either p1 and 

p2 or p3 and p4) can be fed into the input of the FC. 
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 Fig 3.18 multi-phase frequency divider based on DFFs 

 

The operation principle of the FC is explained according to Fig 3.20 and Fig 3.21 where the edge 

positions of p1 and p2 relative to the reference clock 𝐹𝑟𝑒𝑓 indicates which signal is faster or 

slower. The comparison starts from “10” for p1, p2 respectively. If 𝐹𝑆𝑅𝑂> 4 ∗ 𝐹𝑟𝑒𝑓 , the sampled 

values eventually change from 10 to 11 and the node “fast” will become high; or to 00 if 𝐹𝑆𝑅𝑂 < 

4 ∗ 𝐹𝑟𝑒𝑓  and the node “slow” will become high. It is worth to mention that the flag should only 

last 1 reference clock cycle and go back to 0 to wait for the next flag.  The maximum number of 

required calibrating cycles, 𝑁𝑚𝑎𝑥, where the reference clock 𝐹𝑟𝑒𝑓 is 5KHz and ∆𝑓 is frequency 

offset between 𝐹𝑟𝑒𝑓 and the SRO output frequency is divided by 4. The maximum number of 

required cycles is:  

 

                                                       𝑁𝑚𝑎𝑥 = |

1

𝐹𝑟𝑒𝑓+∆𝑓
∗
1

4

1

𝐹𝑟𝑒𝑓 
−

1

𝐹𝑟𝑒𝑓+∆𝑓

| =  
1

4
𝐹𝑟𝑒𝑓

∆𝑓
                                          (3.12) 
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The single cycle calibration time required is: 

 

                                                  𝑇𝑐𝑎𝑙𝑖 =  

1

4
𝐹𝑟𝑒𝑓

∆𝑓
*

1

∆𝑓+𝐹𝑟𝑒𝑓
 ≈ 

1

4
𝐹𝑟𝑒𝑓

∆𝑓
∗

1

𝐹𝑟𝑒𝑓
 = 

1

4

∆𝑓
                              (3.13) 

 

The total calibration time required by using 4-bit SAR is: 

 

𝑇𝑡𝑜𝑡𝑎𝑙 = 4 ∗ 𝑇𝑐𝑎𝑙𝑖  
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Fig 3.19 Frequency Comparator, flag generator and SAR input 
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Fig 3.20 Frequency calibration during “fast” situation 
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Fig 3.21 Frequency calibration during “slow” situation 

SAR Control logic implemented by the synchronous static D-flip flop circuits by using “control” 

indication from the FC. Fig 3.22 shows architecture of the SAR control logic and Fig 3.23 shows 

its subsystem design. The SAR is controlled by the signal “control” generated as the input to the 

SAR based on “fast” and “slow” flag. The signal ‘start’ is used to clear all the registers in the 

SAR and initiate the calibration. The SAR clock frequency is an essential parameter and must be 

determined properly. If the clock of the SAR is faster than the FC would cause the SAR register 

to over calibrate the capacitor bank and that results in a wrong calibration. A typical example of 

improper clock choice is shown in Fig 3.24. Selecting the SAR clock frequency slower than the 

FC will dramatically increase the calibration time which leads to excessive power consumption. 

A practical choice for a SAR clock is generated by XOR-ing the “fast” and the “slow” flags of 

the FC which results in a proper clock to calibrate the SRO frequency. With the first rising edge 

of this clock, the MSB bit b4 is set to high. And the MSB value will be maintained or changed to 

low according to the input value. The process will repeat until the LSB of the SAR controller is 

determined. 
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Fig 3.22 Proposed SAR register  
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Fig 3.23 Subsystem of SAR logic 
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Fig 3.24 A typical situation when SAR clock is oversampling  

 

3.6 Proposed Envelope Detector  

 

Figure 3.25 presents a conventional envelope detector (ED) with amplifier (ED+Amplifier) 

architecture. The ED conversion gain experiences a linear relationship with the SRO oscillation 

amplitude as shown in equations (14) and (15). Controlling the SRO to have a small amplitude 

for lower power consumption leads to a low conversion gain for the conventional ED. To avoid 

any drawbacks from the conventional ED design and simplify the circuit implementation, the 

proposed ED is presented in Fig 3.26. This design uses a first stage envelope detection and a 

second stage back-to-back inverter operating in linear mode to enhance the conversion gain 

while reducing the settling time and power consumption over the previous SRO. 
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Fig 3.25 Conventional ED+Amplifier Architecture 
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Fig 3.26 Proposed Gain-Enhanced Envelope Detector  

 

The input transistors M1-2 Fig 3.25 are biased in subthreshold region which generates an output 

current that is an exponential function of the input voltage. To prove the necessity of further 

gain-enhancement, we calculate a simple expression for the effective conversion gain where the 

exponential output current can be approximated using Taylor series expansion. Focusing on the 

second order harmonic results in:            

 

                             𝐼𝐷 = 𝐾𝐼0𝑒𝑥𝑝
(
𝑉𝑔𝑠−𝑉𝑡ℎ
𝑛𝑉𝑇

)
(1 − 𝑒

−𝑉𝑑𝑠
𝑉𝑇 )                                                           (3.14) 

                                  Conversion gain = 𝐴1 ≈
𝑉𝑂𝑆𝐶

4𝑛𝑉𝑇
                                                                (3.15) 

 



38 

   

During the tracking phase, if the load is constant, the oscillation amplitude goes up.  The current 

through M11 will increase, causing Vgs of M5,6 to increase and reduce the conversion gain. 

Using gain-enhancement from the back-to-back inverters positive feedback will reduce the M11 

bias current and increase the envelope detector conversion gain and improve sensitivity. If 𝐴𝑣 is 

the gain of the two inverters and 𝜏 = 𝑅𝑜𝐶𝐿, ∆𝑉 is the start-up voltage difference at the beginning 

of amplification. The second stage gain enhancement can be written as: 

                                                                     𝑉𝑜𝑢𝑡 = ∆𝑉 𝑒𝑥𝑝(
𝐴𝑣−1

𝜏
𝑡)                                        (3.16) 

The time constant 𝜏𝑏𝑘_𝑖𝑛𝑣 of back-to-back inverters is calculated as:  

 

                                                                    𝜏𝑏𝑘_𝑖𝑛𝑣 = 
𝜏

𝐴𝑣−1
                                                      (3.17) 

 

A filtering capacitor 𝐶𝐿 is connected to the node Vout. The bandwidth at the output is set by the 

pole frequency  𝑓𝑝 formed by 𝐶𝐿 and the output impedance of the detector, which is 

 

                                                                    𝑓𝑝 = 
𝑔𝑚5−6

2𝜋∗𝐶𝐿
                                                              (3.18) 

3.7 Proposed Hysteresis Comparator 
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Fig 3.27 Schematic of hysteresis comparator 
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The hysteresis comparator shown in Fig 3.27 follows the ED to decode the OOK signal. The 

advantage of hysteresis is to eliminate the noise disturbance from the comparator input. When 

the voltage difference between |𝐸𝐷𝑎𝑚𝑝 −  𝑐𝑜𝑚𝑝 | is small, positive feedback through cross-

coupled M5 and M6 will “lock” the drain voltage. This will create the hysteresis effect which 

makes it independent of the change in drain current. When |𝐸𝐷𝑎𝑚𝑝 −  𝑐𝑜𝑚𝑝| is large, positive 

feedback strength decreases and the lock is released. The drain voltages of M5,6 will be changed 

with respect to the differential input change and the comparison will be performed. M3-4 is used 

to create isolation between the input and output nodes. 

3.8 Simulation Results  

The simulations were realized in TSMC 0.18μm CMOS process. Fig 3.28 and Fig 3.29 show the 

outputs of the different block of the SRO.  These results show the correct operation of the SRO 

with charge pump quenching and that the ED+Amplifier and hysteresis comparator stage 

successfully convert the SRO analog output to digital output streams. Fig 3.30 illustrates a 

typical situation of automatic gain control under PVT variations. The results show dynamic 

successive −𝐺𝑚 tuning where the tuning process ends in the second clock cycle. Fig 3.31 shows 

the continuous DC level adjustment of the CMFB circuit of the SRO output. Fig 3.32 shows the 

results of SRO center frequency calibration. This result shows that the SAR is in reset mode in 

the first 5ms and that after the calibration phase d4 and d3 are set to high to increase their 

corresponding capacitance in the capacitor bank to reduce the SRO oscillator frequency and 

calibrate it to the desired 20KHz center frequency. Fig 3.33 shows the entire system simulation 

with all the calibration loops. Total calibration time including FLL and AGC takes 20ms to 

complete. Fig 3.34 shows the input referred noise of the SRO with respect to different k*(W/L) 

value of the input transistors in the proposed SRO.  The input referred noise is dominated by 

flicker noise and in this design, k has been increased to effectively improve the input signal to 

noise ratio. Finally, Table I shows the performance comparison between state-of-art underwater 

wake-up receivers and the proposed design. The proposed SR receiver achieves a high sensitivity 

while consuming power more than two order of magnitude lower compared with current 

solutions. 
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Fig 3.28 SRO output and charge pump quenching controller 

 

Fig 3.29 ED, Amplifier and Hysteresis comparator digital output 

 

Fig 3.30 -Gm calibration under PVT variations using AGC 
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Fig 3.31 SRO center frequency calibration under PVT variations 

 

Fig 3.32 System calibration of the SRO under PVT variations 

 

Fig 3.33 Common mode feedback during −𝐺𝑚 tuning process 
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Fig 3.34 Input referred noise analysis of the SRO 

Table I Performance Summary and Comparison 

Parameters [10] [12] [16] This work 

Frequency 2.4GHz 2.4GHz 400MHz 20KHz 

Power Consumption 2.8mW 2.59mW 180uw 114uW 

Sensitivity -90dBm -75dBm -65dBm -87dBm 

Technology 130nm 90nm 90nm 180nm 

 

6.2 simulation results for wireless sensor networks 2.4GHz super-regenerative receiver 

simulation results 

TABLE II. State-of-the-art of Acoustic Modems Used In Underwater Sensor Networks 

Modem ITACA 

[11] 

Freitag 

[12] 

Wills 

[5] 

This work 

Modulation FSK FHFSK-

PSK 

FSK OOK 

Data rate 

(bps) 

1kbps 5kbps 600kbps 100kbps 

RX Power 24mW > 500mW > 25mW 114uW 

Sensitivity 

 

30 μV N/A 10μV 10μV 
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3.9 Conclusion 

This paper presents a complete and novel architecture of SRO-type receiver for underwater 

acoustical wireless sensor networks. The proposed SRO architecture reduces power consumption 

and start-up time compared with conventional architecture. The proposed charge pump 

quenching signal improves the SRO sensitivity without introducing common mode level shift to 

the output. In addition, three control loops including FLL, AGC, CMFB are applied to improve 

the circuits immunity under PVT variations which makes the circuits more robust and data 

acquisition more reliable. The simulation results prove the proposed SRO-type receiver is well-

suited for underwater applications and agree with the theoretical analysis. 
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Chapter 4 Super-Regenerative Receiver for WBANs 
 

4.1 System Architecture 

The proposed SRO-RX architecture is shown in Figure 4.1 It consists of the following blocks: a 

super-regenerative oscillator (SRO), a quench controller, an automatic −𝐺𝑚 controller, a buffer, 

an envelope detector (ED), an amplifier, and a set of two comparators. The designed operation is 

explained briefly as follows:  the incoming OOK signal from the antenna is amplified by the 

SRO, then it fed into the ED through a buffer to detect the envelope. The amplifier and the main 

comparator are used to convert the SRO envelope to digital output stream. The current level 

𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 in the quenching controller represents the current needed for the −𝐺𝑚  block in the SRO 

to exactly cancel the parasitic loss. The control switches and the auxiliary comparator form the 

automatic −𝐺𝑚  controller to adjust the biasing current from the quenching controller by 

monitoring the output of the amplifier. 
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Fig 4.1 The proposed architecture of SRO-RX 

The sensitivity and the power are the major factors which require attention to carefully design 

the SRO. The proposed differential SRO achieves high voltage swing under low supply voltage 

by using several techniques as explained in Section II-B. A 2-step quenching is used rather than 

regular sinusoidal and sawtooth quenching because it offers better sensitivity since it is only 

related to the current level before oscillation rather than the shape of the waveform. Since the 

selectivity is inversely proportional to the square root of the sinusoidal and sawtooth quenching 

frequency, with two-step quenching, the selectivity is irrelevant to the quench frequency and by 

precisely tuning the SRO biasing current, a high selectivity can be achieved without increasing 

power consumption and circuits’ complexity. Moreover, to prevent SRO from oscillating in the 
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absence of the RF input signal, which decreases the entire receiver sensitivity and increase power, 

the proposed two-step current quenching technique is controlled to be less than a maximum 

current 𝐼𝑚𝑎𝑥  to ensure that no excessive loop gain is generated and that the SRO responds only to 

the injection of input signal (see Fig 4.2). Automatic −𝐺𝑚 control is also very important since it 

directly decides the precision of the demodulated data and avoids false signal detection as will be 

discussed in Section III-B. 
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Fig 4.2 Two-step quenching SR receiver working principle 

4.2 Circuits Implementation 

4.2.1 Proposed SRO Architecture 

The high sensitivity gm-boosted SRO is presented in Fig 4.3. To detect incoming OOK RF 

signal, the SRO is periodically quenched by Vb at the same rate of the receiving data. The circuit 

works in 2 phases of operation: bandpass filtering (BPF) and super-regenerative (SR) intervals as 

shown in Fig 4.2. When the quench control circuit is setting the current less than Icritical, the SRO 

is behaving as a highly selective bandpass filter (BPF interval). The effective transconductance 

of the SRO is given by 𝐺𝑒𝑓𝑓 = 𝐺𝑐 + 𝐺𝐿  − 𝐺𝑚  where 𝐺𝑐  and  𝐺𝐿  represents the effective 

parallel conductance of capacitor and inductor respectively and 𝐺𝑚  is the conductance of the 

negative resistance formed by M1-4 (Fig 4.3). When the effective conductance 𝐺𝑒𝑓𝑓 switches 

from positive to negative, the super-regeneration occurs and the non-linearities in the SRO drives 

the oscillation (refer to SR interval in Fig 4.2). There is a trade-off between 𝐺𝑒𝑓𝑓, start-up time 

and selectivity. The greater 𝐺𝑒𝑓𝑓, the faster is the start-up (tstartup in Fig 4.2) and the greater the 

SRO’s output amplitude, and when 𝐺𝑒𝑓𝑓 approaches 0, the better is the selectivity. Therefore, by 



46 

   

proper selection of the -𝐺𝑚 in the circuits, a high selectivity and a sensitivity can be achieved 

simultaneously. 
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Fig 4.3 Proposed SRO front-end architecture 

The main objectives in designing the SRO is increasing the sensitivity and lowering power 

consumption. The input transistors M9,10 behave as a differential amplifier and provide pre-

amplification without the use of a dedicated stage by current reuse. The transistors M5,6 are used 

to implement a peak detector to enable adaptive bulk biasing (ABB) by dynamically tuning the 

threshold voltage 𝑉𝑡ℎ of M1-4 and increase their effective voltage 𝑉𝑔𝑠-𝑉𝑡ℎ and hence the voltage 

headroom of the SRO. From the low voltage operation perspective, ABB alleviates the difficulty 

of reducing the supply voltage limited by 𝑉𝑡ℎ  of the cross-coupled transistors M1-4. The 

transistors M7,8 implements a capacitive division technique to further reduce the voltage 

headroom requirement by decreasing 𝑉𝑏𝑠7,8 to reduce their 𝑉𝑡ℎ as per (1).  

                      𝑉𝑡ℎ = 𝑉𝑡ℎ0 +  𝛾(√|2𝜙𝐹 + (𝑉𝑠 −
𝐶1

𝐶1+𝐶2
(𝑜𝑢𝑡𝑝 − 𝑉𝑠7,8))| − 2√𝜙𝐹                   (4.1)  
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Meanwhile, from the input perspective, M7,8 also works as common gate to reduce the 

oscillator’s kickback noise from injecting into the input antenna. Finally, input transistors M9,10 

use dynamic threshold-voltage MOSFET (DTMOS) to further increase the input gain. The 

voltage gain of the SRO equals the following: 

                                                                                                Av = Gmeff ∗
1

GT
                                                  (4.2) 

Where GT = GL − Gm,  GL = 
1

Rs(Q2+1)
≈  

Rs

(ωL)2
, Qeff =

1

GT
√
CT

L
, and CT = the total capacitance 

at M1-4. Gmeff is the effective transconductance of M9,10, and Gm = 2gm1 is the total 

conductance at the drain of M1-4.   

                                                                                GT = 
Rs

(ωL)2
− 2gm1                                    (4.3)                                                                 

Equation (3) shows that as 𝐺𝑇 decreases, 𝑄𝑒𝑓𝑓  and 𝐴𝑣  will increase.  

4.2.2 Two-Step Current Quenching and –Gm Controllers Design 
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Fig 4.4 Proposed Quenching controller Design 

The proposed switch capacitor quench controller and its control clocks are shown in Fig 4.4 and 

Fig 4.2 respectively. It is designed with an enhanced current mirror to reduce the necessary bias 

current of the SRO. Since the SRO is working mainly in BPF and SR intervals, the biasing 

current of the oscillator supplied by the quenching controller is divided into two parts. First, 

𝐼𝑠𝑡𝑒𝑎𝑑𝑦 and 𝐼𝐵𝑃𝐹  will quickly charge the capacitor CB1 to a current very close to its critical current. 

That will place the SRO in the BPF interval. This size of the capacitor CB1 is set to a value to 
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reduces the settling time required to reach the current 𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 . Then, the quenching circuit 

supplies 𝐼𝑆𝑅𝑂 to step up the SRO biasing current and provide the required negative 𝐺𝑚for the 

super-regeneration (SR interval). At the end of quenching period, CB2 discharges Vb to 0 (biasing 

voltage of M11 in Fig 4.3) and waits for the next quench period. The ratios of currents 𝐼𝑆𝑅𝑂: 

𝐼𝐵𝑃𝐹 : 𝐼𝑠𝑡𝑒𝑎𝑑𝑦 are equal to 13.8: 5: 0.4 and they are optimized for best performance.  

The current in the SRO should be controlled carefully to avoid large oscillation that causes 

wrong signal detection. The timing diagram in Fig 4.5 shows that a large RF input injection will 

results in an undesirable oscillation at the SRO output and translate to a wrong signal detection at 

the output of the main comparator. The automatic −𝐺𝑚  controller implemented using 4 D-flip 

flop as shown in Fig 4.6. It will sense the false signal from the auxiliary comparator and generate 

Q1-4 to reduce the quenching current by turning off the control switches and regulated the 

current in the SRO as shown in Fig 4.4   
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Fig 4.5 Timing diagram of Automatic −𝐺𝑚 controller 
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Fig 4.6 Proposed Automatic −𝐺𝑚 controller  
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The automatic −𝐺𝑚 controller circuit enables the SRO to achieve an optimum value of excess 

loop gain and reliable start-up. The output amplitude of the SRO is affected by its biasing 

current 𝐼𝑏𝑖𝑎𝑠 and the parallel resistance 𝑅𝑒𝑞 of the SRO. Since tuning 𝑅𝑒𝑞 will affect Q of the 

resonator, it is difficult to tune 𝑅𝑒𝑞 and it is more practical to tune SRO output signal amplitude 

by adjusting 𝐼𝑏𝑖𝑎𝑠. The output of the auxiliary comparator is used as clock to drive 4-bit shift 

register that turns on sequentially the switches controlled by Q1-4 in the quenching controller to 

increase oscillation in the SRO for small input signal. For large input signal, the quenching 

controller will turn off sequentially the switches controlled by Q1-4 to avoid wrong detection as 

shown in Fig 4.5 That will help also to save power and bias the SRO with the minimum current 

needed for correct operation.   

4.2.3 Amplifier and Comparator 

To accurately measure the envelope and convert to digital output, this work has adopted the 

amplifier-comparator structure. Amplifier has used current shunt technique to achieve gain 

enhancement. Meanwhile, comparator sensitivity is improved by increasing the gain of the 

second latch stage. Moreover, the proposed comparator requires only a one phase clock. M8 and 

M11 are used to reset the Xi nodes to avoid mismatch voltage between Xi nodes that causes 

comparator offset. 

 

Fig.4.7 Gain-enhanced OTA 
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Fig.4.8 Current-Reused Double Tail Comparator 

4.3 SRR design for wireless sensor networks  

Fig 4.7 shows the measured high sensitivity of the SRO output at 10V OOK input signal, the 

quenching rate is designed to be twice of the data rate at 3.3Mbps. The negative conductance is 

controlled periodically to filter and amplify the input RF signal. Fig 4.8 shows the automatic -Gm 

controller under 100V input OOK signal with false signal detection removed after the first 

quenching cycle. Fig 4.9 shows the results for the envelope detector and the main comparator 

digital output. The measured performance of proposed SRO-RX and previous works are 

summarized in Table I.   

 

Fig4.9 Proposed SRO transient output with high sensitivity 
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Fig4.10 −𝐺𝑚 auto-tuning transient output under 100uV OOK 

 

Fig4.11 Amplified Envelope and Digital Output 
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Table I: Performance Summary and Comparison 
 【10】 【12】 【13】 【14】 【15】 This work 

Technology 130nm 90nm 65nm 90nm 180nm 180nm 

DR 500kbps 5Mbps 1Mbps 5Mbps 10Mbps 3.3Mbps 

 Frequency 2.4GHz 2.4GHz 2.4GHz 2.4GHz 3.5GHz 2.4GHz 

Power 2.8mw 

(include PLL) 

534uw 

(without PLL) 

227uw 500uw 10.8mw 398uw 

Sensitivity -80dBm 

(BER = 10-1) 

-75dBm 

(BER = 10-3) 

-83dBm -67dBm -66dBm -87dBm 

 

4.4 Conclusion 

This thesis presents a complete and novel architecture of SRO-type receiver for underwater 

acoustical signal acquisition and RF wireless sensor networks. The proposed SRO architecture in 

both different environments reduces power consumption and start-up time compares with 

conventional architecture. charge pump quenching signal and sensitivity-enhanced two step 

quenching improves the SRO sensitivity respect to the input. In addition, 3 control loops 

including FLL, AGC, CMFB is applied to improve the circuits immunity under PVT variations 

underwater commutation networks in which makes the circuits more robust and data acquisition 

more reliable. The simulation results prove the proposed SRO-type receiver is well-suited for its 

applications and agree with the theoretical analysis. 
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Chapter 5 The high speed and high conversion gain 

envelope detector 

5.1. Introduction: 

While envelope detector (ED) is an essential block in most of the SRO-type receivers, 

conventional ED generally suffers from low conversion gain or low speed [28-30] which limits 

the data rate of the system. A typical ED is preceded by a simple RC high pass filter to remove 

common mode (CM) signal generated by the quenching circuit in the SRO (Fig 5.1(a)-(b)). This 

CM level shift generates glitches at the input of the ED that will overlap with the detected 

envelope at the output and create significant distortion. On the other hand, conventional ED 

followed by amplifier to increase the output voltage cannot operate at high data rate due to the 

amplifier large time constant (Fig 5.1(c)). Based on the previous observations, this letter 

proposes a new ED architecture and related circuits that minimize CM glitches with new fast 

settling gain-enhancement to achieve higher data rate operation. 

R
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CLK
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Circuit

Vosc

(a) (b)

(c)  

Fig 5.1: SRO receiver: (a) SRO front-end, (b) conventional ED, (c) gain-enhancement using 

amplifier 
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5.2 Conventional ED analysis:  

It is very important to note that ED rejects differential small signal with respect to its input, but 

any CM signal will appear at the output with the desired second order harmonics of the input 

signal (refer to Fig 5.1(b)). Input transistors M1-2 in Fig 5.1(b) are biased in subthreshold region 

which generates an output current that is an exponential function of the input voltage. To prove 

the necessity of further gain-enhancement, we calculate a simple expression for the effective 

conversion gain where the exponential output current can be approximated using Taylor series 

expansion. Focusing on the second order harmonic results in:    

                                                   Conversion gain = 𝐴1 ≈
𝑉𝑂𝑆𝐶

4𝑛𝑉𝑇
                                                  (5.1)  

                                                      where   K = 
ID

4(nVT)2
 = 

gm

4nVT
                                                     (5.2) 

𝑉𝑇 is the thermal voltage, n is the subthreshold slope factor,  𝑉𝑠 is the input signal amplitude, and 

K is the V/I conversion constant. Equation (1) reveals the necessity of second stage gain-

enhancement since the conversion gain is dependent on the output swing of the SRO circuit 

(VOSC in Fig 5.1(a)) and increasing this RF signal amplitude leads to excessive power. 

Meanwhile, to suppress the low frequency CM glitches, a bandpass (BP) buffer is needed for 

pre-filtering before the gain-enhancement. 

5.3 Proposed ED Implementation:  
 

Fig 5.2(a) shows the block diagram of the proposed ED and Fig.5 2(b)-(c) show its circuit level 

implementation. This proposed ED consists of a bandpass (BP) buffer stage followed by a fast 

settling gain-enhanced ED. The buffer stage is designed to have BP filtering characteristic before 

the ED by using a source degenerated common source amplifier structure. The high-speed ED is 

designed using back-to-back inverters as the second stage to improve gain and speed. 
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Fig 5.2 Proposed ED: (a) block diagram, (b) BP buffer, (c) fast-settling gain-enhanced ED. 
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Fig 5.3 AC response of proposed BP buffer vs Source follower buffer. 

The BP buffer, shown in Fig 5.2(b), works in glitches suppression mode at the low frequency 

where this circuit is equivalent to a source degenerated common source amplifier with a gain 

designed to be much less than 1 (refer to the dashed box in Fig 5.3). At high frequency around 

the bandwidth of the SRO, the total capacitance CS at the source of M1 and M2 is shorted to 

ground which makes the buffer equivalent to a common source amplifier with a gain higher than 

1 (see Fig 5.3).  The buffer gain can be approximate as:  
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                                 𝐴𝑣_𝑏𝑢𝑓𝑓𝑒𝑟 ≈ −
𝑔𝑚1Rx

1+𝑔𝑚1𝑟𝑜3
≪ 1     Glitches suppression mode                   (5.3) 

                                         𝐴𝑣_𝑏𝑢𝑓𝑓𝑒𝑟 ≈ −𝑔𝑚1𝑅𝑥  >  1  signal buffering mode                        (5.4)

where 𝑔𝑚1 is transconductance of M1 and 𝑟𝑜3 is the small signal output resistance of M3. As 

opposed to a source follower buffer that passes the input and the common mode signal glitches 

as shown in Fig 5.3, the proposed BP buffer suppress the glitches that reside outside the 

bandwidth of the SRO signal enabling the ED to detect the low frequency envelope without 

overlapping with the distortion generated by the common mode signal.  

The ED design is accomplished by using two stages of gain as shown in Fig 5.2(c). The first 

stage envelope detection is performed by biasing the input transistors M5-6 in subthreshold to 

extract the envelope of the input signal by converting the square of its voltage into output current. 

The capacitor CL at the output extracts the low frequency envelope while filtering the higher 

order harmonics. In the second stage, the conversion gain is improved using back-to-back 

inverters operating in linear mode rather than use amplifier which would introduce excessive 

output time constant. Since the first stage gain of the ED is small, a small signal analysis is still 

valid. The two pair of inverters with 𝐺𝑚1 = 𝑔𝑚9 and  𝐺𝑚2= 𝑔𝑚11 are operating in linear mode. 

Each of the inverters can be linearized as a voltage controlled current source driving the RC 

output load (see Fig 5.4), and its KCL equation can be written:   

                                                           𝐺𝑚1,2, 𝑉𝑥,𝑦 = −𝐶𝐿
𝑑𝑉𝑦,𝑥

𝑑𝑡
− 
𝑉𝑦,𝑥

𝑅𝑜
                                            (5.5) 

The solution is given as the following: 

                                                                             (𝐴𝑣1 − 1) 𝑉𝑥 − (𝐴𝑣2 − 1) 𝑉𝑦 =  𝜏
𝑑∆𝑉

𝑑𝑡
 + ∆𝑉                      (5.6) 

where𝐴𝑣1 and 𝐴𝑣2 are the gain of the first and second inverter respectively and 𝜏 = 𝑅𝑜𝐶𝐿. ∆𝑉 =

 𝑉𝑥 − 𝑉𝑦 is the start-up voltage difference at the beginning of amplification. By designing 𝐴𝑣 = 

𝐴𝑣1 ≈ 𝐴𝑣2, the second stage envelope output voltage can be written as: 

                                                                 𝑉𝑜𝑢𝑡 = ∆𝑉 𝑒𝑥𝑝(
𝐴𝑣−1

𝜏
𝑡)                                              (5.7) 
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The time constant 𝜏𝑏𝑘_𝑖𝑛𝑣 of back-to-back inverters is calculated as:  

                                                                      𝜏𝑏𝑘_𝑖𝑛𝑣 = 
𝜏

𝐴𝑣−1
                                                      (5.8) 

Equation (8) shows that the settling time  of a conventional ED is reduced by the small signal 

gain of an inverter. As a result, the proposed ED can reach higher output voltage under the same 

data rate. While a higher output voltage can be achieved by cascading an amplifier at the output 

of conventional ED, a large settling time will be needed to reach same output voltage as shown 

in (8) and Fig 5.5. That will limit the speed of operation and the maximum data rate of the SRO. 

                                                         𝑉𝑜𝑢𝑡 = ∆𝑉(1 − 𝑒𝑥𝑝(−𝑡 𝜏𝑎𝑚𝑝⁄ ))                                     (5.9) 

VxRo = 
1/gmGm2.Vy

CL Ro = 
1/gm

Gm1.VxVy CL 

 

Fig 5.4 Invertors linearized model during track and-latch stage 
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Fig 5.5 Settling time comparison of gain enhancement using back-to-back inverter vs amplifier 

5.4 Simulation results: 

 Fig 5.6 shows the simulated results of the proposed gain-enhancement ED and conventional ED 

at data rate of 3.33Mbps. The results show that the proposed solution increases the conversion 

gain without increasing the settling time. Also this results show that the proposed ED achieves 

much better glitches suppression compared with conventional ED. The timing diagram in Fig 5.7 

illustrates the superiority of the proposed ED compared with conventional ED with amplifier 

used for gain enhancement for data rate of 6.66Mbps. The amplifier introduces a delay that will 
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cause inter symbol interference at high data rate while the proposed ED can still work properly. 

A summary of results comparison with other works is included in Table 1.  

 

Fig 5.6 Proposed ED vs Conventional ED @3.33Mbps 

 

Fig 5.7 Proposed ED vs Conventional ED + Amplifier solution @ 6.66Mbps 
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Table I: Envelope Detector performance comparison 

 [37] [38] [39] This work 

Technology 130nm 180nm 90nm 180nm 

Frequency 2.4GHz 2.4GHz 2.4GHz 2.4GHz 

Data rate 0.05Mbps 3.85Mbps 5Mbps 6.66Mbps 

Power 19uW 1.8mW 3uW 8.45uW 
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Chapter 6 A quenching waveform with an optimal 

crossing point calibration for sensitivity optimization 

of SR receivers 
 

6.1 Introduction 

Super-regenerative receiver (SR) is one of the most popular architecture that achieves low 

complexity, low power consumption, and high sensitivity for short-distance wireless 

communications [1]. The core elements which determine the SR receivers’ performance are the 

super-regenerative oscillator (SRO) and its quenching waveform. Recently, the concept of 

optimal quenching waveform (OQW) has been derived in [1-3] both in time and frequency 

domains. A typical SR receiver biased by an optimal quenching waveform to achieve optimal 

sensitivity is shown in Fig 6.1. 

Tuning
 SRO biasing current 

ISRO

CLK

Quench
Circuit

SRO output

LC-SRO

L

C

Optimal quenching 
waveform

 

Fig 6.1. Block diagram of a typical SRO-RX under optimal quenching. 

 

While OQW can improve the SR receiver performance, any deviation in the slope and step 

responses in the waveform can degrade the sensitivity. To date there are few works [1], [4] that 

have presented the implementation of the optimal quenching signal and the calibration of its 

shape under process, voltage, and temperature (PVT) variations. Also, existent quenching 

techniques rely on the use of digital-to-analog quench controller and phase locked loop 

frequency synthesis [4-5] which cause increase in power consumption and circuits’ complexity. 
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In this work, an OQW circuit based on a hybrid of conventional slope-controlled and step-

controlled quenching signal is proposed. Also a new technique using an optimal crossing point 

waveform calibration to adjust the slope and the step shapes of the OQW signal is proposed to 

optimize the sensitivity of the SR receiver. This paper is organized as follows: Section II 

introduces the OQW concept. Section III explains the proposed waveform calibration technique. 

Section IV details the proposed OQW circuit and its calibration implementation. Section V and 

VI present the simulation results and the conclusion respectively.  

6.2 Optimal Quenching Waveform Concept 

The OQW proposed by Fernandez-Rodriguez and Sanchez-Sinencio in [1] along with the 

conventional slope and step controlled quenching waveforms are depicted in Fig 6.2. This 

quenching signal places the SRO into 2 regions, namely sensitivity accumulation (SA) region 

and super-regenerative (SR) region to optimize the SRO sensitivity (Fig 6.2). The expression of 

the output voltage of a typical SRO (Fig 6.1) can be expressed according to [1] as:  
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SR SR
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Fig 6.2. Three different quenching waveforms for SRO-RX 
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Fig 6.3 Sensitivity comparison for optimal quenching waveform and slope and step quenching 

under different  Gi(t) shaping 

 

𝑉𝑜𝑢𝑡(𝑡) = 2𝑘0δ0𝜔0𝑒
−𝜔0 ∫δ(𝜏)𝑑𝜏. ∫ 𝐼𝑖𝑛

′(𝑡)𝑒𝜔0 ∫δ(𝜏)𝑑𝜏sin (𝜔0(𝑡
𝑡

0
− 𝜏)𝑑𝜏                                  (6.1)    

where 𝑘0,δ0, 𝜔0 represents the passive gain, quiescent damping factor, and center frequency of 

the SRO respectively.  𝐼𝑖𝑛
′(𝑡) is the first derivative of the current of the input signal.  δ(𝑡) is the 

dynamic damping factor for the entire system and is given by: 

 

                                                                  δ(𝑡) =
𝐺0−𝐺𝑚(𝑡)

2𝜔0𝐶
                                                       (6.2) 

where 𝐺0  represents the SRO static loss, −𝐺𝑚(𝑡)  is the transient value of the negative 

transconductance. C is the total capacitance from the LC-tank and 𝐺𝑖(𝑡) = 𝐺0  − 𝐺𝑚 (𝑡) 

represents the instantaneous transconductance due to the quenching controller.  The general 

sensitivity function can be derived as:  

 

                                             Sensitivity:   𝑆(𝑡)  = 𝑒𝜔0 ∫ δ(𝜏)𝑑𝜏
𝑡
0                                                   (6.3) 
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Fig 6.3 illustrates the sensitivity comparison between the OQW and the conventional quenching 

waveforms.  The OQW can most effectively control the SRO behavior with respect to the input 

during the SA region while the conventional quenching waveforms accumulate maximum 

sensitivity in the vicinity of  𝐺𝑖(𝑡) = 0 . The sensitivity function for the slope-controlled 

quenching can be derived as the following expression: 

 

                                            𝑆𝑠𝑙𝑜𝑝𝑒(𝑡) =  𝑒
𝜔0 ∫ δ(𝜏)𝑑𝜏

𝑡
0 ≈ 𝑒𝑥𝑝(

𝐺𝑖(𝑡)

4𝐶
𝑡)                                         (6.4) 

where  𝐺𝑖(𝑡) is assuming a constant negative slope throughout the quench period.   

 

Similarly, by applying (3), we can derive the sensitivity function for the step-controlled 

quenching and OQW of Fig 6.2 as the followings: 

                                        𝑆𝑠𝑡𝑒𝑝(𝑡) =  {
𝑒𝑥𝑝 (

𝐺0

2𝐶
𝑡)            0 < 𝑡 < 𝑡𝑟𝑒𝑓

𝑒𝑥𝑝 (
−𝐺1

2𝐶
𝑡)         𝑡𝑟𝑒𝑓 < 𝑡 < 𝑇

                                      (6.5) 

                                      𝑆𝑜𝑝𝑡𝑖𝑚𝑢𝑚(𝑡) =

{
 
 

 
 𝑒𝑥𝑝 (

𝐺0

2𝐶
𝑡)             0 < 𝑡 <  𝑡𝑎

𝑒𝑥𝑝 (
𝐺𝑖(𝑡)

4𝐶
𝑡)           𝑡𝑎 < 𝑡 <  𝑡𝑏  

 𝑒𝑥𝑝 (
−𝐺1

2𝐶
𝑡)           𝑡𝑏 < 𝑡 < 𝑇 

                             (6.6) 

where −𝐺1is the minimum value of  𝐺𝑖(𝑡). 

By comparing the sensitive functions in (4)-(6) we can see that the OQW achieve the maximum 

sensitivity accumulation in the SA interval compared to the slope and step quenching signals 

(Fig 6.3). However, to achieve this maximum sensitivity during the SA region, the optimal 

quenching waveform must cross a voltage 𝑉𝑟𝑒𝑓, defined as the critical biasing voltage for SRO 

before oscillation, at a specific time 𝑡𝑟𝑒𝑓 to maximize SRO sensitivity as shown in Fig 6.4(a). 

Meanwhile, any deviation in the crossing point (slope-variations) causes degradation of the 

sensitivity accumulation as shown in Fig 6.4(b). Based on the previous observations, this paper 

proposes a quenching circuit that generates an OQW and calibrates its shape with sensitivity 

optimization control loop and automatic −𝐺𝑚 controller to improve the SR receiver sensitivity. 
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Fig 6.4 OQW under PVT variations: (a) slope variations and (b) sensitivity variations under 

different Vref crossing points 

6.3 Proposed Waveform Calibration Technique  

Fig 6.5 (a) shows the block diagram of the proposed calibration technique for OQW while Fig. 

6.5 (b)-(d) represent different scenarios of slope and step waveform variations. This block 

diagram consists of two calibration mechanisms: 1) a sensitivity optimization control loop 

formed by a slope level comparator, a slope time comparator, and a successive approximation 

register (SAR), 2) an automatic −𝐺𝑚  controller consists of a step level comparator and an 

automatic −𝐺𝑚 tuning block. Sensitivity optimization loop enables the quenching waveform to 

cross an optimal crossing point located at ( 𝑡𝑟𝑒𝑓 ,  𝑉𝑟𝑒𝑓 ) to achieve the widest symmetrical 

sensitivity function as shown in Fig 6.4(b) which can maximize the sensitivity accumulation of 

the SRO. Fig 6.5 (c)-(d) show a leading and a lagging slope variations cases where the slope time 

comparator captures the deviation between the slope level comparator output and the reference 

clock 𝐶𝑙𝑘𝑟𝑒𝑓  and enables the SAR to tune the slope of the quenching waveform to map the 

current crossing point to the desired point (𝑡𝑟𝑒𝑓, 𝑉𝑟𝑒𝑓).  The reference clock 𝐶𝑙𝑘𝑟𝑒𝑓 is generated 

from a reference clock with a rising edge crosses the desired crossing point and a falling edge is 

synchronized with the falling edge of the optimal quenching waveform as it is shown in Fig 

6.5(a). The reference voltage 𝑉𝑟𝑒𝑓  reference is set to the critical biasing voltage that maximizes 

the SRO’s sensitivity accumulation in the SA region. The automatic −𝐺𝑚 controller reduces the 

step variations by dynamically tuning the −𝐺𝑚in the SRO to limit the maximum voltage of the 

quenching waveform from exceeding𝑉𝑟𝑒𝑓_ℎ𝑖𝑔ℎ , which is defined as the highest tolerable biasing 

voltage to guarantee no excessive oscillation in the SRO. Fig 6.5 (e) depicts how the quenching 

waveform can be compensated for step voltage variation within a suitable range. 
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Fig 6.5 Proposed OQW calibration: (a) Block diagram, (b) Optimal (c) leading (d) lagging 

crossing points, and (e) Step-variations 

6.4 Circuits Implementation 

The proposed OQW and its control clocks are shown in Fig. 6(a)-(b) respectively. It is composed 

mainly of two blocks a sensitivity optimization sawtooth generator for slope control, and an 

automatic −𝐺𝑚 step generator for step control. When 𝐶𝑙𝑘𝑉𝐶𝑂−𝑏 = 𝐶𝑙𝑘𝑉𝐶𝑂̅̅ ̅̅ ̅̅ ̅̅ ̅ = 1 the output of the 

OQW circuit is reset (𝐶𝑙𝑘𝑉𝐶𝑂 is the sampling clock of the SRO). When 𝐶𝑙𝑘𝑉𝐶𝑂−𝑏 = 0, the 

sawtooth generator, consists of a 4-bit capacitor bank controlled by 𝑆1 − 𝑆4, is dynamically tuned 

by the SAR register to adjust the slope of the OQW in SA region by controlling the current in the 

capacitor CB1 via the transistor M12. When 𝐶𝑙𝑘𝑠ℎ𝑜𝑟𝑡 = 0 the quenching circuit supplies 𝐼𝑆𝑅 to 

step up the OQW output voltage and provide the required negative 𝐺𝑚for the SR interval. The 

switches driven by  𝑄1 − 𝑄4are controlled by the automatic −𝐺𝑚control circuit to adjust the step 

response of the OQW output.  

The sensitivity optimization circuit is shown in Fig 6.7 (a) and its calibration timing diagram is 

shown in Fig 6.8. The slope level comparator compares the OQW output with the desired 

reference voltage 𝑉𝑟𝑒𝑓. This slope level comparator is combined also with a DFF to reset the 

signal 𝑆𝐿𝐶𝑑𝑓𝑓 with 𝐶𝑙𝑘𝑉𝐶𝑂 and hence to allow new slope detection information in every clock 
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cycle. The slope time comparator block compares the reference clock 𝐶𝑙𝑘𝑟𝑒𝑓  with 𝑆𝐿𝐶𝑑𝑓𝑓  to 

determine whether the slope level comparator output is synchronized or deviated from the 

desired time reference 𝑡𝑟𝑒𝑓 . The slope time comparator generates 𝐶𝑙𝑘𝑆𝐴𝑅 that drives the SAR 

register and consequently the 4-bit capacitor bank controlled by 𝑆1 − 𝑆4 (in Fig 6.6(a)) to achieve 

lock state as shown in Fig 6.8.  
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Fig 6.6 Proposed circuits design of OQW generation: (a) circuits implementation and (b) Timing 

diagram 
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Fig 6.7 Calibration circuits: (a) Sensitivity optimization circuit (b) Automatic −Gm controller  

 

The automatic−𝐺𝑚controller shown in Fig 6.7(b) senses the step biasing voltage by the step 

level comparator and dynamically tune the 4-bit shift register to adjust the control switches 𝑄1 −

𝑄4 in Fig 6.6(a) to reduce the step variations.  
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Fig 6.8 Proposed sensitivity optimization timing diagram 

6.5 Simulation Results 

The proposed OQW circuit and its calibration loops are implemented in 180nm CMOS 

technology and tested within an SR receiver of a center frequency 2.4GHz.  Fig 6.9 shows the 

sensitivity optimization process and how the calibration is completed when the  𝑆𝐿𝐶𝑑𝑓𝑓  is 

synchronized with the reference clock 𝐶𝑙𝑘𝑟𝑒𝑓. The timing diagram in Fig 6.10 illustrates the 

dynamic generation of the OQW by observing the slope change of the sawtooth signal with 

every calibration cycle. Fig 6.11 shows the simulated results of the proposed automatic −𝐺𝑚 
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controller to reduce step-variations. Fig 6.12 shows the output waveform of the SRO in response 

to a stream of input OOK signal. During the waveform calibration cycles the SRO output 

exhibits oscillation in the absence of the input signal which cause wrong digital decoding of the 

input OOK signal. After completion of the waveform calibration, the SRO responds correctly 

according to the presence of the input OOK signal. 

 

Fig 6.9 Sensitivity optimization for slope-variations calibration 

 

Fig 6.10 Optimal quenching signal generation process 
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Fig 6.11 Automatic -Gm controller for step-variations calibration 

 

Fig 6.12 SRO output voltage during waveform calibration cycles 

6.6 Conclusion  

This paper proposed a new optimal quenching waveform circuit and calibration for sensitivity 

optimization of super-regenerative receivers. Sensitivity optimization and automatic −𝐺𝑚 loops 

are used to adjust the slope and the step variations of the quenching waveform respectively and 

hence improve the performance of the super-regenerative receiver.   
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Chapter 7 A super-regenerative oscillator with 

sensitivity enhancement and PVT variations immunity 

7.1 Introduction  

This chapter presents a new super-regenerative oscillator (SRO) with concurrent quenching 

phases (CQP) technique to improve the SRO sensitivity and immunity to process, voltage and 

temperature (PVT) variations. The proposed SRO architecture is controlled by two separate 

biasing branches to extend the sensitivity accumulation (SA) region compared to conventional 

optimal quenching waveform (OQW) under the same quenching cycle. During super-

regeneration (SR) region, the SRO gain is further enhanced by a complementary −𝐺𝑚 to achieve 

faster oscillation. Designed at 2.4GHz center frequency, the proposed SRO achieves better 

sensitivity at data rate of 3.3Mbps with power consumption reduction by more than 40% 

compared with conventional SRO. The low complexity and low power consumption 

characteristics make super-regenerative receivers (SRR) suitable for short-range wireless 

communication.  The SRO and its quenching signal design determine the SRR’s sensitivity and 

power consumption. To optimize the sensitivity of the SRO, an optimal quenching waveform 

(OQW) was proposed by Fernandez-Rodriguez and Sanchez-Sinencio in [1] as shown in Fig 7.1. 

This quenching signal places the SRO into 2 regions, namely sensitivity accumulation (SA) 

region and super-regenerative (SR) region to optimize the SRO sensitivity (Fig 7.2).  According 

to [1], the expression of the SRO voltage output can be written as: 

𝑉𝑜𝑢𝑡(𝑡) = 2𝑘0δ0𝜔0𝑒
−𝜔0 ∫δ(𝜏)𝑑𝜏 . ∫ 𝐼𝑖𝑛

′(𝑡)𝑒𝜔0 ∫δ(𝜏)𝑑𝜏sin (𝜔0(𝑡
𝑡

0
− 𝜏)𝑑𝑡                    (7.1) 
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Fig 7.1 Conventional SRO architecture with OQW 
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Fig 7.2 Conventional SRO architecture: OQW, Gi(t), Sensitivity and output voltage 

where 𝑘0,δ0, 𝜔0 represents the passive gain, quiescent damping factor, and center frequency of 

the SRO respectively. δ(𝑡) is the dynamic damping factor of the entire system and  𝐼𝑖𝑛
′(𝑡) is the 

first derivative of the input current. The dynamic damping factor is given: 

                                                          δ(𝑡) =
𝐺0−𝐺𝑚(𝑡)

2𝜔0𝐶
                                                              (7.2) 

 

where 𝐺0  represents the SRO static loss, −𝐺𝑚(𝑡) is the instantaneous value of the negative 

transconductance. C is the total capacitance of the LC-tank and 𝐺𝑖(𝑡) = 𝐺0  − 𝐺𝑚 (𝑡) represents 

the instantaneous transconductance due to the quenching controller. The sensitivity function 

extracted from (1) is: 

                                Sensitivity:         s(t)  = 𝑒𝜔0 ∫ δ(𝜏)𝑑𝜏
𝑡𝑎
0                                                       (7.3) 

As it is shown in the timing diagram of the OQW based SRO in Fig 7.2, the sensitivity reaches 

the maximum value when the SRO biasing current is equal to a critical current 𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 (or the 

instantaneous transconductance 𝐺𝑖(𝑡) = 0).  However, once the oscillation starts to build up in 

the SR region, the SRO will not respond to the input signal because the sensitivity rapidly decays 

afterwards in the SR region (refer to Fig 7.2).  Since the maximum sensitivity of the SRO is 

achieved only when the OQW crosses 𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 in the middle of SA region, any change in the 

OQW’s slope due to PVT variations in the SA region will cause sensitivity degradation.  Based 

on the previous observations, the proposed SRO architecture implements a concurrent quenching 
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phases (CQP) technique to extend the SA region over the entire quenching period. That will 

allow maximum sensitivity accumulation and alleviate the requirement on the slope shape of the 

OQW under PVT variations. 

 

7.2 Proposed CQP SRO architecture  

The proposed architecture and its timing diagram are shown in Fig 7.3 and Fig 7.4 respectively.  

In contrast to conventional SRO architectures, the SA and SR regions in the proposed one are 

separately controlled by M5-6 which perform the CQP operation. M5 is controlled by V1 and is 

on for the entire quenching period.  M6 is controlled by V2 and is on only during the SR region. 

When M5 is on, the SRO is always operating in the vicinity of 𝐼𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙  and accumulates 

sensitivity during the entire quenching phase. When M6 is on, the SRO performs super-

regeneration and sensitivity accumulation simultaneously, while the conventional SRO 

architecture loses sensitivity accumulation during SR region. By doing so, when the transistors 

M5-6 are both on, the SRO is in SR region and concurrently regenerates an output based on the 

input signal for the entire quenching cycle. 
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Fig 7.3 Proposed SRO architecture with CQP 
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 Fig 7.4 Proposed CQP Timing diagram for sensitivity enhancement 

 

During the SR region M1-2 and M7-8 act as a complementary −𝐺𝑚 to further enhance the SRO 

speed and amplitude and therefore reduce its power consumption.  

7.3 Simulation Results 

The proposed CQP SRO is implemented in 180nm CMOS technology and tested within a SRR 

of a center frequency 2.4GHz at 3.3Mbps data rate. Fig 7.5 shows the operating principle of the 

proposed SRO with CQP technique. The simulation shows that CQP extends the SA region 

during the control voltage V1, while V2 is only used to generate fast start-up oscillation. Fig 7.6 

shows the conventional OQW SRO under the same quenching voltage step. The conventional 

SRO fails to oscillate under same power consumption due to the shortened SA region. In contrast, 

the proposed CQP SRO architecture in Fig 7.5 allows the SRO to respond to the input during 

entire quenching cycle and therefore to naturally offers better sensitivity under the same power 

consumption. Fig 7.7 shows how the conventional OQW suffers under PVT variations which 

dramatically reduce the sensitivity of the SRO. That is indicated from the oscillation at the SRO 

output with the absence of input signal. Fig 7.8 shows how the proposed architecture has a 

reduced dependency on the exact slope of the OQW under PVT variations. As it is shown in the 

simulation results, PVT variations does not degrade the sensitivity accumulation of the SRO 

because the SA region has been extended over the entire quenching cycle which results in 

immunity to PVT variations. A summary of the comparison results with other state-of-art SRO is 

included in Table 1. 
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Fig 7.5 Proposed concurrent quenching phases technique for sensitivity enhancement 

 

Fig 7.6 Conventional Optimal quenching waveform operating on the same SRO under the same 

power consumption 

 

Fig 7.7 Conventional Optimal quenching waveform under PVT variations which degrades the 

SRO sensitivity 
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Fig 7.8 Proposed SRO architecture with high immunity to PVT variations 

Table I: State-of-Art SRO performance comparison 

 **[2] **[3] **[4] *This work 

Technology 65nm 40nm 180nm 180nm 

Frequency 2.4GHz 900MHz 3.5GHz 2.4GHz 

Data rate 1Mbps 4Mbps 10Mbps 3.3Mbps 

SRO Power 78 𝜇W 120 𝜇W 4.8mW 100 𝜇W 

*Simulation results **Measured results 

7.4 Conclusion  

This chapter proposed a new SRO architecture with CQP quenching technique. Sensitivity 

accumulation region has been enlarged through the entire quenching cycle which improves the 

SRO sensitivity and reduces the power consumption by more than 40% compared with OQW 

SRO architecture implemented using the same CMOS technology. In addition, immunity to PVT 

variations has also been improved due to the SA region extension. 
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Chapter 8 Discussion  

 

In this thesis, different SR receiver architectures under low frequency and high frequency design 

environment are introduced and compared.  

Proposed concurrent quenching phase (CQP) technique is targeted for sensitivity enhancement 

under the same data rate as optimum quenching techniques (OQW) to improve the SRR system 

performance and to alleviate the SRO PVT variations. Optimum quenching controller 

implemented to generate OQW and that to achieve the maximum sensitivity to allow the SRR 

operates in high data rate and improve circuits robustness and hence improve the BER. Gm-

boosted SROs bring benefit of improving receiver sensitivity and reduction of power 

consumption. since the SRO is a special kind of circuits which switches its transconductance 

periodically from positive to negative, its oscillation is extremely sensitive to the PVT variations 

which proves the necessity of Gm-boosting in the design of SRO and calibration loops in the 

SRR design.  

A high speed and high conversion gain ED is proposed in the both designs to enhance the 

envelope detection and achieves much better performance and reduction of power consumption 

than conventional ED design. AGC and FLL has been proposed to achieve robust circuits design 

and allow SRO reliably to detect any incoming data streams.  

As mentioned before, it is worth to study more the effect of PVT variations on SR receivers and 

to fabricate some components and perform experimental testing to the chip. Moreover, 2.4GHz 

SRO design for wireless body area networks (WBANs), it also requires a more robust and faster 

FLL or PLL to allow the receiver switch from channel to channel.  

 Future Work 

The future work will be fabricating the chip for both underwater and WBANs applications to test 

their performance.  
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