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Abstract

Distributed Denial of Service (DDoS) is a set of frequent cyber attacks used against

public servers. Because DDoS attacks can be launched remotely and reflected by legit-

imated users on networks, it is hard for victims to detect and prevent them. The ob-

jective of this thesis is to explore the detection of DDoS attacks, especially those that

have arisen in recent years, by a combination of dense neural networks, autoencoders

and Pearson Correlation Coefficient. Three different classification models are de-

signed, trained and tested. In order to gain information about the most recent DDoS

attack types, the CICDDoS2019 dataset is selected as the training and testing set.

This dataset contains Microsoft SQL Server(MSSQL), Simple Service Discovery Pro-

tocol(SSDP), Network Time Protocol(NTP), Trivial File Transfer Protocol(TFTP),

Domain Name System(DNS), Lightweight Directory Access Protocol(LDAP), Net-

work Basic Input/Output System(NetBIOS), Simple Network Management Proto-

col(SNMP), SYN flood, User Datagram Protocol(UDP) flood and UDP-Lag. To

imitate the real network environment, the data used in this thesis is raw PCAP files.

CIC-FlowMeter, a packet analysis tool, will be used to convert the raw packets into

features. Three different deep-learning models are proposed to be used in DDoS

detection. The models consist of DNN, Auto Encoder and Pearson Correlation Coef-

ficient, in which the autoencoder works as a feature compressor. The performance of

each model on different types of attacks is compared. The thesis also set up a bench-

mark using traditional machine learning models. The proposed models outperform

the traditional machine learning classification models. Furthermore, the F1-score of

the proposed models is higher than other approaches.
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Chapter 1

Introduction

Distributed Denial of Service (DDoS) attacks are a class of frequent cyber attacks

used against public servers. There are many different types of DDoS attacks that

have been widely used in the past decades. Researchers from all over the world

have explored many potential ways to detect, prevent and mitigate DDoS attacks.

The techniques used to detect DDoS attacks can be mainly divided into two types:

rule-based approaches and case-based approaches.

One of the well-known applications that use the rule-based approach is Snort,

a packet filter tool developed by Roesh[1]. This tool can filter packets by analyzing

many characteristics of each packet that flows on a server or host. For example, it can

filter by source IP, destination IP, port number, protocols, packet size and content.

Many researchers have enhanced this tool or integrated this tool into their design.

Because Snort filters the packets using rules, the false alarm rate is low. In comparison

with machine learning strategies, rule-based approaches do not need training, which

makes them faster.

Machine learning approaches can be mainly classified into two areas: traditional

machine learning and deep learning. Traditional machine learning techniques contain

Decision Tree, Random Forest, Logistic Regression, Support Vector Machine and

Naive Bayes. These traditional techniques do not have neural networks in the model.

In deep learning, training is done by neural network models. There are many types

of neural networks used in DDoS detection, such as convolutional neural network,

recurrent neural network, dense neural network, autoencoder and hybrid neural net-

work. In recent years, many researchers explored ways to utilize neural networks to

detect DDoS attacks. The significant advantage of machine learning approaches is

that they can give a higher detection rate than rule-based approaches, especially for

unknown attack types[2].

Many researchers have found that rule-based approaches are fast and machine
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learning approaches can provide higher detection rate[3]–[5]. A couple of hybrid

Network Intrusion Detection frameworks have been proposed. The most common

approach is using signature-based tools such as Snort to filter the known attacks and

feeding the filtered packets into machine learning models to do further detection. By

doing this, the framework can easily filter the known attacks using Snort and leave

the remaining traffic to machine learning models. Machine learning models focus

on detecting the unfiltered attacks in the remaining traffic. In this type of hybrid

framework, the signature-based part can relieve the load of machine learning part

and detection time can be saved. However, the remaining traffic is determined by

machine learning models later to ensure a high detection rate.

The Snort team provides a package that contains Snort software and rules, and the

users can install Snort and download the rules from the Snort website[6]. After proper

configuration, Snort can filter the live traffic or offline PCAP files. For researchers

who have an intrusion dataset in PCAP format, the best practice is to use offline

mode.

Machine learning models are the main focus of this thesis. The big challenge of

using machine learning models is how to get a higher detection rate and keep the false

alarm rate low. Traditional machine learning techniques such as Decision Tree and

Random Forest can reach a moderate Detection Rate around 70%, which is shown in

Section 3.3. In this thesis, a novel way of combing Dense Neural Networks, autoen-

coders and Pearson Correlation Coefficient is designed, trained and tested. Pearson

Correlation Coefficient can calculate to what extent two features are correlated, and

in experimentation, one of the features are dropped to avoid redundant training. Au-

toencoders work as feature compressor, the uncorrelated features are compressed into

a lower dimension, and the major features are kept at the same time. Ideally, the

hybrid model can save detection time and improve F1-scores.

Before training the machine learning models, an important step is extracting fea-

tures from the raw PCAP file into readable CSV files. There are many popular

DDoS datasets used by researchers, such as CAIDA UCSD[7] and CICDDoS2019[8].

However, Canadian Institute for Cybersecurity, which published CICDDoS2019, pro-

vides an analytical tool for researchers to extract features. The tool is called CIC-

FlowMeter[9]. It can extract 84 features from raw PCAP files. In this thesis, the
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CIC-FlowMeter is used to generate CSV files. The CICDDoS2019 dataset is used as

training and testing data as well.

CICDDoS2019 is a DDoS attack dataset. It is extracted from CICIDS2018[10].

The dataset has two versions. The first version is CSV files, which contain 12 different

DDoS attacks such as SNMP, TFTP and SYN. There are 84 features provided in the

CSV files. Another version is raw PCAP files. The PCAP files are captured by

Sharafaldin[8] and his colleagues in a two-day attack session. They launch different

attacks at different time ranges. The CSV files already have labels, while the PCAP

files need to be manually labelled. They also provide the attack schedule on their

website[11]. The timestamp from the PCAP files can be used to determine the attack

types.

In this thesis, some traditional learning methods are trained and tested as bench-

marks. The hyper-parameters and training process are remained default by sklearn.

Traditional learning models are trained on a sampled dataset extracted from CICD-

DoS2019 CSV files. Then, the PCAP files from CICDDoS2019 are converted to CSV

files using CIC-FlowMeter. After that, three different deep learning approaches are

introduced and tested. The first is a Dense Neural Network. The second is a hy-

brid neural network, consisting of an autoencoder and a DNN. In the model, the

autoencoder works as a feature compressor. In the third model, there is also an

autoencoder and a DNN. However, the difference between the third model and the

second model is that before feeding the data into the model, the data features are

selected by Pearson Correlation Coefficient[12]. These three models are trained and

tested on CICDDoS2019 dataset, and the results are compared with the results of

Sharafaldin et al.[8] and the benchmarks.

This chapter is followed by another four chapters: In chapter 2, different tech-

niques used to detect DDoS attacks and other intrusions are introduced. The tech-

niques include signature-based detection and machine learning approaches. In chapter

3, all the approaches used in this paper are introduced, including tools, algorithms,

datasets, models and metrics. In chapter 4, all results generated using the method-

ologies from chapter 3 and analysis of the results are discussed in detail. In chapter

5, the conclusions derived from the whole procedure are discussed, and the potential

future work is also discussed. At the end of this thesis, references are given.



Chapter 2

Background

As is always a hot topic in the area of network security, DDoS attack and intru-

sion detection techniques for such attacks are explored by some researchers[13]. The

threat of network attacks has risen sharply in the past few decades[13]. DDoS attacks

are a significant challenge that most big companies face. For Internet users, DDoS

attacks aim to ultimately bring down the accessibility of different Internet-based ser-

vices to legitimate users[14]. For companies, a DDoS attack uses many computers

to launch a significant volume of requests to attack one or more victims[15], and the

nature of distribution makes it more difficult to detect them[16]. However, many

researchers proposed different approaches to detect, respond and mitigate DDoS at-

tacks. The techniques used to detect the DDoS attacks can be divided into three

types:(1) Signature-based or rule-based techniques to examine the headers or content

of network packets.[17], [18]. (2) Case-based techniques such as machine learning

or statistical models to classify the traffic by examining the headers or behaviour of

the packets[19]. (3) Integration of multiple classifiers or techniques to build a hybrid

classification model[20].

In this chapter, the three types of detection approaches will be introduced. More-

over, the prior work that has been done by other researchers will be discussed.

2.1 Signature-based Techniques

Signature-based methods supporting real-time intrusion detection have been estab-

lished as an effective way to identify attacks. Rule-based processes and tools being fed

data from a signature database can quickly identify a variety of attempts to gather in-

formation about open ports and available services to create buffer overflows to execute

CGI attacks[1], [3]. These tools principally rely upon protocol analysis to accomplish

network intrusion detection tasks but are capable of doing a more detailed analysis

of raw packets to identify attacks of interest in the present such as DoS, brute force,

4



5

and browser-based attacks.

The designers of network intrusion detection systems face the unique challenge of

having to balance the need to efficiently detect intrusions in real-time against the need

to be flexible in responding to attacks with unknown or novel characteristics. Fre-

quently, they employ methods that leverage efficient, signature-based approaches to

the detection of misuse and conventional attacks, leaving the identification of network

traffic patterns not easily categorized by these tools to classification algorithms[21]–

[24].

2.1.1 Prior Works

Ficco et al.[25] approach uses a set of components hierarchically organized to accu-

mulate streams of information at different levels (hypervisor, infrastructure, platform

and application). The consolidated data is correlated and used to distinguish whether

monitored activities are due to malicious behaviours. This strategy assists in identi-

fying compromised virtual components and distributed attacks.

Considering numerous vulnerabilities in networks, Chiba et al.[23] have catego-

rized them into two types of threads; Insider attacks and outsider attacks. An inte-

grated and cooperative NIDS framework is deployed at the frontend on the controller

and back end on every processing server to identify both classifications of intrusions.

All the NIDS placed on the servers work cooperatively to update their signature

database by receiving alerts stored in the central log. This makes it possible for cor-

relation in the central registry and hence, detection of unknown attack is possible.

The cognitive module in this design uses Snort to classify an attack by detecting

intrusions based on the misuse detection database. Snort tries to determine the na-

ture of the attack and transmits the information to the Alert System, and the packet

will be refused. This technique allows the researchers to easily update the misuse

database without any alteration of the existing rules.

A protocol-based network intrusion detection system is designed by Patil et al.[4]

to detect DoS/DDoS attacks in networks. In this system, Incoming packets are dis-

tributed according to the protocol and queued for additional processing. Relevant

features will be extracted, and protocol-specific classifiers are applied on each packet

to generate alerts and thus update the attack signature database. This approach
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focuses on detecting DoS/DDoS attack types. The main features that the classifiers

focus on are the types of protocols.

Singh et al.[5] have designed a framework using Snort as a rule-based attack

detection system and have installed NIDS in the virtual bridge to monitor network

traffic and to form low-level intrusion alerts. The correlation section in this design

converts these low-level intrusion alerts to high-level intrusions.

Patil et al.[4] have proposed a framework to detect intrusion using Snort, a

signature-based tool. The overall architecture adapts a module called correlation

unit. The correlation unit is a component that can be deployed over all networks so

that all hosts can share the signatures in real-time. Snort itself has a detection engine

that can match the packet with rules for any correlation. The Snort signature will be

generated only when the major alert factor reaches a pre-set threshold.

Kumar et al.[26] described a signature-based IDS using Snort. In this paper, the

rules used in the detection engine is generated by known intrusion signature system.

A rule is divided into rule headers and rule options. Cisco has more than 2500 rule

bases in its database. Moreover, users can also change the rules based on their needs.

Altwaijry et al.[27] has proposed an automatic tool, WHASG, to generate Snort

signatures using a honeypot. In this design, there is a component called rules module.

It receives all the information required from the main module. Then it will generate

the signature. In this paper, Altwaijry et al. designed a data structure called signature

container array. An attack packet will be fed into the module, and a Snort signature

will be generated automatically.

There are also some online tools that can help to generate Snort signatures, such

as Snorpy. Snorpy is useful when researchers want to create one rule or two. However,

it is infeasible to use it to generate signatures in an automatic system.

2.1.2 Snort and its Rules

Snort is a lightweight signature-based network intrusion detection system created by

Martin Roesch[1]. It can rapidly filter the TCP/IP traffic based on headers and

options.

The Snort rules typically have 24 option fields[28].
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• content

• content

list

• flags

• ttl

• itype

• icode

• fragbits

• id

• ack

• seq

• logto

• dsize

• offset

• depth

• nocase

• msg

• tos

• ipoption

• icmp id

• icmp seq

• session

• rpc

• resp

• react

Here is an example of Snort rules:

alert tcp any any − > 192.168.1.0/24 111 (content : ”|00 01 86 a5|”;msg : ”mountd access”; )

This rule alerts all traffic that has all the following characteristics:

1. it is a TCP traffic

2. could be from any IP and any port

3. the direction is ”in”

4. it has the same content as 00 01 86 a5

If Snort captures traffic like this, it will print the message ”mountd access” to the

log file or console.

The default DDoS rules can be found in Caswell et al.’s book[29]. Before training

the neural networks, these rules will be added into Snort. The rules will be used as

default, but the users can also apply the rules defined by themselves.

Here is an example of DDoS detection rules:

alert udp $EXTERNAL NET any− > $HOME NET 10498

(msg : ”...”; content : ”pong”; classtype : attempted− dos; sid : 246; rev : 2; )

There are 32 more default rules for DDoS detection[28] by default.



8

2.2 Traditional Machine Learning Techniques

2.2.1 Naive Bayes Classifier

Naive Bayes classifier is a simple probabilistic classifier[30]. In supervised learning,

Naive Bayes classifier can be trained rapidly without an enormous amount of com-

putational resources. Modi et al.[31] proposed a NIDS that integrates Naive Bayes

classifier and Snort. In this framework, Snort signature-based detection filters the

captured packets. The captured packets will be divided into two sets: intrusion pack-

ets and non-intrusion packets. The intrusion packets will be logged and denied by

the system. Meanwhile, the non-intrusion packets will be preprocessed and fed into

the anomaly detection module. The anomaly detection module employs the Naive

Bayes classifier to further classify the non-intrusion packets into normal and intrusion

packets. Once the packets are classified as intrusions, they will be logged and denied.

Only when the packets are labelled as normal can they be allowed to go to the system.

The F-1 score tested on the KDD’99 dataset varies from 91.25% to 98.01%. Qin et

al.[32] designed a similar framework as Modi et al [1] did. Qin’s performance test on

the DARPA’99 dataset got a detection rate of 97%, a prediction rate of 97% and a

false alarm rate of 0.1%.

2.2.2 Support Vector Machine

Jing et al.[33] have proposed Support Vector Machine(SVM) with a new scaling

method in 2019. The necessary steps are: (1) divide the dataset into the train-

ing set and testing set; (2) Preprocessing the data (both training set and testing

set) with scaling method; (3) Train the SVM model with the training set; (4) Test

the model with the testing set; (5) Record the classification result. The paper uses

UNSW-NB15 dataset. The dataset has nine distinct attack labels and one normal

label. There are two successive parts in the experimentation. One is to train and

test the model on binary labels while the other on multi labels. The detection rate

of anomaly data is 97%, and the false-positive rate is 27.5%. The detection rate of

normal data is 72.5%, and the false-positive rate is 3%. In the multi-class test, the

accuracies of ten classes vary from 86.7% to 99.9%, the detection rate ranges from

0% to 95.8%, and the false-positive rate ranges from 0% to 11.85%.
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2.2.3 Decision Tree

Hong et al.[34] propose a lightweight NIDS that uses Decision Tree. In this proposal,

they use Chi-Square and Enhanced C4.5 in the detection model. The authors down-

sample the KDD’99 dataset to 10% of the original size. The Chi-Square module

is used to select proper features. A subset of the data with less normal and more

attack traffic will be fed into the Chi-Square selector. The selector can automatically

determine a proper χ2 threshold, which can keep the original data fidelity. The C4.5

module will use the features selected by the Chi-Square module to train a multi-class

decision tree. The C4.5 model uses information gain as the criteria to determine

the split points. Then the authors build a balanced subset and use it to train the

Enhanced C4.5 model.

The model is evaluated using the rest of the KDD’99 dataset. The experiment re-

sult shows that the True Positive Rate varies from 50.01% (U2R) to 99.99% (Normal).

Moreover, the False Alarm Rate varies from 1.48% (DOS) to 28.32%(U2R).

2.2.4 Random Forest

Zhang et al.[35] propose a hybrid detection system using random forest. In their pro-

posal, they employ both misuse detection and anomaly detection. Misuse detection

refers that the system alerts when it captures attack traffic. Otherwise, the system

will label the traffic as benign traffic and let it in. In this case, uncertain traffic will

not be handled. Using only this method will decrease the Detection Rate. Anomaly

detection means the opposite way. It will only let the benign traffic in and alert all

other traffic. Using only this technique will increase the False Alarm Rate.

Zhang et al. use Random Forest in both misuse and anomaly detection module.

During the training of the misuse module, they over-sample the majority and down-

sample the minority to avoid data imbalance problems. The training data are well

labelled. In the anomaly detection module, they also employ the Random Forest

technique. In this procedure, they use unsupervised learning to train the model.

They train the model using only benign traffic such as HTTP, FTP and telnet. The

Random Forest then will detect the outliers or unusual behaviours. The model mainly

detects two types of outliers. One is traffic that significantly deviates from other

services of the same type. The other one is traffic that behaves like another type of
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service. For example, if telnet traffic is clustered into HTTP service, the traffic will

be determined as an attack.

Combining the two detection modules, the authors achieved 94,7% of the overall

detection rate and 2% of the overall false alarm rate.

Anomaly detection component by Patil et al.[21] identifies and classifies an attack

by analyzing the applied network traffic using the Random Forest classifier algo-

rithm. They have performed comparative analysis using several algorithms to detect

anomalous behaviour and classify it as an attack. The researchers have worked on

two different datasets, i.e., the UNSW-NB15 dataset and the CICIDS-2017 dataset

comparing them with false-positive rates and detection accuracy as a measurement.

The results indicate that the Random Forest classifier delivers exceptionally higher

accuracy and has the least false-positive rate. Random Forest classifier algorithm

also helps and performs better in achieving real-time validation, detecting a variety

of attacks, fast detection, high handling of network traffic.

Where Patil et al.[21] used a pre-trained Random Forest classifier to accomplish

anomaly detection (making the first attempt to identify malicious activity in un-

known network traffic patterns), some researchers have proposed adopting an ensem-

ble approach using feature selection, similar to that outlined by Zhou et al.[36]. A

hybrid/ensemble technique proposed by Moustafa et al.[2] could yield better results

when developing machine learning models for detecting new attacks. The performance

of traditional classifiers are assessed in Chapter4 when trained on modern datasets

such as CSE-CIC-IDS2018[10], and found that Random Forest-based classifiers (par-

ticularly those using boosting, or better still optimized gradient boosting), appeared

to out-perform naive approaches or classification via simple Decision Tree. These

results, coupled with the arguments and experimental validation provided by Zhou et

al.[36], have informed the researchers to use a pre-trained classifier, built using their

preferred approach of combining feature selection with an ensemble classifier based

on a combination of C4.5 and Random Forest, for anomaly detection. One possible

drawback of this strategy is that Random Forest-based approaches can fail to account

for environmental factors, and so some method of correcting possible false positives

that accounts for this is highly desirable.
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Patil et al.[4] proposed a Protocol specific Multi-threaded Network Intrusion De-

tection System (PM-NIDS). It aims at detecting DoS and DDoS attacks in the cloud

system. It works by employing different classifiers, i.e. random forest algorithm, deci-

sion tree algorithm and OneR classifier, based on the protocol of the incoming packet.

Experiments and results prove that the proposed design delivers high accuracy and

low false positives, however detecting a variety of attacks and real-time validation is

not fulfilled.

2.3 Deep Learning Techniques

2.3.1 Dense Neural Network

Al-Maksousy et al.[37] proposed a simple system that integrates Dense Neural Net-

work (DNN). The brief steps of the system are: (1) Use a data sniffer (e.g. WireShark)

to record the data flowing over the client network. The data sniffer will generate

PCAP files that contain all the information of packets. (2) The PCAP files will be

forwarded to tcptrace, a utility that can extract over 90 meaningful high-dimensional

data. The results will be saved in CSV files. (3) The CSV data will be fed into the

first DNN, which is a binary classifier. This DNN will only determine the packets are

normal or suspicious. If the packets are labelled as suspicious, they will be directed

to the alarm module as well as the second DNN (4) The second DNN is a multi-class

classifier. This DNN is trained on malware datasets. The purpose of the second DNN

is to label the packets with known malware types. The author tested the system on

the KDD’99 dataset. The testing accuracy of suspicious data is 99.7%. However, the

testing accuracy of benign data is 99.9%.

2.3.2 Convolutional Neural Network

Convolutional Neural Network is a type of neural network designed for tasks related

to images. It has a special layer called convolutional layer. Convolution layer can

extract local features from images and pass them to the next layer. Normally, CNN

is used in some tasks that need to process images. However, some researchers found

CNN performs well in Network Intrusion Detection [38]–[42].

Vinayakumar et al.[38] use a six-layer model. The first three layers are CNN,
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and the last three layers are CNN with Recurrent Neural Network, Long-Short-Time-

Memory and Gated Recurrent Unit. The multi-class test accuracy on KDD’99 min-

imal features varies from 92.3% to 98.7%. Li et al.[39] proposed another algorithm

using CNN to detect intrusions. Their work employs multi-scale CNN, Inception mod-

els as well as batch normalization. The Detection Rate on KDD’99 reaches 93.22%,

and the False Alarm Rate reaches 2.18%. Khan et al.[40] proposed a simple CNN

model that consists of an input layer, two convolutional layers, two max-pooling layers

and a fully connected output layer. The overall accuracy tested on KDD’99 reaches

99.23% after training for 800 epochs. Xiao et al.[41] apply feature reduction before

feeding the data into CNN. They compared feature reduction performance using Prin-

ciple Component Analysis and Auto Encoder. After that, the authors implemented

a CNN with Batch Normalization and dropout layers. The results show that Auto

Encoder got a higher Detection Rate and lower False Alarm Rate when testing on

the KDD’99 dataset. The overall multi-class accuracy reaches 94.0%. Yang et al.[42]

designed an Improved Convolutional Neural Network. The experiment results on

KDD’99 show that AUC reaches 0.9392.

2.3.3 Recurrent Neural Network

RNN is s type of neural network that has a special memory mechanism such as gates

or Gated Recurrent Unit(GRU). The gates or GRUs can remember the features that

were earlier fed into the RNN for a period of time. After a certain time, the gates

or GRUs will forget the earlier features. This mechanism is commonly used when

time-series needs to be established. A typical use case of RNN is Natural Language

Processing, in which time-series plays an important role. In the area of intrusion

detection, some researchers built well-performed models using RNN[43]–[47].

Yin et al.[43] use RNN with forward propagation and weights updates (backprop-

agation). The authors applied grid search to the parameters. The best test accuracy

on KDD’99 is 81.29%. Qureshi et al.[44] rebalanced the KDD’99 dataset before train-

ing and testing. The proportion of abnormal data in the training set is rebalanced to

46.5%. The authors have referred to Bajaj et al.[48]’s work about feature reduction

and dropped some features in the preprocessing. The highest accuracy they got on

the KDD’99 test set is 94.50%. Althubiti et al.[45] use Long-Short-Term-Memory
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RNN and ADAM optimizer. LSTM is a special type of RNN which is explicitly

designed for tasks that need short-term memory. After reducing the features to five-

dimension, the test accuracy on CSIC 2010 HTTP dataset reaches 99.57%. Meng

et al.[46] took a further step and integrate kernel PCA and LSTM. Kernel PCA is

a type of dimension reduction technique. The main difference between PCA and

Kernel PCA is that Kernel PCA generalize PCA from linear to nonlinear dimension

reduction. The overall Detection Rate tested on KDD’99 is 99.46%, while the False

Alarm Rate is 4.86%. Le et al.[47] compared several gradient descent optimizers with

LSTM. Gradient Descent is a classic optimizer used in deep learning. However, there

are many variations of Gradient Descent optimizers. The authors also compared

Adagrad, Adadelta, RMSprop, Adam, Adamax and Nadam. The Nadam optimizer

outperforms other optimizers. The Detection Rate tested on KDD’99 reaches 98.95%,

and the False Alarm Rate gets 9.98%.

2.3.4 AutoEncoder

Rezvy et al [49] chose AutoEncoder as the pre-train model to re-configure features and

then use DNN to classify the traffic. AutoEncoder works as a feature re-constructor

in this system. The system works as below: (1) Pre-process the dataset. The author

used down-sampling and over-sampling techniques to avoid the imbalance of data.

The dataset is divided into 80% for training and validation and 20% for testing.

(2) Pre-Train the AutoEncoder with the training set. The categorical columns are

encoded with one-hot. Before feeding the data into the model, the data is normalized

using a min-max scaler. The AutoEncoder compressed the feature dimension from

122 to 61, and re-construct it back to 122. (3) The re-constructed 122 features are fed

into a three-layer DNN. The DNN is a five-class classifier. It labels the packets with

the types of attacks. The author tested the model with the NSL-KDD’99 five-class

dataset. The accuracy of the five classes varies from 89.2% to 99.9%. The overall

accuracy of the attacks is 99.3%.
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2.4 Hybrid Techniques

2.4.1 Rule Based Techniques

Signature-based approaches and rule-based processes (e.g. Snort[1], [3]) are employed

to generate alerts at a local level to improve efficiency, handing anomaly detection and

the classification of unknown traffic patterns to a pre-trained machine learning model.

Processes benefiting from centralization or requiring more computational resources

are further passed to a cluster where simple correlations and more involved machine

learning tasks can be accomplished to efficiently reduce the likelihood of errors in

detection, limiting false positives. Detections coming from the central correlation

unit, or generated by either of the classifiers, result in updates to a signature database

feeding back into the rule-based tools and improving future outcomes.

Where past researchers have described complex algorithms for estimating system

load and scheduling tasks, with the aim of supporting truly distributed systems[22],

a more streamlined approach is proposed in this paper. Local, low-power devices

associated with routing, logging and other SIEM functions can reliably handle tasks

associated with packet capture (excluding IDS-related traffic), filtering/reducing raw

data (capturing required header fields), feature extraction; and basic anomaly de-

tection. More computationally costly, resource-intensive tasks cannot be efficiently

managed locally. In Chiba et al.’s[23] approach, a local device will act as a controller,

sending network flows and other data to a better-provisioned cluster when measures

of certainty are low (and additional verifications are needed to reduce errors related

to false positives) or computationally costly tasks are anticipated (e.g. when data

with unfamiliar characteristics are to be processed and classified). The algorithms

driving control and switching can be tuned based upon feedback data generated by

the cluster, and a DB supporting rule- and signature-based detection managed by the

same.

The processes of their proposed IDS can be grouped conceptually into three related

modules:

Cognitive Module: Classic rule-based and signature-based detection strategies

are a part of what might be thought of as the Cognitive Module.
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Classification Module: The module for classification of potentially anomalous

behaviour that relies on simple ML classifiers at the local level, and more complex

ML and DL processes on the cluster.

Adaptive Module: The relationship between the local device/controller and the

cluster results in a flexible, adaptive solution. The cluster supports correlation and

error correction (reducing false-positive alerts originating with the Cognitive and Clas-

sification modules when measures of certainty are inadequate) and populates/updates

a DB to improve future responses. Switching and scheduling of tasks can result in

more efficient use of resources and more efficient classification of unknown/unusual

behaviours or patterns.

In this design, network traffic will be captured and analyzed using Tcpdump, a

command-line utility tool. It is a resourceful and robust tool that incorporates many

options and filters. This tool enables us to capture any network traffic through all

active interfaces and can even store it into a file with a ”.pcap” extension. Snort,

an Intrusion detection system, is used to detect any known attack signatures and

anomalies present in the captured traffic. All the captured raw data is sent to Snort

without any removal of payload data, which makes it likely for Snort even to look

at the payload and examine any indications of malicious content. Snort makes it

possible to detect known attacks and signatures as an efficient rule-based approach.

Besides that, raw data is sent to Tshark in order to reduce the captured traffic by

filtering the data stream to obtain appropriate packet headers. This reduced and

filtered dataset is the input for CSEFlowMeter, where required feature extraction

takes place. The features are extracted effectively adopting the proposed scheme and

finally forwarded to the anomaly detection stage where appropriate machine learning

algorithm(s) are employed to build a model and discover any additional information

or attack signatures.

The second component is the phase where detection rules for Snort are updated.

When a new exploit or an attack becomes identified through any of the adopted

classifiers, those particular instance information gets appended to the existing rule

base. It enables immediate detection of those particular attack instances subsequently.
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Correlation and Error Correction segment is also responsible for identifying resource-

intensive machine learning tasks that require much more computational power. This

identification helps in switching and reassigning the job to be executed in a much

more robust environment using remote resources such as an external cloud server.

The detected anomaly traffic will be handled by the Alert and Mitigation module.

After this, the newly detected traffic will be added into Snort and knowledge bases.

Moreover, the knowledge bases are deployed on the cloud, so once a new anomaly is

detected, all IDS on the cloud will get an immediate update.

Haddad et al.[24] designed a collaborative framework for intrusion detection in

cloud computing using Snort as a signature-based detection and Support Vector Ma-

chine algorithm to identify anomalous attack patterns. This system was primarily de-

signed in a collaborative way to detect distributed attack patterns and defend against

them. The collaborative system additionally helps to keep updating the knowledge

base from time to time.

2.4.2 NN-based Hybrid Technique

When attempting to address the potential of false-positive detections from either

rule-based processes or the local anomaly detection unit, it is good to pass traffic

flows off to a more resource-intensive model using a hybrid Convolutional Neural

Network (CNN and DNN). This will significantly increase the accuracy of detection

and reduce the likelihood of false positives. Ma et al.[50] introduced a new feature

called environmental features. It can analyze the active flows in the flow-sliding

window. Combining the environmental features and general statistical features can

give us a new perspective to dig more information from the raw flow data. Considering

environmental features can also make it possible to detect a series of attacks that have

certain behaviour routines. It also helps with analyzing the emergence of flooding

attacks. The model also uses CNN, which can learn sequential characteristics of data

very quickly by convolutional layers and pooling layers. The experiment results also

show that the hybrid NN has excellent performance on multi-type classification.

In Ma et al.’s proposed NIDS, the classification module employs Neural Networks.

The NIDS is a hybrid architecture that consists of four parts. The anomaly detection

is divided into two parts. The first part is Snort, which is a signature-based intrusion
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detection system. Snort can detect known intrusion traffic, but it does not perform

well on unknown or latest intrusions. To tackle this problem, they introduced a hybrid

neural network to do further classification.

The hybrid neural network uses three novel feature sets derived from raw traffic

data. Namely, the sequence packet features general statistical features and environ-

mental features of the traffic. Unlike previous IDS, this hybrid neural network can

make use of comprehensive features from traffic data. The network not only focuses

on single flows from outside but also monitoring sequential flows between two IP ad-

dresses. The network introduced a sliding window to detect the correlation in time

series between two IP addresses. Moreover, the length of the sliding window can be

modified with corresponding requirements.

Chiba et al.[51] use Snort as an Intrusion detection system for misuse detection and

the Optimized Back-Propagation Neural network (BPN) algorithm for anomaly de-

tection. The back-propagation algorithm has some drawbacks such as slow detection

speed, less detection accuracy and slow convergence speed. However, an optimization

module is used along with the BPN to increase the detection rate, maintain high ac-

curacy, achieve low false positives and low false negatives. The authors have proposed

a cooperative design. However, no performance outcomes or results are presented in

the paper.

Distributed intrusion detection systems over heterogeneous network architectures

by [22] applied the Local Outlier Factor (LOF) algorithm from Chandola et al. This

algorithm yields promising results, and it is more efficient when applied in data that

has regions of varying densities such as network traffic. However, this method is

computationally infeasible if there are a large number of data points that require

other techniques such as sampling to reduce complexity [52].



Chapter 3

Methodology

In this chapter, the basic procedures of the proposed framework will be introduced.

The CICDDoS2019 dataset[8] will be used in this thesis. The dataset will be

explained and discussed in detail in Section 3.2. The dataset has two versions of

data. One is the raw packets data (PCAP files) captured from two one-day attack

plans. The other is the features derived from the raw data using CIC-FlowMeter[9],

[53]. This version is in the format of CSV. It contains manually labelled attack types

as well.

Even though the CSV files already have the labels, and it is more convenient to

use it as the input files in machine learning, the files were examined in detail, and

two problems showed up. The first problem is that some data is missing or infinity,

which is not applicable in machine learning models. The second problem is that some

columns in the dataset have a few significant figures. This could cause a problem

because the precision of the float numbers is low. This problem can be fixed by

regenerating the CSV files directly from the raw packets using CIC-FlowMeter.

After regenerating the dataset by CIC-FlowMeter, the next step is training and

testing the traditional machine learning models and comparing the results. The

purpose of this step is to understand how difficult to classify the attack types of the

dataset and set up a benchmark for further experiments. Therefore, four traditional

machine learning models will be trained and tested on a proportionally sampled sub-

dataset. The four models are (1) Decision tree (2) Random forest (3) Multinomial

logistic regression (4) Naive Bayes.

The exploration of traditional machine learning models will be followed by deep

learning models, which are the proposed approaches of this thesis. Because three

different deep learning approaches are introduced and used in this thesis, and two of

which would have a feature reduction or compression module, the feature reduction

or compression module will be introduced before training deep learning models. In

18
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Section 3.4, three different feature reduction or compression techniques will be tested

and compared. The three techniques are (1) Principal Component Analysis, (2)

ANOVA, (3) Autoencoder. The technique that has the best results among all will be

used as the proposed feature reduction module.

Once the feature reduction technique is settled, the next step is training deep

learning models. In Section 3.6, three deep learning approaches are designed, trained

and tested. The three models follow the evolutional style, from the simplest Dense

Neural Network to a hybrid neural network with statistical feature selection and

feature compressing. The three models are (1) DNN model (2) DNN models with

AutoEncoder as the feature compression module (3) The same deep model as (2),

but some columns in the input features will be dropped according to the Pearson

Correlation Coefficient[12]. The three models will be trained and tested on the regen-

erated CSV files from the CICDDoS2019 dataset. The results will be compared with

traditional machine learning models and the results of the CICDDoS2019 original

paper[8].

Furthermore, in the last Section (3.7), the metrics used to evaluate the models

will be introduced in detail.

3.1 CIC-FlowMeter

NIDS is designed for collecting, analyzing, classifying and responding to traffic that

comes from outside networks. The first step for NIDS is capturing network traffic.

Packet capture is accomplished with tcpdump or Wireshark. From which, PCAP files

can be generated. Moreover, the PCAP files will be analyzed in the next steps.

CIC-DDoS-2019 dataset[8] has two versions of data. One is CSV files, which are

already labelled by University of New Brunswick. The other one is raw PCAP files

that were captured in their two-day experiment.

For machine learning techniques, the CSV files can be directly used in training

and testing only if the dataset is clean and complete. If the dataset is not clean or

complete, proper data cleaning work is necessary. After inspecting the CSV files pro-

vided in CIC-DDoS-2019, the data is not clean enough for applying machine learning.

There are mainly problems with the CSV files: (1) the classes are highly imbalanced,

especially for the benign traffic (2) The significant figures are too few in some columns,
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which make the data uninterpretable. For example, the column ”Fwd IAT Mean”

contains 78.3% value of 0.0. This problem causes an information loss which could

influence the predicting accuracy. (3) The feature names do not equal to the docu-

mentation.

The third problem is not a big issue for analysis. However, the first problem could

cause high accuracy and low F-score. The second problem hides useful information

from the researchers, which could make the model underfitting.

In order to solve the problems, one of the best feasible ways is to recreate the CSV

dataset by using CIC-FlowMeter.

CIC-FlowMeter[9], [53] is a network traffic flow generator and analyser published

by Canadian Institute for Cybersecurity. It can generate 84 features from raw PCAP

files.

In this paper, all CSV files are regenerated from CIC-FlowMeter. The PCAP files

used in this procedure are CIC-DDoS-2019, which will be introduced in Section 3.2.

3.2 Dataset

The dataset used in this paper is CICDDoS 2019[8]. This dataset contains only DDoS

attacks and benign traffic. The creators describe it as a realistic cyber defence dataset.

This dataset is a joint project of the Canadian Communications Security Establish-

ment (CSE) and The Canadian Institute for Cybersecurity (CIC). CIC-DDoS 2019

is a new, high quality, synthetic dataset, providing both network traffic and log data.

In order to generate the dataset, networks of target machines were instantiated via

AWS and automated using CIC-BenignGenerator[10]. These machines represented

five departments of a target organization, with 420 clients and 30 servers in total.

Target machines were instrumented and then systematically attacked using an attack

infrastructure of 50 machines, with log data and network traffic data captured and

categorized. There is evidence of considerable effort on the part of the dataset’s cre-

ators to enhance external validity through their choice of architecture, the design of

both target and attack networks, and their experimental design.

Benign: In this dataset, there are also benign data. The authors used CIC-BenignGenerator[10]

to imitate benign background traffic based on the profiles of abstract behaviour of 25
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users. Benign traffic is based on HTTP, HTTPS, FTP, SSH, and email protocols.

Attacks: Two genres of DDoS attacks are captured in this dataset. The first is

Reflection-based DDoS, including MSSQL, SSDP, NTP, TFTP, DNS, LDAP, Net-

BIOS and SNMP. In this type of attack, the real attackers can hide behind the legiti-

mated clients and utilize them in an attack. It makes the victims more challenging to

differentiate the users and attackers only by the source. These attacks are based on

TCP(MSSQL and SSDP), UDP(NTP and TFTP) or both(DNS, LDAP, NETBIOS

and SNMP). The second is Exploitation-based attacks, including SYN flood, UDP

flood and UDP-Lag. This type of attack will spoof the source IP address and sent

a large number of packets to the victim server. This will cause the victim resources

exhausted. The explanations of all types of attacks can be found below.

1. MSSQL: MSSQL stands for Microsoft SQL. The attackers pretend to be the

Microsoft SQL Server and send responses to the victims. It abuses Microsoft

SQL Server Resolution Protocol and spoofs the MS SQL server’s IP address[54].

2. SSDP: Simple Service Discovery Protocol (SSDP). It is a type of reflection DDoS

attacks. SSDP DDoS attack sends an amplified traffic stream to the victim’s

server. It exploits the Universal Plug and Play (UPnP) network protocols. This

attack can overwhelm the target’s infrastructure and take their web resource

offline[55], [56].

3. NTP: Network Time Protocol (NTP) is a type of protocol used to synchronize

the clocks through the Internet. NTP amplification uses NTP servers to over-

whelm the target with UDP traffic. The attacker typically sends requests to the

NTP servers with spoofing the IP address, which belongs to the victims[57].

4. TFTP: TFTP attack is a type of amplification DDoS attack based on the Trivial

File Transfer Protocol (TFTP). The amplification factor can reach up to 60. A

TFTP server is normally used to store device images and configuration files.

TFTP is a stateless protocol and does not have authentication methods, which

makes it easier to launch and harder to detect[58].
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5. DNS: DNS attack is a type of amplification DDoS attack exploits Domain Name

Servers and exhausts the bandwidth of the victims[59]. This attack can over-

whelm the victims and make them inaccessible. DNS attacks can be easily

launched by bots[60].

6. LDAP: LDAP stands for Lightweight Directory Access Protocol. This is a type

of amplification DDOS attack, in which the amplification factor can be up to

55[61]. LDAP is mainly used in corporate networks, this is the reason why it is

widely used to attack corporate networks[62].

7. NetBIOS: NetBIOS stands for Network Basic Input/Output System. Its am-

plification factor is 3.8[61]. This attack is based on UDP.

8. SNMP: SNMP stands for Simple Network Management Protocol. SNMP is a

network management protocol used to configure and collect information from

network devices. During an SNMP reflection attack, the attackers send a large

amount of SNMP queries using a spoofing IP address that belongs to the victim.

After that, the SNMP servers will reply to the victim’s IP address[63].

9. SYN: A SYN flood attack is also called a half-open attack. It aims to consume

all server resources and make a server unavailable. The attacker constantly

sends a connection request (SYN) to the victim server but does not reply to the

ACK from the victim server. The TCP connection will keep half-open for some

time, and all ports become unavailable[64].

10. UDP: A UDP flood uses User Datagram Protocol (UDP) to launch attacks.

The attacker sends a large amount of UDP packets to the victim server’s port

with a spoofing IP address. If no program is running on that port, the victim

server will send an ICMP packet to remind the sender. However, the source IP

is unreachable, and the victim server will never get a response. By doing this,

the victim server ports will be exhausted[61].

11. UDP-Lag: The UDP-Lag attack is a kind of attack that disrupts the connection

between the client and the server. This attack is mostly used in online gaming.

This attack can make the UDP connection slower than normal. This could be

a serious problem when the server requires a short time lag[8].
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Attacks Attack Time PCAP Files Num of Files
NTP 10:35 - 10:45 01 - 188 188
DNS 10:52 - 11:05 192 - 196 5

LDAP 11:22 - 11:32 379 - 443 65
MSSQL 11:36 - 11:45 444 - 470 27
NetBIOS 11:50 - 12:00 475 - 486 12
SNMP 12:12 - 12:23 487 - 571 85
SSDP 12:27 - 12:37 572 - 592 21
UDP 12:45 - 13:09 593 - 617 25

UDP-Lag 13:11 - 13:15 Not found 0
WebDDoS 13:18 - 13:29 Not found 0

SYN 13:29 - 13:34 618 - 620 3
TFTP 13:35 - 17:15 621 - 818 198
Benign other 189 - 191, 197 - 378, 471 - 474 189

Table 3.1: Second Day

In this dataset, the authors provided two types of data for researchers. One

is generated CSV files, and the other one is raw PCAP files captured from their

experiment. Since the problems of the CSV files are addressed in Section 3.1, the

data to be used in this paper would be the PCAP files. The attack schedule for this

dataset can be found on the CICCCoS2109 website[11]. According to the schedule, the

corresponding PCAP files are listed in Table 3.1. Please note that in some adjacent

files, there could be partial attacks and partial benign.

Table 3.2: Features in CICDDoS2019 [8], [11].

Begin of Table

Feature Name Description

Flow Duration Flow duration

Total Fwd Packet Total packets in the forward direction

Total Bwd packets Total packets in the backward direction

Total Length of

Fwd Packet
The total size of packets in the forward direction

Fwd Packet Length

Max
Maximum size of packets in the forward direction
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Continuation of Table 3.2

Feature Name Description

Fwd Packet Length

Min

The minimum size of packets in the forward direc-

tion

Fwd Packet Length

Mean
The average size of packets in the forward direction

Fwd Packet Length

Std

Standard deviation size of packets in the forward

direction

Bwd Packet Length

Max
Maximum size of packets in the backward direction

Bwd Packet Length

Min

The minimum size of packets in the backward di-

rection

Bwd Packet Length

Mean
Mean size of packets in the backward direction

Bwd Packet Length

Std

Standard deviation size of packets in the backward

direction

Flow Bytes/s
flow byte rate that is the number of packets trans-

ferred per second

Flow Packets/s
flow packets rate that is the number of packets

transferred per second

Flow IAT Mean The average time between the two flows

Flow IAT Std Standard deviation time two flows

Flow IAT Max Maximum time between two flows

Flow IAT Min Minimum time between two flows

Fwd IAT Total
Total time between two packets sent in the forward

direction

Fwd IAT Mean
The mean time between two packets sent in the

forward direction

Fwd IAT Std
Standard deviation time between two packets sent

in the forward direction
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Continuation of Table 3.2

Feature Name Description

Fwd IAT Max
Maximum time between two packets sent in the

forward direction

Fwd IAT Min
Minimum time between two packets sent in the

forward direction

Bwd IAT Total
Total time between two packets sent in the back-

ward direction

Bwd IAT Mean
The mean time between two packets sent in the

backward direction

Bwd IAT Std
Standard deviation time between two packets sent

in the backward direction

Bwd IAT Max
Maximum time between two packets sent in the

backward direction

Bwd IAT Min
Minimum time between two packets sent in the

backward direction

Fwd PSH Flags
Number of times the PSH flag was set in packets

travelling in the forward direction (0 for UDP)

Bwd PSH Flags
Number of times the PSH flag was set in packets

travelling in the backward direction (0 for UDP)

Fwd URG Flags
Number of times the URG flag was set in packets

travelling in the forward direction (0 for UDP)

Bwd URG Flags
Number of times the URG flag was set in packets

travelling in the backward direction (0 for UDP)

Fwd Header

Length

Total bytes used for headers in the forward direc-

tion

Bwd Header

Length

Total bytes used for headers in the forward direc-

tion

Fwd Packets/s Number of forwarding packets per second

Bwd Packets/s Number of backward packets per second

Packet Length Min Minimum length of a flow
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Continuation of Table 3.2

Feature Name Description

Packet Length Max The maximum length of a flow

Packet Length

Mean
Mean length of a flow

Packet Length Std Standard deviation length of a flow

Packet Length

Variance
Minimum inter-arrival time of packet

FIN Flag Count Number of packets with FIN

SYN Flag Count Number of packets with SYN

RST Flag Count Number of packets with RST

PSH Flag Count Number of packets with PUSH

ACK Flag Count Number of packets with ACK

URG Flag Count Number of packets with URG

CWE Flag Count Number of packets with CWE

ECE Flag Count Number of packets with ECE

Down/Up Ratio Download and upload ratio

Average Packet

Size
The average size of packets

Fwd Segment Size

Avg
Average size observed in the forward direction

Bwd Segment Size

Avg
Average size observed in the backward direction

Fwd Bytes/Bulk

Avg

The average number of bytes bulk rate in the for-

ward direction

Fwd Packet/Bulk

Avg

The average number of packets bulk rate in the

forward direction

Fwd Bulk Rate

Avg

The average number of bulk rate in the forward

direction

Bwd Bytes/Bulk

Avg

The average number of bytes bulk rate in the back-

ward direction
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Continuation of Table 3.2

Feature Name Description

Bwd Packet/Bulk

Avg

The average number of packets bulk rate in the

backward direction

Bwd Bulk Rate

Avg

The average number of bulk rate in the backward

direction

Subflow Fwd Pack-

ets

The average number of packets in a sub-flow in the

forward direction

Subflow Fwd Bytes
The average number of bytes in a sub-flow in the

forward direction

Subflow Bwd Pack-

ets

The average number of packets in a sub-flow in the

backward direction

Subflow Bwd Bytes
The average number of bytes in a sub-flow in the

backward direction

FWD Init Win

Bytes

Number of bytes sent in the initial window in the

forward direction

Bwd Init Win

Bytes

The number of bytes sent in the initial window in

the backward direction

Fwd Act Data Pkts
The number of packets with at least 1 byte of TCP

data payload in the forward direction

Fwd Seg Size Min
Minimum segment size observed in the forward di-

rection

Active Mean
The mean time a flow was active before becoming

idle

Active Std
Standard deviation time a flow was active before

becoming idle

Active Max
The maximum time a flow was active before be-

coming idle

Active Min
The minimum time a flow was active before be-

coming idle

Idle Mean Meantime a flow was idle before becoming active
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Continuation of Table 3.2

Feature Name Description

Idle Std
Standard deviation time a flow was idle before be-

coming active

Idle Max
The maximum time a flow was idle before becom-

ing active

Idle Min
The minimum time a flow was idle before becoming

active

The authors also conducted data analysis based on what they generated from CIC-

FlowMeter. According to their algorithm, the features weighted most are extracted

from the 80 features. Based on their selected features, they applied the ID3 decision

tree, sklearn random forest, Naive Bayes and multinomial Logistic Regression. The

results of their experiment will be compared in Chapter 4. Moreover, in Table 3.3,

the top 5 weighted features selected by them are shown. In Chapter 4, these features

will be used in more machine learning models, and the results yield from those models

will be used as benchmarks.

3.3 Traditional Machine Learning Approaches Exploration

In this section, multiple popular machine learning techniques will be trained and

tested on CIC-DDoS 2019 dataset. According to No Free Lunch (NFL) theorem[65],

no algorithm can perform best on every problem. An exploration of machine learning

approaches must be done before design the whole framework. The purpose of this

section is to choose a technique that can perform better on this particular dataset.

A simple approach to testing the performance of a machine learning technique is

shown in Algorithm 1.

In this section, the dataset is down-sampled into a smaller size and balanced. The

detail of the sampled dataset is shown in Table 3.4.

Label Encoder from scikit-learn[66] is used in the experiment. The corresponding

code-label map is also shown in Table 3.4. The Confusion Matrix in the subsections

below refers to this encoding scheme.
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Table 3.3: Feature selection for detection [8]
Label Feature

UDP-Lag
ACK Flag Count, Init Win bytes forward, min seg size
forward, Fwd IAT Mean, Fwd IAT Max

TFTP
Fwd IAT Mean, min seg size forward, Fwd IAT Max,
Flow IAT Max, Flow IAT Mean

WebDDoS
ACK Flag Count, Init Win bytes forward, Fwd Packet
Length Std, Packet Length Std, min seg size forward

DNS
Max Packet Length, Fwd Packet Length Max, Fwd
Packet Length Min, Average Packet Size, Min Packet
Length

Benign
ACK Flag Count, Flow IAT Min, Init Win bytes
forward, Fwd Packet Length Std, Packet Length Std

MSSQL Fwd Packets/s, Protocol

LDAP
Max Packet Length, Fwd Packet Length Max, Fwd
Packet Length Min, Average Packet Size, Min Packet
Length

NetBIOS
Fwd Packets/s, min seg size forward, Protocol, Fwd
Header Length, Fwd Header Length.1

NTP
Subflow Fwd Bytes, Length of Fwd Packets, Fwd
Packet Length Std, min seg size forward, Flow IAT Min

SSDP
Destination Port, Fwd Packet Length Std, Packet
Length Std, Protocol, min seg size forward

SNMP
Max Packet Length, Fwd Packet Length Max, Fwd
Packet Length Min, Average Packet Size, Min Packet
Length

Syn
ACK Flag Count, Init Win bytes forward, min seg size
forward, Fwd IAT Total, Flow Duration

UDP
Destination Port, Fwd Packet Length Std, Packet
Length Std, min seg size forward, Protocol
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Algorithm 1: algorithm used for testing the performance of a machine learn-

ing technique on CIC-DDoS 2019 dataset.

1 def explore performance (df,model);

Input : DataFrame df , model model

Output: confusion matrix cm

2 df ← select a balanced subset from df ;

3 scale df using sklearn.preprocessing.MinMaxScaler;

4 split df into trainset and testset;

5 train model with 10 fold cross validation;

6 plot loss and acc for both training and validating;

7 calculate confusion matrix cm;

8 return cm;

DDoS type number of rows Encode Label
SSDP 130531 7
UDP 125386 8
NTP 120264 4

LDAP 108997 2
SNMP 103197 6
DNS 101420 1

MSSQL 90450 3
NetBIOS 81866 5
BENIGN 27375 0

Table 3.4: Detail of Sampled Dataset
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Algorithm Precision Recall F1-score
ID3 0.78 0.65 0.69

Random Forest 0.77 0.56 0.62
Naive Bayes 0.41 0.11 0.05

Logistic Regression 0.25 0.02 0.04

Table 3.5: The results from Sharafaldin et al [8]

3.3.1 Results from the dataset creators

In the original paper of CICDDoS2019[8], the authors applied their feature selection

algorithm to every attack type. The top five selected features are shown in detail in

Table 3.3. They also provide a classification result based on the selected features.

The authors have applied ID3 (a type of decision tree), Random Forest, Logistic

Regression and Naive Bayes. The results from their paper will be listed in Table 3.5,

and the results will be used to make a comparison with the results in the following

subsections.

The reason why rerun the experiment is that, first, the dataset is regenerated, the

experiment must be reconducted to keep the consistency. Second, the original features

(unselected) must be tested and will be used as the benchmark in the following

experiments.

3.3.2 Decision Tree

Decision Tree is used by many researchers[67]–[69] to detect DDoS attacks. Decision

Tree determines the types of attacks by calculating the information gain at every

split point. The information gain is calculated by the difference of information purity

before and after splitting. There are mainly two types of formula to calculate the

information purity: entropy (Equation 3.1) and Gini Index (Equation 3.1).

entropy = −
n∑

i=1

p(xi) log p(xi) (3.1)

Gini = 1−
n∑

i=1

p(xi)
2 (3.2)

In both equations, p(xi) refers to the probability of the class out of all classes.
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Figure 3.1: Confusion Matrix for Decision Tree

sklearn.tree.DecisionTreeClassifier[70] is used in this experiment. The results for

Decision Tree is shown below. And the Confusion Matrix is shown in Figure 3.1.

Accuracy: 0.71600

Precision: 0.75496

Recall: 0.75433

F1-score: 0.75462

3.3.3 Random Forest

Random Forest is an ensemble classifier that consists of multiple decision trees. Each

decision tree will take a different feature subset when it train and test. Based on

different features, the decision trees may behave differently on the dataset. It is

possible that the decision trees in the random forest give a different prediction on the

same data. A simple way to tackle this problem is by utilizing a voting mechanism.

For example, five out of nine decision trees give label BENIGN to specific traffic, and

the forest can determine the traffic is BENIGN.
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Figure 3.2: Confusion Matrix for Random Forest

Brabec et al.[71] do a comparative analysis of the voting scheme in network in-

trusion detection. Their works prove that majority voting increases the F-score of

intrusion detection. The comparison of experiments from Section 3.3.2 and 3.3.3 also

supports the idea.

sklearn.ensemble.RandomForestClassifier[72] is used in this experiment. The hy-

perparameter n estimator is set to default(100). The result for Random Forest is

shown below. And the Confusion Matrix is shown in Figure 3.2.

Accuracy: 0.73960

Precision: 0.77993

Recall: 0.77781

F1-score: 0.77393

3.3.4 Logistic Regression

Logistic Regression is a type of classifier which uses the approach of regression. Lo-

gistic Regression is mostly used in binary classification. However, Logistic Regression

can also be modified to adapt to multi-label classification[73]. A simple way to achieve
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this goal is using binary classification for a single class in the remaining data. This

method is called Leave-One-Out[74]. For example, if the dataset has three labels,

firstly, binary classification is applied to determine class A and non-A. Then, apply

binary classification again on non-A data to determine class B and non-B. At last,

the non-B data can be labelled as class C.

Logistic Regression is used by many researchers[74]–[77]. Among the researchers,

Subba et al.[75], Kamarudin et al.[76] and Ghosh et al.[77] all train and test on NSL-

KDD’99 dataset. Subba and his team got the best result among the three team.

The overall binary accuracy reached 98.27% and the multi-class accuracy varies from

92.43% and 99.02%.

sklearn.linear model.LogisticRegression[78] is employed in this experiment. The

multi-class classification results are shown below. The confusion matrx is shown in

Figure 3.3.

Accuracy: 0.73960

Precision: 0.77993

Recall: 0.77781

F1-score: 0.77393

3.3.5 Naive Bayes

Naive Bayes is a statistical model that considers prior knowledge. The assumption

to make Naive Bayes work is that every event in the causal model is independent.

However, Naive Bayes itself does not perform well in some scenarios.

Many researchers combine Naive Bayes with other techniques to improve perfor-

mance. Varuna rt al.[79] combines k-means clustering and Naive Bayes classifier to

detect network intrusion. Almansobe et al.[80] addressed the challenges for intrusion

detection system using naive Bayes and PCA algorithm. Li et al.[81] used Naive

Bayes with AdaBoost to Enhance Network Anomaly Intrusion Detection. Halimaa

et al.[82] explore a way to use Naive Bayes with SVM to improve the performance.

Veetil et al.[83] introduced Hadoop, a big data analysis tool, to the framework and

worked with Naive Bayes.

Meanwhile, there are also some researchers work on improving Naive Bayes itself

instead of co-operating with other classifiers. Panda et al.[84] applied discriminative
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Figure 3.3: Confusion Matrix for Logistic Regression

multinomial Näıve Bayes with various filtering analysis to build a NIDS. Moreover,

Bhosale et al.[85] made some modifications to Naive Bayes and applied feature selec-

tion to the dataset.

sklearn.naive bayes.MultinomialNB[86] is used in this experiment. The result can

be found below. And the corresponding confusion matrix is shown in Figure 3.4.

Accuracy: 0.54138

Precision: 0.67635

Recall: 0.54744

F1-score: 0.49248

3.4 Feature Compressing

After dropping all unnecessary features, there are 49 features left. In order to find the

most important features from the remaining ones, there are mainly two ways. The first

way is using feature selection techniques such as Principle Component Analysis[87]

and ANOVA[88]. These two techniques are statistical models. Dey et al.[88] conclude
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Figure 3.4: Confusion Matrix for Naive Bayes

from their experiment that ANOVA achieved the lowest False Alarm Rate when tested

on the NSL-KDD’99 dataset. These two techniques can only select the features from

the original columns, which means they can not derive component features that do not

exist in the original features. The second way is using a neural network to compress

the original features into a lower dimension, and reconstruct the compressed features

back to the original ones. The performance of the compressing can be evaluated

by calculating the loss of the original features and the reconstructed features. This

method employs Auto Encoder[49], shown in Figure 3.5. Auto Encoder is a neural

network in essence, which implies it can operate non-linear feature selection.

To make the best of non-linear feature selection, Auto Encoder is chosen in this

paper. The experiments and results of comparing PCA, ANOVA and Auto Encoder

can be found in Section4.4.

The process of training an autoencoder is shown in Algorithm 2.
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Algorithm 2: algorithm used for training the auto encoder and return the

loss between the original features and the compressed features.

1 def evaluate (df,model);

Input : DataFrame df , model model and number of epochs epoch

Output: loss

2 df ← df drop the rejected, categorical columns and ”Label”;

3 df ← df drop the Nan and Inf rows;

4 scale df using sklearn.preprocessing.MinMaxScaler;

5 while epoch > 0 do

6 train model using df as both the train and validation set;

7 loss← the binary crossentropy between the original features and the

reconstructed features;

8 print loss;

9 epoch← epoch− 1 ;

10 return;

Figure 3.5: Auto Encoder representation
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3.5 Pandas-profiling

Sharafaldin et al.[8] has selected the top five important features for each attack type.

The idea behind the selection is similar to Principal Component Analysis(PCA). The

purpose of PCA is to select a set of uncorrelated features from all columns. However,

in this experiment, the opposite way is going to be conducted. Which means, the

highly correlated features will be dropped in the procedure of training.

The metrics used to evaluate the correlation between the features is the Pearson

correlation coefficient. Pearson correlation coefficient is developed by Karl Pear-

son[12]. It measures the linear correlation between the two features. The formula of

the Pearson correlation coefficient is shown in Equation 3.3. In Equation 3.3, E[X]

represents the expectation of variable X.

ρX,Y =
E[XY ]− E[X]E[Y ]√

E[X2]− [E[X]]2
√
E[Y 2]− [E[Y ]]2

(3.3)

The coefficient is between -1 to 1. 1 means 100% positive linear correlated while

-1 means 100% negative linear correlated. Moreover, 0 means the two variables are

not correlated. In this experiment, the correlation is considered high if the Pearson

correlation coefficient is larger than 0.9 or less than -0.9.

The tool used to calculate the Pearson correlation coefficient is Pandas-profiling.

Pandas-profiling[89] is a python-based statistical tool that does exploratory data anal-

ysis. It will generate an HTML file that contains:

• Type inference: detect the types of columns in a dataframe.

• Essentials: type, unique values, missing values

• Quantile statistics such as minimum value, Q1, median, Q3, maximum, range,

interquartile range

• Descriptive statistics such as mean, mode, standard deviation, sum, median

absolute deviation, coefficient of variation, kurtosis, skewness

• Most frequent values

• Histogram
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• Correlations highlighting of highly correlated variables, Spearman, Pearson and

Kendall matrices

• Missing values matrix, count, heatmap and dendrogram of missing values

• Text analysis learn about categories (Uppercase, Space), scripts (Latin, Cyrillic)

and blocks (ASCII) of text data.

Among all the statistics, correlations are the most important for the analysis of

the dataset. This tool will give alerts when there are two columns that have the

Pearson Correlation Coefficient higher than 0.9 or less than -0.9. In this case, these

two columns should not present in the learning process at the same time. An example

of Pandas-profiling report for SNMP is shown in Figure 3.6.

An example of Pearson correlation coefficient for SNMP is shown in Figure 3.7.

The Pearson correlation coefficient for each attack type is calculated, respectively.

The numbers of highly correlated features vary from 41 to 47. There are two ap-

proaches to drop the features. (1) Drop the corresponding features for each attack

type. Use the remained features to train and test. (2) Drop only the intersection of

the features derived from each attack type. Keep the other features and then train

and test. There are two problems if the first approach is adopted: (1) When the

test on a mixed dataset which contains more than one attack type, it is hard to de-

cide which columns are dropped. (2) The features that are highly correlated in one

attack type and not correlated in another attack type may be an important feature

to discriminate the types. However, there are also two issues if the second approach

is adopted. (1) The number of remaining features is more than the number of the

first approach. The training and prediction time may increase. (2) The respective

accuracy for each attack type may decrease because there are highly correlated fea-

tures in the dataset. However, the ultimate purpose of the proposed framework is to

discriminate attacks from benign background traffic. One of the best practices is to

keep the input features of all the models identical since the types of traffic are not

known. Considering all the conditions mentioned above, the second approach will be

used in the experiment. Other than the highly correlated features, the features which

have constant values such as 0 will be dropped simultaneously.
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Figure 3.6: Snapshot of Pandas-profiling
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Figure 3.7: Pearson correlation coefficient
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’Active Max’ ’Subflow Bwd Packets’ ’Bwd IAT Max’
’Active Min’ ’Idle Min’ ’Fwd Bulk Rate Avg’

’Bwd PSH Flags’ ’Packet Length Min’ ’Bwd URG Flags’
’Idle Max’ ’Fwd IAT Total’ ’Bwd Bytes/Bulk Avg’

’Bwd Segment Size Avg’ ’Fwd Packet/Bulk Avg’ ’Fwd URG Flags’
’URG Flag Count’ ’Active Mean’ ’ECE Flag Count’

’Fwd Bytes/Bulk Avg’ ’ACK Flag Count’ ’Fwd Packets/s’
’Bwd Packet Length Std’ ’Subflow Bwd Bytes’ ’Fwd IAT Std’

’Bwd IAT Std’ ’Fwd IAT Mean’ ’Active Std’
’Packet Length Mean’ ’Fwd IAT Max’ ’Fwd Segment Size Avg’

Table 3.6: Features to be dropped

According to the result of Pandas-profiling, the following columns should be

dropped during the learning procedure:

The following columns should also be dropped because they are categorical and

sparse:

• ’Flow ID’

• ’Source IP’

• ’Destination IP’

• ’Timestamp’

3.6 Classifiers

In this section, three different approaches are designed and tested. The first approach

is using DNN to do the classification. The second approach is using autoencoder to

reduce the feature dimensions before classifying with DNN. The third approach is

firstly dropping some features based on the Pearson correlation coefficient. Secondly,

use autoencoder to make further feature reduction. Lastly, classify the data with

DNN. Three approaches will be explained in detail in the following subsections.

The reason why not using a single multiclass DNN is here. Firstly, in real networks,

no one knows what type of traffic the netflow is. The job of detection does is to

discriminate attacks from benign traffic. That is the reason why multi classifiers are

not required. Secondly, a multi class test has been conducted, but the results are not

good.

Note: In this thesis, DNN refers to Dense Neural Network.
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3.6.1 DNN Classifier

DNN stands for Dense Neural Network. DNN is a type of neural network that consists

of only dense layers. As is known, a neural network is built with multiple layers. Each

layer is connected to the next layer, except for input and output layers. In Dense

Neural Network, each neuron on each layer is connected to each neuron on the next

layer, as shown in Figure 3.8. The number of neurons on the input layer should

be equal to the dimension of features. The number of neurons on the output layer

depends on how many distinct labels does the dataset has. For example, if there is

only one neuron on the output layer, the DNN can be used as a binary classifier,

as 0 represents false, and 1 represents true. If the DNN is used to do multi-label

classification, the number of neurons may vary. Usually, researchers use the one-hot

encoder to encode the labels. Using the one-hot encoder, the number of neurons on

the output layer should be equal to the number of distinct labels.

3.6.2 AutoEncoder

AutoEncoder is also a type of dense neural network. However, it is not designed to do

classification. In an autoencoder, the input and the output should be identical. An

autoencoder consists of two main parts. The first part is called encoder. The primary

purpose of the encoder is to compress the original features into a lower dimension.

For example, in Figure3.5, the encoder part consists of the first three layers. The

first layer is the input layer, which has the same number of neurons as the input

feature dimension. The second part is called decoder. The purpose of the decoder is

to reconstruct the compressed features back to the original features. As is shown in

Figure3.5, from the third layer to the fifth layer, it represents the decoder part. The

last layer is the output layer, and the number of neurons on the output layer is the

same as the original feature dimension. In the training process of the autoencoder,

the training input and the training output should be the same. If the autoencoder

can successfully reconstruct the features back to the original ones, the compressed

features can be used to classify since the compressed features can represent all the

original features.

After autoencoder, the compressed features will be used as input features of DNN

in order to classify the traffic data.
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Figure 3.8: Illustration of DNN
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3.6.3 Pearson Correlation Coefficient

Pearson Correlation Coefficient is explained in Section 3.5. The main procedure is:

(1) use Pandas-Profiling to calculate the Pearson Correlation Coefficient. (2) Drop

one of the highly correlated features. (3) Feed the remaining features into the model

that is identical to the one described in Subsection 3.6.2.

3.7 Metrics

In this section, all metrics that are used to evaluated models are defined below.

True Positive (TP) Attack records correctly classified as attack records.

True Positive is expected to be high in the result.

True Negative (TN) Benign records correctly classified as benign records.

True Negative is expected to be high in the result.

False Positive (FP) Normal records incorrectly classified as attack records.

False Positive is expected to be low in the result.

False Negative (FN) Attack records incorrectly classified as benign records.

False Negative is expected to be low in the result.

False Positive Rate(FPR) The proportion of incorrectly classified normal records

among all normal records.

FPR =
FP

FP + TN

False Positive Rate is expected to be low in the result.

Accuracy The overall success rate of an IDS, showing the percentage of correct

classifications.

In the result, Accuracy is expected to be high.

Acc =
TN + TP

TP + FP + TN + FN
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Precision The proportion of correct positive attack classifications.

Precision is expected to be high in the result.

Precision =
TP

TP + FP

Recall (TPR) The proportion of correctly detected positive values.

Recall is expected to be high in the result.

Recall =
TP

TP + FN

F-Measure The F-Measure of a model is the harmonic mean of precision and recall.

F-Measure is expected to be high in the result.

F −Measure =
2× Precision×Recall
Precision+Recall

Confusion Matrix A N × N Matrix that helps summarize how successful the

model was in predicting attacks, where N is the number of unique labels. Higher

values across the primary diagonal indicate better results.

Learning Curve A learning curve shows the effect of increasing the size of the

training data on the score of the model. It can be used to infer overfitting and bias

in the training data.

ROC Curve A Receiver-Operating Characteristic (ROC) Curve shows the relation

between the TPR and FPR at varying classification thresholds. A steeper curve

towards the y-axis represents better detection by the model.

Area Under the Curve (AUC) The Curve refers to the ROC Curve. The AUC is

equal to the probability that a classifier will rank a randomly chosen positive instance

higher than a randomly chosen negative one[90].



Chapter 4

Experiment

4.1 Hardware configuration

Operating System: Windows 10 Education 64-bit

Version: 1909

OS build: 18363.657

Processor: Intel(R) Core(TM) i7-9700KF CPU @ 3.60GHz 3.60GHz

Installed RAM: 128 GB

GPU: NVIDIA Quadro RTX 8000

Bios Information: Version 90.2.30.0.1

Graphics Memory: 114644 MB

4.2 Generate New CSVs

As mentioned in Section 3.1, the CSV files provided by CICDDoS2019 is not suitable

for this experiment. The best way to utilize the dataset is to directly generate the

CSV files from the raw PCAP files using CIC-FlowMeter. The source code of CIC-

FlowMeter can be found from their GitHub Repository[91].

The procedure for generating CSV files is easy. After following the setup guidelines

on the GitHub page, the Graphic User Interface will show up on the screen. The CIC-

FlowMeter offers two modes to convert the PCAP files: realtime and offline. For this

experiment, the PCAP files are already provided by the CICDDoS2019 dataset so

that we can choose the offline mode.

After a simple configuration of the PCAP directory and output directory, the

CIC-FlowMeter can run and generate the CSV files consequently. The snapshot of

running the CIC-FlowMeter is shown in Figure 4.1.
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Figure 4.1: Running CIC-FlowMeter
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4.3 Data preprocessing

4.3.1 Rebalance Data

The CSV data provided by CIC-DDoS-2019 contains only 27375 rows of benign data.

In contrast, the number of attacks are more than 40 million, which is around 1500

times more than benign data. The dataset is highly imbalanced. To tackle this prob-

lem, there are mainly two methods: down-sampling the majority and over-sampling

the minority. In Section 3.3, to explore the performance of different types of machine

learning techniques, down-sampling is employed to rebalance the dataset. In Section

3.3, all 27375 benign data is used in the dataset, while all other attacks are down-

sampled to from 81866 to 130531. The size of this re-sampled dataset is ideal for

exploring the performance of machine learning techniques, however, it is not enough

to train a better performing neural network. In this section, up-sampling is employed

to solve this problem.

The CSV data provided by CIC-DDoS-2019 is generated by CIC-FlowMeter[9],

[53]. And the PCAP files that are used to generate CSV data are also provided by

CIC-DDoS-2109. In the dataset, not only the attacks traffic but also the benign traffic

are logged in PCAP files. The details of the PCAP files is shown in Table 3.1. As

stated in Table 3.1, there are 189 PCAP files containing only benign data. From

which, we can generate 5662323 benign traffic.

There is a minor issue about CIC-FlowMeter. The CIC-FlowMeter is updated to

version 4, which is stabler than version 3. There are mainly three differences between

the two versions is:(1) the names of the features are changed; (2) three columns are

ignored: Fwd Header Length.1, SimillarHTTP, Inbound; (3) Timestamp format is

changed. In order to keep the consistency, all attack PCAP files are reprocessed

using CIC-FlowMeter V4.

One big issue using the changed Timestamp format is that it is incompatible

with python DateTime format. In order to get rid of this issue, the time for-

mat used in CIC-FlowMeter is changed to standard 24-hour format: dd/MM/yyyy

HH:mm:ss. The code is located in src/main/java/cic/cs/unb/ca/flow/jnetpcap/Date-

Formatter.java.

After converting the PCAP files into CSV files, the ”Label” column is left as
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Attack Size Proportion
PortMap 2312 0.0116%
NetBIOS 3844874 19.339%

LDAP 1917733 9.646%
MSSQL 5781928 29.082%

UDP 3855870 19.394%
UDP-Lag 3479 0.0175%

SYN 4444750 22.356%
benign 30787 0.1549%
Total 19881733 100%

Table 4.1: Regenerated First Day Dataset Details

Attack Size Proportion
NTP 1195447 2.388%
DNS 16599 0.0332%

LDAP 2207225 4.409%
MSSQL 3987736 9.965%
NetBIOS 4273829 8.537%
SNMP 4959941 9.907%
SSDP 2630865 5.255%
UDP 3113814 6.220%
SYN 2050115 4.095%

TFTP 19957711 39.865%
benign 5662323 11.310%
Total 50063090 100%

Table 4.2: Regenerated Second Day Dataset Details

”Need Manual Label”. Which means, the rows must be labelled by the timestamp.

The time-class reference table can be found in Table 3.1.

The regenerated dataset details are shown in Table 4.2 and 4.1.

4.3.2 Data Cleaning

As mentioned in Section 3.5, the sparse categorical columns and highly correlated

columns should be dropped in the process. Other than that, the Nan value and Inf

value should also be dropped. This operation is conducted by the Listing 4.1.

Listing 4.1: Data Cleaning

import pandas as pd
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data path = ' f i n a l c o m p l e t e . csv '

data = pd . r ead c sv ( data path )

r e j e c t e d = [ . . . ]

cat co lumns = [ . . . ]

data = data . drop ( columns=r e j e c t e d )

data = data . drop ( columns=cat columns )

data . r e p l a c e ( [ np . in f , −np . i n f ] , np . nan )

data = data . dropna ( )

data = data . r e index ( sorted ( data . columns ) , a x i s =1)

4.3.3 Data Normalization

Data normalization is usually required when researchers apply deep learning tech-

niques to data that have different scales on attributes. Wang et al.[92] did re-

search comparing the model performance with and without attribute normaliza-

tion. The result shows that with statistical attribute normalization, discriminative

models such as SVM and KNN becomes more effective than without statistical at-

tribute normalization. In this part, two scalers are tested and compared. One is

sklearn.preprocessing.StandardScaler. The other one is sklearn.preprocessing.MinMaxScaler.

The StandardScaler mapping function is shown in Equation 4.1.

f ′
:,i =

f:,i −mean(f:,i)

std(f:,i)
. (4.1)

The MinMaxScaler mapping function is shown in Equation 4.2.

f ′
:,i =

f:,i −min(f:,i)

max(f:,i)−min(f:,i)
. (4.2)

According to sklearn manual[93], [94], MinMaxScaler is very sensitive to the pres-

ence of outliers. Furthermore, StandardScaler is more useful when handling negative

values.

In order to check which scaler performs better on this dataset, a small experiment

is conducted. The subset, details shown in Table 3.4, is used to test the scalers. The
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Figure 4.2: MinMaxScaler Loss

Figure 4.3: MinMaxScaler Loss

MinMaxScaler and StandardScaler testing results are respectively shown in Figure

4.2 and 4.3.

As is shown in Figure 4.3, the loss remains negative. This problem is caused by

the mechanism of StandardScaler. The StandardScaler always tries to scale all data

to a normal distribution with mean equals zero, and the standard deviation equals

one. This would make 50% of the data fall into the negative range. In this case,

MinMaxScaler does a better job since the loss is always positive.

4.3.4 Data Split

During the training and testing process, the balance of data is an important factor

that could influence the final testing results. Since the dataset has around 5 million

rows of benign data, the best practice is to extract a proper proportion of attack

data to match the number of benign traffic. However, if the number of attacks is too

few, it is also acceptable to down-sample the benign traffic to match the number of

attacks. Due to this reason, the number of each attack type used for training and

testing is listed in Table 4.3.
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Attack type train set size validation set size test set size
SNMP 3962742/3472844 1188822/1041853 1698318/1488362

NetBIOS 3963512/2991795 1189053/897538 1698648/1282198
MSSQL 3961230/2793812 1188369/838144 1697670/1197348

UDP 3962126/2181172 1188638/654352 1698054/934788
SSDP 3939803/1844031 1181941/553209 1688487/790299
LDAP 3962518/1526167 1188755/463850 1698222/662643
SYN 3962527/1436180 1188758/430854 1698226/615506
NTP 3964170/836269 1189251/250880 1698930/358401
DNS 11550/11690 3465/3507 4950/5010

WebDDoS 1496/1540 449/462 641/660
UDP-Lag 3710/3817 1113/1145 1590/1636

TFTP 3962077/3965175 1188623/1189552 1698033/1699361

Table 4.3: Data split on each attack type

Predicted Benign Predicted Attack
True Benign 25335 58
True Attack 15 37510

Table 4.4: Training Confusion Matrix of PCA

4.4 Dimension Reduction Techniques

In this section, three different dimension reduction techniques are trained and tested.

The experiment is using a subset extracted from CICDDoS2019. In this section, only

the UDP flooding attacks are tested. The train set has 25393 benign attacks and

37525 UDP attacks. In the test procedure, 3134 benign data and 3754680 UDP data

is used. The primary purpose of this section is to choose the best feature reduction

and compressing technique for the CICDDoS2019 dataset.

4.4.1 PCA

PCA stands for Principal Component Analysis. It is a type of linear statistical orthog-

onal transformation tool. It can give the researchers the most uncorrelated variables

among all features. The training confusion matrix is shown in Table 4.4. The test-

ing confusion matrix is shown in Table 4.5. Moreover, the ROC curve is shown in

Figure 4.4.
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Predicted Benign Predicted Attack
True Benign 3128 6
True Attack 101 3754579

Table 4.5: Testing Confusion Matrix of PCA

Figure 4.4: ROC of PCA

4.4.2 ANOVA

ANOVA stands for Analysis of variance. It is also a type of statistical model. It

can analyze the differences among group means in a sample. The training confusion

matrix is shown in Table 4.6. The testing confusion matrix is shown in Table 4.7.

Moreover, the ROC curve is shown in Figure 4.5.

4.4.3 Auto Encoder

Auto Encoder is a type of feature compressing model based on Dense Neural Network.

It is also a type of non-linear model. It tries to compress the original features into

a lower dimension and reconstruct it back to the original features. The training

confusion matrix is shown in Table 4.8. The testing confusion matrix is shown in

Table 4.9. Moreover, the ROC curve is shown in Figure 4.6.

Predicted Benign Predicted Attack
True Benign 25188 0
True Attack 22 37708

Table 4.6: Training Confusion Matrix of ANOVA



55

Predicted Benign Predicted Attack
True Benign 3134 0
True Attack 629 3754051

Table 4.7: Testing Confusion Matrix of ANOVA

Figure 4.5: ROC of ANOVA

Predicted Benign Predicted Attack
True Benign 25372 21
True Attack 15 37510

Table 4.8: Training Confusion Matrix of Auto Encoder

Predicted Benign Predicted Attack
True Benign 3125 9
True Attack 101 3754579

Table 4.9: Testing Confusion Matrix of Auto Encoder

Figure 4.6: ROC of Auto Encoder
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After calculating the F1-score for each model, the Auto Encoder outperforms other

models. Thus, in the following experiment, Auto Encoder will be used as the feature

compressing module.

4.5 Training Auto Encoder

As AutoEncoder captures the non-linear nature of the feature, it shows an excellent

fit for the dataset we used for the experimentation. Autoencoder is a neural-network-

based feature engineering approach and able to learn the hidden features of the data

with an iterative training process. In this process of learning, autoencoder learns

the correlation and intermediate relationship between the individual attributes and

extract the optimum information from the features. In our experimentation, For the

above reasons, autoencoder was finally chosen for extracting representative features.

The python code of building the Auto Encoder is shown in Listing 4.2

Listing 4.2: Auto Enoder code

from keras . l a y e r s import Input , Dense

from keras . models import Model

input data = Input ( shape =(37 ,))

encoded 1 = Dense (20 , a c t i v a t i o n= ' r e l u ' ) ( input data )

encoded 2 = Dense (10 , a c t i v a t i o n= ' r e l u ' ) ( encoded 1 )

decoded 1 = Dense (20 , a c t i v a t i o n= ' s igmoid ' ) ( encoded 2 )

decoded 2 = Dense (37 , a c t i v a t i o n= ' s igmoid ' ) ( decoded 1 )

autoencoder = Model ( input data , decoded 2 )

encoder = Model ( input data , encoded 2 )

autoencoder . compile ( opt imize r= ' adade l ta ' , l o s s= ' b ina ry c ro s s en t r opy ' )

The optimally compressed dimension will be derived from a series of the control

experiment. All variables other than the compressed dimension remain the same in

every experiment.
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dimension validation loss dimension validation loss
20 0.0537 15 0.0537
10 0.0600 5 0.0561

Table 4.10: validation loss of different dimensions

Figure 4.7: Train loss and test loss over epochs

The training details are listed below:

• train set size: 209726

• test set size: 209726

• input features: 37

• number of DDoS: 125386

• number of benign: 84340

• validation split: 0.33

• shuffle: true

• optimizer: adadelta

• loss function: binary crossentropy

• epochs: 500

• batch size: 256

The experiment result is shown in Table 4.10

The training loss and test loss over 500 epochs are shown in Figure 4.7.

From this control experiment on Auto Encoder, a conclusion can be drawn. For

this dataset, the features can be compressed down to five dimensions with a loss below

0.06. The trained Auto Encoder in this section will be used to compress the data

features before feeding the data into the Classification Module.
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Figure 4.8: DNN accuray over epochs

4.6 DNN Training

4.6.1 Architecture of the Dense Neural Network

A five-layer neural network is constructed, and a broad range of experimentation

is executed in regard to selecting the optimal hyperparameters. The first layer of

the network has 25 neurons, the second layer has 50 neurons, the third layer has 50

neurons, the fourth layer has 25 neurons, and finally, the output layer has one neuron

as this network is configured for binary classification. Tanh and Relu was tested,

but they don’t give promising results. After testing with several activation function,

Sigmoid outperforms others. Sigmoid activation function was used in all the layers.

The data, which is considered as benign according to Snort, was fed into AutoEn-

coder for dimensionality reduction, then DNN for classification. The DNN classifies

those traffic as an attack or not an attack. The classified predictions were used to

train and test a decision tree. This process is discussed later in the next section.

The remaining data filtered by Snort has the same features as the original CSVs.

It has 83 features, as shown in Table 3.2. Before feeding the data into AutoEncoder,

Pandas-profiling was used to analyze the correlations between the features. According

to the Pandas-Profiling results, the highly-correlated features were dropped.

4.6.2 Training Details and Results
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Figure 4.9: DNN loss over epochs

Figure 4.10: ROC of DNN
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Attack type Accuracy Precision Recall F1-Score
SNMP 0.75058 0.75015 0.75119 0.75018

NetBIOS 0.99643 0.99650 0.99621 0.99635
MSSQL 0.94096 0.93752 0.94960 0.94018

UDP 0.99398 0.99345 0.99341 0.99343
SSDP 0.99291 0.99138 0.99229 0.99183
LDAP 0.73057 0.65391 0.56543 0.55831
SYN 0.99984 0.99987 0.99972 0.99979
NTP 0.99719 0.99552 0.99469 0.99502
DNS 0.72671 0.75768 0.72565 0.71763

WebDDoS 0.49270 0.24635 0.50000 0.33007
UDP-Lag 0.93707 0.93704 0.93710 0.93707

TFTP 0.99943 0.99943 0.99943 0.99943

Table 4.11: DNN results

Attack type Accuracy Precision Recall F1-Score
SNMP 0.88263 0.88192 0.88283 0.88227

NetBIOS 0.99444 0.99413 0.99454 0.99433
MSSQL 0.94087 0.94818 0.94088 0.94128

UDP 0.98747 0.98619 0.98645 0.98632
SSDP 0.98892 0.98959 0.98482 0.98716
LDAP 0.72037 0.62770 0.56909 0.56751
SYN 0.99973 0.99966 0.99962 0.99964
NTP 0.99239 0.98346 0.99237 0.99239
DNS 0.72309 0.76445 0.72189 0.71112

WebDDoS 0.49270 0.24635 0.50000 0.33007
UDP-Lag 0.86578 0.87384 0.86683 0.86527

TFTP 0.99286 0.99293 0.99286 0.99286

Table 4.12: AE-DNN results
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Attack type Accuracy Precision Recall F1-Score
SNMP 0.87664 0.87619 0.87772 0.87643

NetBIOS 0.99409 0.99361 0.99436 0.99398
MSSQL 0.94071 0.93725 0.94931 0.93992

UDP 0.98299 0.97885 0.98445 0.98153
SSDP 0.98255 0.97774 0.98229 0.97997
LDAP 0.72800 0.64595 0.56501 0.55867
SYN 0.99870 0.99770 0.99897 0.99833
NTP 0.98989 0.99148 0.97330 0.98211
DNS 0.68845 0.75553 0.68690 0.66546

WebDDoS 0.93313 0.94177 0.93214 0.93268
UDP-Lag 0.93986 0.94299 0.93929 0.93969

TFTP 0.99717 0.99717 0.99717 0.99717

Table 4.13: PCC-AE-DNN results

Table 4.14: CM

Begin of Table

Attack and Model Label Predicted Benign Predicted Attack

SNMP, DNN Benign 1260052 438266

SNMP, DNN Attack 356549 1131813

SNMP, AE DNN Benign 1494303 204015

SNMP, AE DNN Attack 170001 1318361

SNMP,

PCC AE DNN
Benign 1462717 235601

SNMP,

PCC AE DNN
Attack 157510 1330852

NetBIOS, DNN Benign 1694820 3828

NetBIOS, DNN Attack 6825 1275373

NetBIOS, AE DNN Benign 1688164 10484

NetBIOS, AE DNN Attack 6086 1276112

NetBIOS,

PCC AE DNN
Benign 1689686 8962

NetBIOS,

PCC AE DNN
Attack 8990 1273208
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Continuation of Table 4.14

Attack and Model Label Predicted Benign Predicted Attack

MSSQL, DNN Benign 1527238 170432

MSSQL, DNN Attack 481 1196867

MSSQL, AE DNN Benign 1527161 170509

MSSQL, AE DNN Attack 670 1196678

MSSQL,

PCC AE DNN
Benign 1527115 170555

MSSQL,

PCC AE DNN
Attack 1096 1196252

UDP, DNN Benign 1690210 7844

UDP, DNN Attack 8004 926784

UDP, AE DNN Benign 1680987 17067

UDP, AE DNN Attack 15928 918860

UDP, PCC AE DNN Benign 1663068 34986

UDP, PCC AE DNN Attack 9809 924979

SSDP, DNN Benign 1687469 10189

SSDP, DNN Attack 7448 782851

SSDP, AE DNN Benign 1690959 6699

SSDP, AE DNN Attack 20868 769431

SSDP, PCC AE DNN Benign 1668808 28850

SSDP, PCC AE DNN Attack 14568 775731

LDAP, DNN Benign 1599570 98652

LDAP, DNN Attack 537433 125210

LDAP, AE DNN Benign 1552133 146089

LDAP, AE DNN Attack 514074 148569

LDAP,

PCC AE DNN
Benign 1590526 107696

LDAP,

PCC AE DNN
Attack 534469 128174

SYN, DNN Benign 1698183 43
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Continuation of Table 4.14

Attack and Model Label Predicted Benign Predicted Attack

SYN, DNN Attack 331 615175

SYN, AE DNN Benign 1697965 261

SYN, AE DNN Attack 368 615138

SYN, PCC AE DNN Benign 1695485 2741

SYN, PCC AE DNN Attack 276 615230

NTP, DNN Benign 1696509 2421

NTP, DNN Attack 3295 355106

NTP, AE DNN Benign 1687845 11086

NTP, AE DNN Attack 4564 353837

NTP, PCC AE DNN Benign 1696828 2102

NTP, PCC AE DNN Attack 18693 339708

DNS, DNN Benign 2726 2224

DNS, DNN Attack 498 4512

DNS, AE DNN Benign 2587 2363

DNS, AE DNN Attack 395 4615

DNS, PCC AE DNN Benign 2123 2827

DNS, PCC AE DNN Attack 276 4734

WebDDoS, DNN Benign 641 0

WebDDoS, DNN Attack 660 0

WebDDoS, AE DNN Benign 641 0

WebDDoS, AE DNN Attack 660 0

WebDDoS,

PCC AE DNN
Benign 554 87

WebDDoS,

PCC AE DNN
Attack 0 660

UDP-Lag, DNN Benign 1493 97

UDP-Lag, DNN Attack 106 1530

UDP-Lag, AE DNN Benign 1496 94

UDP-Lag, AE DNN Attack 339 1297
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Continuation of Table 4.14

Attack and Model Label Predicted Benign Predicted Attack

UDP-Lag,

PCC AE DNN
Benign 1430 160

UDP-Lag,

PCC AE DNN
Attack 34 1602

TFTP, DNN Benign 1696898 1135

TFTP, DNN Attack 796 1698565

TFTP, AE DNN Benign 1676183 21850

TFTP, AE DNN Attack 1794 1697567

TFTP,

PCC AE DNN
Benign 1691249 6784

TFTP,

PCC AE DNN
Attack 2844 1696517

4.7 Discussion of the results

As is shown in Section 4.6, three models performs different on different attacks. In

this section, the best model for each attack type is selected in the ensembled model.

The metrics F1-score is used to select the models to avoid low accuracy when the

testing data is highly imbalanced. Taking this into consideration, the selected models

are listed in Table 4.15.

From the results, we can conclude that for different attack types, the performance

of each model would be different. This result reflects a famous theory: No free lunch.

In comparison with the DNN and DNN with AE, a general conclusion is that the

Auto Encoder would bring down the F1-score in most cases. However, for some attack

types such as SNMP, the DNN with AE improved the testing F1-score. However, for

some attack types such as UDP-Lag, the DNN with AE brought the F1-score from

93,7% to 86,5%.

In comparison with the approaches with and without dropping pandas-profiling-

selected columns, the results show in most cases, with dropping the columns, the

F1-score is slightly lower than without dropping the columns. This situation may be

caused by the loss of information in the dropped columns. However, in some cases
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Figure 4.11: SNMP AE loss

Attack Type Selected Model F1-score
SNMP AE DNN 0.88227

NetBIOS DNN 0.99635
MSSQL AE DNN 0.94128

UDP DNN 0.99343
SSDP DNN 0.99183
LDAP AE DNN 0.56751
SYN DNN 0.99979
NTP DNN 0.99502
DNS DNN 0.71763

WebDDoS PCC AE DNN 0.93268
UDP-Lag PCC AE DNN 0.93969

TFTP DNN 0.99943

Table 4.15: Model Selection
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such as UDP-Lag, the F1-score is slightly improved with dropping the columns. There

is one case that deserves attention, WebDDoS. The DNN and the DNN with AE can

not successfully discriminate it from benign attacks, but with dropping the selected

columns, the model can precisely tell the attacks from the benign data. The F1-

score increases from 33.0% to 93.3%. The reason behind this may be after dropping

the columns, the interference factors are gone. Thus, the remaining data has higher

purity and becomes less challenging to be determined.



Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this paper, three different deep learning models are proposed for DDoS detection.

The testing results reflect a famous theorem: No Free Lunch. We found that for each

DDoS attack type, three models perform differently. For some attack types, using

feature reduction or compressing techniques may bring down the F1-score. However,

for other attack types, this technique may increase the performance drastically. The

F1-score for SNMP increased from 75.0% to 88.2% by applying Auto Encoder. For

UDP, the difference is more prominent. Before using Auto Encoder, the F1-score

is 0.3%, which means the model misclassified almost all attacks to benign. After

applying Auto Encoder, the F1-score is increased to 98.6%. Another example is

WebDDoS; both DNN and DNN with Auto Encoder did not give high F1-score. In

comparison with the third approach, which integrates pandas-profiling, the F1-score

is improved significantly to 93.3%. The results show that the three proposed models

outperform each other in some circumstances.

The performance of the proposed models is better than the benchmarks we set

in Section 3.3. The proposed models outperform the models in the original paper[8]

as well. In the results of Sharafaldin[8], the highest F1-score is 69%. The highest

F1-score from benchmarks is 77.393%.

Although DDoS attack remains to be a major type of attacks that happens in the

networks. Because DDoS attacks can be launched and reflected by legitimated users

on the networks, it is hard for the victims to detect and prevent it. However, many

researchers have targeted this problem.

In order to explore the difficulty of detecting DDoS attacks, especially those who

have risen in recent years, the CICDDoS2019 dataset is selected as the training and

testing set in this paper. To gain the most precise information, we also used CIC-

FlowMeter to generate the features directly from raw PCAP files.

67
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5.2 Future work

In the experiment, the models were trained and tested separately. This means the

models can only discriminate against an attack from benign traffic. However, in real

networks, different types of attacks are mixed with benign traffic. The models trained

in this paper can not determine an attack from a mixture like that.

Future researchers should consider, the next step of the research should focus

on developing an algorithm to combine the models and build an ensemble classifier.

In the ensemble classifier, each model should give a prediction, and the ensemble

model should develop a mechanism to make a decision based on the predictions. The

algorithm could be a voting system or a weighted mechanism.

Another shortcoming of the research is that the models can not work in real-time.

As is known, a server could receive thousands of requests per second. But CIC-

FlowMeter can only analyze the packets and output CSV files. If the CIC-FlowMeter

can be modified to generate feature tensors and the tensors can be directly fed into

the models, a real-time DDoS detection system can be built.

Last but not least, in the dimension reduction part, another important technique

is not used. It is independent component analysis. Future researchers should consider

using this technique and comparing the testing results.

Although researchers have done a significant amount of work regarding DDoS

detection and prevention, the threats and challenges of DDoS will keep showing up in

the future. Every small piece of work from each researcher will make a difference in

the area. With more novel DDoS attack types rising and more researchers working,

DDoS detection techniques will ultimately evolve.
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