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#### Abstract

Teleoperation of robotic manipulators has been one of the popular research areas in the robotics research community for last couple of decades. A variety of control methods have been proposed for bilateral and multilateral teleoperation of robotic manipulators. Although a lot of research has been carried out on teleoperation control, some of the aspects of these systems are still unexplored. For example, most of the control schemes for teleoperation systems focus only on the compensation of time delays while there exist other performance metrics for these systems such as better transparency, optimal force distribution and authority adjustment in cooperative applications. Additionally, some of the control schemes lack to provide the guaranteed stability of the teleoperation system. This research works aims to propose novel teleoperation and cooperative control schemes for fixed-base and mobile manipulators. This research work can be divided into two main parts. The first part of this thesis is focused on the development of a Time Domain Passivity Control (TDPC) scheme which ensures the stability of the multilateral teleoperation system under constant and varying time delays. The proposed control framework not only avoids the zero division problem of the control laws of traditional TDPC but also provides a novel communication channel architecture to assign weights to master and slave robots to cooperatively execute the task. Simulation and experimental results validate the efficacy of the proposed TDPC scheme for the multilateral teleoperation of fixed-base robotic manipulators. The second part is focused on the cooperative and teleoperation control of mobile manipulators. A couple of novel cooperative control schemes have been proposed for the cooperative control of mobile manipulators to manipulate a common object attached to the end-effectors. An adaptive robust teleoperation control scheme has also been proposed with the control objectives of guaranteed stability, synchronization and internal force distribution. Simulation results validate the efficacy of the proposed schemes for the cooperative control and teleoperation of mobile manipulators.
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| $X_{o}$ | Position of the object |
| $m_{o}$ | Mass of the object |
| $I_{o}$ | Inertia of the object |
| $I_{3}$ | Identity matrix of dimension $3 \times 3$ |
| $\ddot{X}_{o}^{d}$ | Desired acceleration of the object |
| $h_{\text {env }}$ | Environmental or external wrench |
| $a_{d}, b_{d}, c_{d}$ | Constant positive gains |
| $G$ | Grasp or grip transformation matrix |
| $G^{*}$ | Generalized inverse of $G$ |
| $\dot{\nu}_{r i}$ | Operational space reference velocity |
| $k_{a}, k_{b}$ | Positive constants |
| $h_{i}^{d}$ | Desired wrench to be exerted by the end-effector |
| $\delta_{i}$ | Operational space sliding vector |


| Chapter 7 |  |
| :---: | :---: |
| EL | Euler Lagrange |
| SMMS | Single master multiple slaves |
| ARC | Adaptive robust controller |
| DOF | Degrees of freedom |
| M | Inertia matrix of the master manipulator |
| C | Centripetal and coriolis matrix of the master manipulator |
| $G$ | Gravitational force vector of the master manipulator |
| $u_{m}$ | Control input to the master manipulator |
| $J_{m}$ | Jacobian matrix |
| $F_{h}$ | Force applied by the human operator |
| $x_{m}$ | Position and angle of the end-effector |
| $M_{c}$ | Inertia matrix in Cartesian space |
| $C_{c}$ | Centripetal and coriolis matrix in Cartesian space |
| $G_{C}$ | Gravitational force vector in Cartesian space |
| $u_{m_{c}}$ | Control input in Cartesian space |
| $F_{h_{c}}$ | Force applied by the human operator in Cartesian space |
| $M_{o}$ | Inertia matrix of the object |
| $C_{o}$ | Centripetal and coriolis matrix of the object |
| $G_{o}$ | Gravitational force vector of the object |
| $F_{i}$ | Force exerted on the object by the $i$ th manipulator |
| $F_{e}$ | Environment reaction force |
| $B_{e}, C_{e}, K_{e}$ | Unknown parameters of environment reaction force |
| $\varphi_{e}$ | Regressor signal of the object |
| $x_{o}$ | Position of the object |
| $L_{i}$ | Nonsingular transformation matrix |
| $n$ | Degrees of freedom of the manipulator arm |
| $m$ | Degrees of freedom of the mobile base |
| $M_{\text {si }}$ | Inertia matrix of the slave |


| $C_{s i}$ | Centripetal and coriolis matrix of the slave |
| :---: | :---: |
| $G_{s i}$ | Gravitational force vector of the slave |
| $f_{i}$ | Generalized constraint force or torque |
| $f_{\text {in }}$ | Generalized constraint force of nonholonomic constraint |
| $f_{\text {ih }}$ | Generalized constraint force of holonomic constraint |
| $\lambda_{i}$ | Langrangian multiplier |
| $\lambda_{i n}$ | Langrangian multiplier of nonholonomic constraint |
| $\lambda_{\text {ih }}$ | Langrangian multiplier of holonomic constraint |
| $A_{i}$ | Kinematic constraint matrix |
| $B_{i}$ | Input transformation matrix |
| $\tau_{i}$ | Control input |
| $q_{s i}$ | Generalized coordinates of the slave |
| $q_{i p}$ | Generalized coordinates of the mobile base |
| $q_{i a}$ | Generalized coordinates of the manipulator arm |
| $M_{i p}$ | Inertia matrix of the mobile base |
| $M_{i a}$ | Inertia matrix of the manipulator arm |
| $M_{i p a}$ and $M_{i a p}$ | Coupling inertia matrices of the base and arm |
| $C_{i p}$ | Centripetal and coriolis matrix of the mobile base |
| $C_{i a}$ | Centripetal and coriolis matrix of the manipulator arm |
| $C_{i p a}$ and $C_{i a p}$ | Coupling centripetal and coriolis matrices of the base and arm |
| $G_{i p}$ | Gravitational force of the mobile base |
| $G_{i a}$ | Gravitational force of the manipulator arm |
| $B_{i p}$ | Input transformation matrix of the mobile base |
| $B_{i a}$ | Input transformation matrix of the arm |
| $\tau_{i p}$ | Control input of the mobile base |
| $\tau_{i a}$ | Control input of the manipulator arm |
| $x_{i}, y_{i}$ | Coordinates of center of the mobile base |
| $\theta_{i p}$ | Heading angle of the mobile base |
| $H_{i}$ | Rank $m$ matrix |
| $\alpha_{i}$ | Steering velocity of the mobile base |
| $v_{i}, \omega_{i}$ | Linear and angular velocities of the mobile base |


| $\theta_{i R}, \theta_{i L}$ | Left and right wheel velocities of the mobile base |
| :--- | :--- |
| $R$ | Radius of the wheels |
| $D$ | Distance of two wheels |
| $\eta_{i}$ | A vector |
| $M_{\eta i}$ | Inertia matrix of reduced dynamic model |
| $C_{\eta i}$ | Centripetal and coriolis matrix of reduced dynamic model |
| $G_{\eta i}$ | Gravitational force vector of reduced dynamic model |
| $\tau_{\eta i}$ | Control input of reduced dynamic model |
| $X_{i}$ | Variables defining the task of the mobile manipulator |
| $X_{m a}$ | End-effector pose |
| $f_{i}\left(\eta_{i}\right)$ | A nonlinear transformation |
| $J_{m a}$ | Jacobian of the end-effector |
| $X_{m p}$ | Motion of the mobile base |
| $g_{i}\left(\eta_{i}\right)$ | A nonlinear transformation |
| $J_{m p}$ | Jacobian of the mobile base |
| $J\left(\eta_{i}\right)$ | Extended square Jacobian matrix |
| $M_{x i}$ | Operational space inertia matrix |
| $C_{x i}$ | Operational space centripetal and coriolis matrix |
| $G_{x i}$ | Operational space gravitational force |
| $\tau_{x i}$ | Operational space control input |
| $\mu_{m 1, m 2}$ and $\mu_{o 1, o 2}$ | Positive constants |
| $I$ | Identity matrix |
| $\theta_{m}$ | Vector of unknown parameters of the master manipulator |
| $\theta_{o}$ | Vector of unknown parameters of the object |
| $\theta_{e}$ | Rector of unknown parameters of the environment |
| $\varphi_{m}$ | Regressor matrix of the master manipulator of the object |
| $\varphi_{o}$ | Reference velocities and accelerations |
| $\dot{x}_{m, r}, \ddot{x}_{m, r}, \dot{x}_{o, r}, \ddot{x}_{o, r}$ |  |
| $\hat{\theta}$ | Estimate of the parameters |
| $\tilde{\theta}$ | Estion error of the parameters <br> $\Omega_{\theta}$ |


| $\theta_{\text {min }}, \theta_{\text {max }}$ | Known constant vectors or scalars |
| :---: | :---: |
| $\hat{F}_{e}$ | Predicted environment reaction force |
| $x_{o d}$ | Desired object trajectory |
| $\Gamma$ | Positive definite matrix |
| $\gamma$ | Adaptation parameter |
| $n_{\hat{\theta}}$ | Unit normal vector at $\hat{\theta}$ |
| $\Omega$ | Interior of $\Omega_{\theta}$ |
| $\delta \Omega_{\theta}$ | Boundary of $\Omega_{\theta}$ |
| $\bar{\Omega}_{\theta}$ | Known bounded set |
| $H_{f}(s)$ | A stable filter |
| $F_{e f}$ | Filtered value of $F_{e}$ |
| $\varphi_{e f}$ | Filtered value of $\varphi_{e}$ |
| $\hat{F}_{e f}$ | Prediction output |
| $\varepsilon$ | Prediction error |
| $\alpha$ | Forgetting factor |
| $v$ | A positive constant |
| $\zeta_{M}$ | Bound on \|| $\Gamma_{e}(t) \\|$ |
| $k_{m}$ | A positive constant |
| $x_{m_{d t}}$ | Desired master trajectory |
| $k_{f}$ | A positive force scaling factor |
| $\theta_{d}$ | Target parameter vector of impedance behavior |
| $s_{m}$ | A switching like quantity |
| $k_{m 1}$ | A positive diagonal matrix |
| $K_{p}$ | A symmetric positive definite matrix |
| $u_{f}$ | Robust control term |
| $\sigma_{m}$ | A small design parameter |
| $\sigma_{\text {min }}$ | Minimum eigenvalue of a matrix |
| $H_{r}(s)$ | A stable filter |
| $s_{s}$ | A switching like quantity |
| $k_{s 1}$ | A positive diagonal matrix |
| $K_{d}$ | A symmetric positive definite matrix |


| $u_{r}$ | Robust control term |
| :--- | :--- |
| $\sigma_{s}$ | A small design parameter |
| $u_{s i}$ | Input to the slaves |
| $F_{i n t}$ | The internal force |
| $Q$ | A weighting matrix |
| $f_{d}$ | An arbitrary force vector |
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## Chapter 1

## Introduction

In robotics, a robotic manipulator is normally considered to be a device or a mechanism which is used to manipulate things without a direct contact of the human. A robotic manipulator consists of multiple links attached to each other by different types of joints. Applications of robotic manipulators have a wide variety that is why a lot of research has been carried out on robotic manipulators in last two decades. The applications of robotic manipulation can be found in hazardous material handling, manufacturing, logistics and transportation, agriculture, rescue missions, space and planetary explorations, underwater explorations, fire fighting, surgical operations and disaster management [1-6]. The robotic manipulators can be divided into two main categories based on the mobility of the systems.

### 1.1 Fixed-Base vs Mobile Manipulators

Fixed-base manipulators, as the name suggests, are the robotic manipulators which are fixed on a static base having zero mobility in the workspace. This means that the only available workspace or reachability of such manipulators depends on the movements of the links or the joint motions. Increasing the number of links may increase the workspace of a fixed-base robotic manipulator however as the base is fixed, the manipulator itself can not move in the workspace for the execution of a task. Although such manipulators have disadvantage of limited workspace, but their control is relatively easy as the system only consists of links and joints.

In contrast to the fixed-base manipulators, mobile manipulators are defined as the robotic manipulators equipped with legs, tracks or wheels. A special class of mobile manipulators is aerial manipulators. Mobile manipulators have the ability to move from one point to another depending on the task requirements thus having an increased workspace as compared to the fixed-base manipulators. Although we get the obvious advantage of increased workspace of mobile manipulators, their control and motion planning is difficult as in addition to the links and joints the system now includes a mobile base or platform. The
control design of such systems must take into account the movement of the legs or wheels for motion planning or obstacle avoidance. A number of control methods have appeared in the literature for various applications of the fixed-base and mobile robotic manipulators.

- Hazardous Applications: Fixed-base or mobile manipulators have been used in hazardous environments where a human is unable to work. Hazardous material handling is one of the famous area of such applications specifically in nuclear plants where radioactive materials are used. Other applications include landmine eradication, land excavation, deactivation and decommissioning (D\&D), hazardous site cleaning and biological experimentation [2]. A few examples of robotic manipulators in hazardous applications are shown in Fig.1.1.


Figure 1.1: (a) A robotic demining mobile manipulator, (b) Gryphon experimental mobile manipulator, (c) A D\&D fixed-base manipulator, (d) A mobile excavator [2]

- Industrial Applications: A variety of applications of fixed-base and mobile manipulators can be found in industry these days. These applications vary from manufacturing, logistics, food to electronics and solar cells [2]. A few examples of robotic manipulators in industry are shown in Fig. 1.2


Figure 1.2: (a) A fixed-base assembly manipulator, (b) PUMA fixed-base manipulator, (c) A cleaning mobile manipulator, (d) Fixed-base welding manipulators [2]

- Agricultural Applications Mobile manipulators have been widely used in the harvestation of crops and cutting tress. The accuracy and efficiency of these manipulators is much more than humans so they are used in large agricultural areas. A couple of examples of such manipulators are shown below in Fig 1.3][2].

(a)

(b)

Figure 1.3: (a) A cut-to-length mobile manipulator, (b) A mobile tree harvester [2]

- Search and Rescue Applications Another area of research and applications of robotic manipulators is in search and rescue operations. Disaster management with the help
of robots have proved to be extremely invaluable especially in situations where the human presence is dangerous for rescue missions. Earthquakes and other natural disasters are unavoidable however the loss from such events can be reduced significantly with the help of well executed plans when platoons of robotic manipulators operate in tough conditions [2]. A few examples of robotic manipulators in search and rescue operations are shown in Fig, 1.4.


Figure 1.4: (a) A mobile manipulator used at Sago Mine disaster in 2006, (b) A home searching mobile manipulator, (c) A mobile manipulator for disaster management, (d) Testing of a manipulator for rescue missions [2]

- Space Applications Robotic manipulators in space applications serve as the assistants of the astronauts for facilitating the tasks of manipulation, servicing and assembly. Space applications not only involve the on-site robotic manipulators in the presence of humans but their teleoperation is equally popular in the space community. In fact, the teleoperation of robotic manipulators in space is considered to be much more useful as in that case the human does not have to be present at the remote site. A widely accepted application of space manipulators is the servicing of a malfunctioning space craft [2]. A few examples of robotic manipulators in space are
shown in Fig. 1.5 .


Figure 1.5: (a) Ranger, the space manipulator, (b) A space shuttle remote manipulator system, (c) A Mars exploration rover equipped with a manipulator arm, (d) A conceptual drawing for robotic rescue of Hubble space telescope [2]

### 1.2 Teleoperation of Manipulators

Robotic applications such as rescue and surveillance, heavy object manipulation, manufacturing, fire fighting, agriculture management, logistics and disaster management normally require multiple fixed-base manipulators or mobile manipulators due to their increased capacity of cooperative and coordinated handling. A single robotic manipulator is not enough to handle complex tasks especially in industrial applications so there comes a dire need to replace such a manipulator with multiple robotic manipulators. Many tasks which are not feasible or impossible to be carried out by a single manipulator become suitable when we employ multiple manipulators to cooperatively execute the task. Over the past decade, there has been an increased interest of researchers in investigating new control methods for multiple robotic manipulators. Cooperative nature of control strategies for robotic manipulators makes it more suitable for researchers to develop models which can be applied to
any application without the loss of generality. Another key advantage of multiple robotic manipulators applications is the involvement of the human operator as required by the task completion. The human operator can stay in the loop to supervise the task performance even though the centralized or decentralized control schemes are robust enough to take care of the disturbances and exogenous inputs in the system. A team of robots operating under the supervision of a human operator or multiple human operators is obviously much more efficient and reliable than a single robot performing a task.

The collaborative and cooperative nature of control for robot teams has emerged as a decent solution to the applications where a single robot is not capable of handling complex tasks and that is the reason that these systems have found applications in diverse areas as mentioned above. This applicability and feasibility of multiple robots in various applications is motivating the researchers to carry out research in this area. Over the last few years, a number of control methods have appeared in the literature for cooperative and coordinated control of multiple robots. Although, the generalization of applicability of control schemes for robot teams is considered appropriate however, as the dynamics of robotic manipulators differ from conventional multiagent systems so the nature of control changes accordingly. The nature of control becomes even more complex when the multiple robotic manipulators, fixed-base or mobile, handle an object for the transportation from one point to another and the main reason of this complexity is the coupling of these interconnected systems. The task achievement heavily depends on the understanding of these coupling interactions and appropriate motion and force control schemes. This research work is focused on different control methods for the applications of teleoperation and cooperative/coordinated control of robotic manipulators. The following sections provide an introduction of teleoperation systems, bilateral and multilateral, for the research work that will be used in the subsequent chapters.

### 1.3 Bilateral Teleoperation

Teleoperation, as the name depicts, is a branch of robotics in which a robotic operation is completed maintaining a distance between the user and the environment. More specifically, teleoperation is a loop of actions in which a user operates a master device which in turns sends the position or velocity commands to the slave and the slave tracks the trajectory of the master to interact with the environment. The interaction forces are sent back to the
master side for the human operator to feel. These commands are sent over a communication network. A bilateral teleoperation system usually consists of a single master and a single slave robot. A general bilateral teleoperation system looks like the one shown in Fig. 1.6][3]. The involvement of a human operator in teleoperation systems makes it interesting and that


Figure 1.6: Bilateral Teleoperation [3]
results in numerous applications that are not limited to space, underwater, rescue situations, hazardous environments, rehabilitation and medical systems [3].

### 1.4 Multilateral Teleoperation

A substantial increase in the requirements of coordinated manipulations in industry or in other environments, demands the conventional bilateral teleoperation systems to be extended to multilateral teleoperation systems where a human operates $n$ master manipulators to control $n$ slave manipulators in a remote environment to perform a coordinated task such as hazardous material handling, underwater and outer space exploration, surgical operations, mining, education, multi-user online gaming and etc [7-11]. This extension of bilateral teleoperation systems to multilateral teleoperation systems increases the overall complexity and control as more signals are transmitted over the communication network. A typical multilateral teleoperation system is shown in Fig [1.7][11].

The main challenging issues faced in multilateral teleoperation systems are, 1) time delay in signal transmission between the masters and slaves; 2) transparency, giving the human the real feel of handling the objects in a remote environment; 3) the nonlinear dynamics of manipulators, modeling errors, parametric uncertainties and exogenous inputs; 4)


Figure 1.7: Multilateral Teleoperation [11]
the distribution of internal force in multiple slaves cooperatively manipulating a tool or object [1, 12-14]. As a lot of research has already been done on bilateral teleoperation systems, in some cases we can borrow the same ideas of control methods to meet the requirements of multilateral teleoperation systems control as the main focus of such control schemes would normally be the communication delay [15-17].

The use of communication channels to make it possible for humans to link various plants together to perform specified tasks is giving a substantial rise to develop more robust control structures. Distributed control systems are increasing day by day. Communication between different nodes in a networked control system (NCS) is a vital aspect of distributed control systems. Ease of maintenance, low cost, flexibility and ease of installation of an NCS are the main benefits that are making NCS more desirable for control engineers to use in teleoperation applications. But before we get all these advantages, there are some issues that need to be resolved first and the most important issue that is of more importance is to reduce the delay in communication between separate nodes, controllers or agents. The constraints of an NCS can be roughly described as below [18-25].

- Packet drpouts due to unreliability of network
- Quantization errors
- Variable sampling/transmission intervals
- Variable communication delay
- Constraints caused by the sharing of network by multiple nodes

As we consider the communication delay as the most disadvantageous factor of an NCS, we always want to have a minimum communication delay in our control systems. The reason of delay can be limited bandwidth and overhead in the nodes and network [26]. Numerous efforts have been made to reduce the latency or network delay to make control architectures more sophisticated and reliable. In recent years, different strategies have been developed and many more are in the development process which truly clarify the importance of network delay in a control system.

### 1.5 Research Motivation

Teleoperation or cooperative/coordinated control of robotic manipulators can be challenging as it involves multiple human operators, multiple master and slave manipulators and increased number of signal transmission over a communication channel or a graph topology. A lot of research has been carried out focusing the teleoperation and cooperative control of robotic manipulators for number of applications however some certain constraints, cooperative/coordinated nature of control or time delays, of these systems are not considered in control design. For example, the teleoperation systems encounter a general constraint of time delays and some of the control methods rely on assumptions that the time delay is constant however in reality it can be time varying. There can be room for improvement in the existing control methods so the research to improve the existing methods as well as the development of novel control designs is important to increase the robustness and applicability of these systems.

### 1.6 Thesis Outline and Contributions

This thesis is focused on the development of new control schemes for fixed-base and mobile manipulators. More specifically, this works intends to propose control schemes for the teleoperation and cooperative/coordinated control of multiple manipulators. The organization of this thesis is focused on the teleoperation control of fixed-base robotic manipulators and modeling, control and teleoperation of multiple mobile manipulators. Chapter 1 presents the background information on fixed-base manipulators, mobile manipulators, and teleoperation of manipulators followed by the contributions of the thesis. Chapter 2 presents the
literature review of the existing control schemes on the multilateral teleoperation of fixedbase and mobile manipulators with coooperative control schemes of mobile manipulators. Chapter 3 is focused on the Time Domain Passivity Control (TDPC) for multilateral teleoperation of fixed-base manipulators. Chapter 4 is on the modeling of the mobile manipulators and Chapter 5 and 6 present novel control methods on cooperative and coordinated control for object manipulation. Chapter 7 is focused on the adaptive robust control for the teleoperation of mobile manipulators followed by the conclusions and future work in Chapter 8. The contributions of this research work can be divided into three main parts:

1. Teleoperation of fixed-base manipulators: This part is focused on the development of a novel TDPC scheme for multilateral teleoperation of fixed-base robotic manipulators under constant and varying time delays. This part of the research work has been published in the following articles.

- Ahmad, U., and Pan, Y. J. (2018). A Time Domain Passivity Approach for Asymmetric Multilateral Teleoperation System. IEEE Access, 6, 519-531.
- Ahmad, U., Pan, Y. J. (2016, December). Switching Time Domain Passivity Control for Multilateral Teleoperation Systems under Time Varying Delays, In Decision and Control (CDC), 2016 IEEE 55th Conference on (pp. 1429-1434). IEEE.
- Ahmad, U., Pan, Y. J., ul Husnain, A. (2016, November). Switching Time Domain Passivity Control for Multilateral Teleoperation Systems, In Robotics and Artificial Intelligence (ICRAI), 2016 2nd International Conference on (pp. 69-74). IEEE.

2. Cooperative control of mobile manipulators: This part presents the development of novel cooperative/coordinated control of multiple mobile manipulators for manipulation tasks. A part of this research work has been published or in-preparation in the following articles.

- Ahmad, U., Pan, Y. J., Shen, H., Liu, S., Cooperative Control of Mobile Manipulators Transporting an Object based on an Adaptive Backstepping Approach, In 2018 IEEE 14th International Conference on Control and Automation (ICCA) (pp. 198203), IEEE.
- Ahmad, U., Pan, Y. J., Shen, H., Null Space and Operational Space Control of Mobile Manipulators for Object Transportation, International Journal of Robust and

Nonlinear Control, November 2018 (In-preparation).
3. Teleoperation of mobile manipulators: This part provides the development of a novel multilateral teleoperation control scheme for single master multiple slave system. This research work is in-preparation in the following article.

- Ahmad, U., Pan, Y. J., Shen, H., Adaptive Robust Control for Teleoperation of Single Master Multiple Slave Manipulators under Time Delays, IET Control Theory and Applications, November 2018 (In-preparation).

The contributions of the individual chapters of this thesis are as follows. Chapter 3 is focused on the development of a novel TDPC scheme for the multilateral teleoperation of fixed-base manipulators where the constant and varying time delays have been considered in control design. The existing framework of TDPC control design inherits the possibility of singularity points in velocity and force signals of the master and slave. The occurrence of these singularity points is unwanted and is the main motivation of this work. This work proposes an improved TDPC scheme where the singularity points are avoided in the control design thus guaranteeing the stability of the whole system. A novel passivity controller design is proposed to overcome the zero division problem of the traditional TDPC. A novel communication channel architecture is implemented for the transmission of signals in forward and backward directions. Chapter 5 and 6 develop novel cooperative control schemes based on the adaptive backstepping control and null and operational space control of the mobile manipulators handling a common object. In Chapter 5, the main contribution is to propose an approach to simultaneously control the mobile platform and the robotic arm for proper trajectory tracking of the end-effectors for motion coordination. In Chapter 6, an adaptive control design is developed to deal with the uncertain parameters of the system. A synchronizing controller is used to achieve the synchronization of the mobile manipulators communicating over a strongly connected graph while dealing with the time delays. Decoupling of null and operational space provides the decentralized control of the mobile platform and the manipulator arm. A predefined object trajectory is provided to the agents to control the mobile platforms to achieve the main objective of the transportation of the object. The teleoperation control of single master multiple slaves (SMMS) is presented in Chapter 7 where the master system is a fixed-base robotic manipulator and the slaves are multiple mobile manipulators. An adaptive robust control design is proposed for the SMMS
teleoperation system which not only guarantees the stability of the system but also meets the control objectives of synchronization and internal force distribution.

## Chapter 2

## Literature Review

The substantial increase of the advancement in the field of robotics has resulted in the development of various autonomous systems operating in different environments. However, all the robotic systems which are being employed in industry or in other environments are associated with different performance metrics depending upon the task requirements. The importance of these performance metrics is so vital that in some of the applications the involvement of human operators is highly demanding. One of the class of such robotic operations is teleoperation where the human operator remains in the loop to supervise the whole robotic operation. This chapter presents the literature review of the control methods for multilateral teleoperation systems.

### 2.1 Multilateral Teleoperation of Fixed-Base Manipulators

Multilateral teleoperation systems are considered to be an extended class of bilateral teleoperation systems where multiple humans, and robotic systems can be the part of a single teleoperation system. A bilateral teleoperation usually consists of a human, a master robot, a communication channel for forward and backward signal transmission, a slave robot and the environment as shown in Fig .2.1] [27].


Figure 2.1: A general representation of bilateral teleoperation system [27]

A multilateral teleoperation system can have more than 2 robotic agents (master and slave robots) involved in the operation. Another class of teleoperation systems is trilateral teleoperation where the number of robotic agents is 3 , however, in this work we will be considering the trilateral teleoperation systems as a general case of multilateral teleoperation systems. A general representation of cooperative multilateral teleoperation is depicted in Fig.2.2 [27]. For any teleoperation system, the control objectives include guaranteed stability, synchronization, better transparency or realism and in some cases optimal force distribution. The subsequent content of this chapter discusses the control schemes for multilateral teleoperation systems.


Figure 2.2: A general representation of cooperative multilateral teleoperation system [27]

Model based control of teleoperation systems some time face the challenges of modeling errors and uncertainties. Precise measurement of parameters of robots used in teleoperation systems is hard and there can be a situation where nonlinear dynamics of the robots are not available. Adpative control schemes are proposed for such situations where robot parameters are estimated online or offline. Adaptive and robust techniques have been widely used for the control of multilateral teleoperation systems. In [28], an adaptive robust
control framework was proposed for cooperative teleoperation. The framework allowed the exchange of information, position force signals, between all the agents. A $\mu$-synthesis based scheme was implemented to handle the cooperative nature of the task while achieving the robust stability of the system. An adaptive motion force cooperative control scheme was presented in [29] where the projected force mappings were utilised to define the task subspaces of the agents. The division of task subspaces of the master and slave robots allowed to achieve the transparency objectives of the task. A couple of other adaptive control schemes for multilateral teleoperation appeared in [30, 31].

As most of the control schemes for teleoperation systems focus on the guaranteed stability without taking into account the uncertainties and external disturbances, there is a need of having a control design that guarantees the stability of the system in presence of exogenous inputs. This type of control is considered as robust control which actually makes the system less sensitive to the disturbances. [32] proposed a robust control scheme for bilateral teleoperation system where the slave was not equipped with a force sensor to measure the environment interaction forces. This scheme used a linearize model for the design of robust controller. Normally, in robust control design methods time delay is treated as a perturbation which makes sense but this approach was not valid if the time delay was large. In [33], the authors presented a novel adaptive robust control algorithm which not only guaranteed the stability of the multilateral teleoperation system but also provided excellent tracking performance, transparency and optimized internal force distribution in the presence of time delays, modeling errors and disturbances. [34] presented a new force position control architecture for multilateral teleoperation systems based on the small gain theorem and $H_{\infty}$ robust control. The dynamics of the operators and the environment were modeled as linear time invariant (LTI) one port networks and the masters and slaves were controlled by local PD controllers. Then, an $H_{\infty}$ robust controller was derived for the slave side to cater the uncertainties and it provided satisfactory tracking performance. The controller gains were tuned using the small gain theorem and $H_{\infty}$ control theory. In [35], the authors presented the idea of incorporating the virtual fixtures (VF) to allow an expert and a novice perform a surgical procedure concurrently. The motion generated by the expert who is performing the procedure was used to create an adaptive VF in the workspace of the novice. Different performance metrics were proposed and the same impedance control methodology was
adopted as in [36]. The main objective of the proposed medical training system was to have a slave robot following an $\alpha$-based combination of the masters positions. The parameter $\alpha$ was the dominance factor of the task and the adaptation law for this dominance factor was defined on four performance metrics, 1) total path length; 2) response orientation; 3) motion smoothness and 4) VF force effect. Adaptive guidance virtual fixture (GVF) was designed with the impedance control methodology to satisfy the desired objectives and the small gain theorem was used for the stability analysis.

Passivity based control (PBC) can be considered as one of the pioneer form of control methods for teleoperation systems. PBC initially emerged as a decent solution to maintain the stability of the bilateral teleoperation systems which was then extended to multilateral teleoperation. Over the last decade, it has been proved that the PBC schemes perform equally well under constraints of time delays. Passivity theory is considered an input-output property of a system and has its roots in network systems and it describes the transfer of energy in connected systems. Considering the interconnections of systems, we can prove that interconnection of two passive systems will be a passive system. As teleoperation systems are interconnection of subsystems, human operator, teleoperator and environment, so by proving the passivity of the whole system we can reasonably discuss the stability. In teleoperation systems, it is sometime assumed that the models of the human operator and the environment are passive so if we can prove that the teleoperator is passive then the stability of the closed loop system can be achieved.

In PBC control, scattering approach is one of the fundamental control methods for the teleoperation systems which again considers the teleoperation systems as interconnection of subsystems. Considering the subsystems of a teleoperation system as one port or two port networks, one can see the exchange of effort-flow (force-velocity) signals between them. The relationship of the forces and velocities can be expressed in terms of a hybrid or scattering matrix $H(s)$ as given below [37]. This scattering matrix can be used to prove the stability of the system.

$$
\binom{f_{1}(s)}{-\dot{x}_{2}(s)}=H(s)\binom{\dot{x}_{1}(s)}{f_{2}(s)}
$$

Wave variables approach was proposed in [38]. A lot of research hase been carried out using the same approach of wave variables for teleoperation [39]. As the teleoperation systems frequently experience the time delays so to avoid that a new control approach was required. Wave variable approach is closely related to scattering approach of [40]. The
whole concept of wave variable approach comes under the umbrella of passivity and wave variable transformation ensures that the passivity is preserved under this scheme. Power flow can be defined as,

$$
P=\dot{x}^{T} F=\frac{1}{2} u^{T} u-\frac{1}{2} v^{T} v
$$

Here, $\frac{1}{2} u^{T} u$ is the power flowing along the main direction considering a positive sign and $\frac{1}{2} v^{T} v$ is the power flowing against the main direction so having a negative sign. In this approach, $(u, v)$ can be calculated from $(\dot{x}, F)$ as follows,

$$
u=\frac{b \dot{x}+F}{\sqrt{2 b}}, \quad v=\frac{b \dot{x}-F}{\sqrt{2 b}}
$$

Here, $b$ is the wave impedance constant. This transformation is one to one and always remains unique. All the information is preserved in this transformation. A simple illustration of wave variables is given in Fig 2.3][38]. Power variables can be computed as follows,

$$
\begin{aligned}
b \dot{x} & =\sqrt{\frac{b}{2}}(u+v) \\
F & =\sqrt{\frac{b}{2}}(u-v)
\end{aligned}
$$

We can write,


Figure 2.3: Wave variables approach [38]

$$
\begin{aligned}
& F=b \dot{x}-\sqrt{2 b} v \\
& u=-v+\sqrt{2 b} \dot{x}
\end{aligned}
$$

In the wave variable approach, the impedance constant is the parameter that is used for tuning the system and is related to motion and force levels. If the value of impedance constant is increased, it will reduce the motion and causes an increase in the force levels and system appears as more damped. In contrast, if its value is decreased, the motion is increased and the force levels are reduced so the system appears less damped. Wave based


Figure 2.4: Wave variable approach input and output [38]
communication in terms of input and output variables can be shown as in Fig [2.4 [38]. The governing equations for the transmission are,

$$
\begin{aligned}
& u_{s}(t)=u_{m}(t-\tau) \\
& v_{m}(t)=v_{m}(t-\tau)
\end{aligned}
$$

The input is given as,

$$
\begin{aligned}
u_{m}(t) & =\frac{b \dot{x}_{m}(t)+F_{m}(t)}{\sqrt{2 b}} \\
v_{s}(t) & =\frac{b \dot{x}_{s}(t)-F_{s}(t)}{\sqrt{2 b}}
\end{aligned}
$$

And output equations are,

$$
\begin{aligned}
\dot{x}_{m}(t) & =\sqrt{\frac{2}{b}} v_{m}(t)+\frac{1}{b} F_{m}(t) \\
\dot{x}_{s}(t) & =\sqrt{\frac{2}{b}} v_{s}(t)-\frac{1}{b} F_{s}(t)
\end{aligned}
$$

This approach is now widely used in the teleoperation systems and has produced stable results. A wave variable based complete teleoperation scheme is shown below in Fig [2.5 [38].


Figure 2.5: Wave variable based teleoperation [38]

This wave variable approach can be easily extended to multilateral teleoperation systems. A modified wave variable control design was proposed in [41] to not only attain the synchronization of the slaves but the force tracking too. The modified control scheme reduced the reflections in the wave based structure while guaranteeing the passivity of the channels. Another improved verison of wave variable method for multilateral teleoperation appeared in [9] where a wave node was created to connect multiple wave variable based transmission lines. Under constant time delays, passivity of the system was achieved and the position drift was compensated by the wave integral error feedback. A conflict resolution type of control scheme for multiuser teleoperation was presented in [42] which used virtual nonlinear springs between the end of the transmission line and the master arm. A force threshold enabled the users to apply appropriate forces to execute the task and the forces were limited to a certain range in case of wrong inputs from the users. A study of experimental evaluations of multilateral teleoperation using wave filter was presented in [43] which used a proportional integral and derivative (PID) controller to improve the tracking in the teleoperator side. The main idea of that work was to establish the relationship of the stability analysis of wave variables and the PID control. A dual user authority adjustment mechanism was proposed in [44] based on the wave variable approach which provided guaranteed stability in the presence of constant communication delay and time varying authority function. Local impedance based controllers were implemented for each robot and the dominance function was modified with a wave transformation. A wave based control mechanism was presented in [45] for the cooperative manipulation of a virtual object. The users sent the position commands to control the object and received the forces. Using the passivity condition for multirate wave transformations, the stability of cooperative task was analyzed under multirate discrete time state space framework.

In 2002, Hannaford and Ryu put forward their control architecture of teleoperation system based on the passivity observers and controllers [46] and this control strategy ensured the stable teleoperation by making the whole system passive. Passivity is closely related to stability and making a system passive guarantees the stable operation of the system. A general teleoperation structure with passivity is presented in Figs 2.6 and 2.7. The time domain passivity control (TDPC) of teleoperation looks like the one shown in Fig 2.8. Two series passivity controllers were designed for passivity based teleoperation which worked on the principle of observing the passivity of the system by the use of passivity observers
on both sides. Passivity observers are designed such that at every time instant, passivity of the system is monitored. If at any instant, the system goes in an active state the passivity controller starts injecting damping in the system to maintain the passivity of the system by dissipating the extra energy. For detailed reading on passivity based control for bilateral teleoperation systems, the reader is referred to [47-51].


Figure 2.6: A general teleoperation system [47]


Figure 2.7: Teleoperation with master and slave [47]


Figure 2.8: TDPC based Teleoperation [47]

Based on TDPC, different control schemes have been proposed for multilateral teleoperation systems. In [52], an improved TDPC scheme was proposed which not only provided the guaranteed stability of the systems but also enhanced the transparency of the system using measured force feedback from the environment. The control design was flexible to be integrated with other passivity based control algorithms. A TDPC architecture was proposed in [53] which not only introduced the idea of using weighting coefficients for velocity and force signals but improved the traditional TDPC controller design in such a way that it
avoided the singularity points. Weighting coefficient selection allowed the user to transfer the authority of operation of the task while maintaining the stability of the system. In [36], a novel cooperative framework for multiple master single slave (MM/SS) teleoperation systems was proposed. The desired objective of the work was to have such a system which could be used to train the trainees for medical procedures using a dominance factor of the operators. To realize such a system, the position of the slave was proposed using $\alpha_{i}$ as the dominance factor specifying the authority of the operators in the task. In traditional single master single slave (SM/SS) systems, passivity theory can be used to prove the stability of the system. It is observed that the SM/SS systems are passive when the communication delay is negligible. The aforementioned work motivated the use of impedance surfaces to prove the stability as MM/SS systems did not exhibit the passivity property.

A multiuser collaborative teleoperation system was presented in [54] to control a robot arm. Visual feedback was sent to the users to cooperatively control the arm over the internet. A user interface was developed to get inputs from the users which was then converted to a single control stream for the robot arm. The potential application of this work was a multiuser game. Fuzzy system theory and neural networks have also been used to realize the cooperative nature of the multilateral teleoperation systems as in [[55-60]. Some of the research work on multilateral teleoperation has been reported in [61-63] related to medical applications.

### 2.2 Cooperative Control of Mobile Manipulators

Industrial applications like heavy object manipulation require a sophisticated system design in order to perform a task with accuracy and meeting a certain performance criteria. Cooperative mobile manipulators emerged as a decent solution to such industry applications and they not only provide the flexibility in task completion but also improve the applicability of these systems. An obvious advantage of the mobile manipulators over fixed-base manipulators is the increased workspace and dexterity [64-66]. In recent years, this area has attracted a lot of researchers working in robot control [67]. Over the last few years, cooperative task completion has emerged as an important research area especially when applications involve mobile manipulators [68-70]. Two novel control strategies were put forward in [69] to cooperatively manipulate an object by a team of mobile manipulators. One of the controllers was designed to achieve the perfect tracking of the object twist while the second controller
dealt with the stabilization of the twist in the presence of errors in the estimation of the parameters. A multi layer adaptive control was designed in [70] for cooperatively manipulating an object. A two layered coordinated control scheme was addressed in [71] for the object transportation with obstacle avoidance where a centralized-decentralized collision free architecture was implemented for safe manipulation. Similar to [70], a multi layer approach was proposed in [72] for the coordinated control of mobile manipulators where each layer was considered independent in the operation. One layer dealt only with the coordination control and the other layers adaptively updated the parameters of the robots. Obstacle avoidance was achieved by the redundancy of the system.
[73] presented a novel control of mobile manipulators for cooperatively grasping and driving an object rigidly attached to the end-effectors. Velocity commands were used to manipulate the object and the grasp shape was maintained without any fixtures with the formation control for collision avoidance. In [74], the authors proposed a decentralized integral sliding mode controller based on force and position to guarantee the exponential tracking of the mobile manipulators. The control scheme was implemented on omnidirectional mobile manipulators to transport an object. The controller design did not need dynamics or interaction force of the $i$ th mobile manipulator. Omnidirectional base in that system achieved object mobility using passive smooth velocity fields for collision free tracking. A constrained sequential linear quadratic optimal control approach was discussed in [75] where the problem of kinematic trajectory tracking of mobile manipulators was solved and the control was implemented on a 26 degrees of freedom (DOF) system. [76] presented a robust impedance controller with delay compensation for mobile manipulators. A state space model was addressed for electrically driven nonholonomic mobile manipulator. In that work, motor dynamics control provided fast computation as compared to torque control laws. The control law was not dependent on the robot dynamics as the nonlinear dynamics of the system were considered to be an external load.

Multi objective grasping of mobile manipulators was discussed in [77]. A path planning algorithm was proposed to compute the trajectory while increasing the manipulability of the system. The main goal was to find an optimized pose of the end-effector grasping an object. The pose of the object was obtained by a visual system in order to compute the optimized pose of the end-effector. An interesting manipulation scenario was reported in [78]
where the mobile manipulators had to carry an object on a slope following a desired trajectory. The control was divided into two parts: the first part used the extra degrees of freedom of the mobile manipulators to avoid any falling situation of the robots and the second part dealt with the instability in the robot postures by adjusting the forces exerted on the object. The inclined angle of the slope was measured by the extra sensors mounted on the robots which is not desirable in some situations due to extra cost.

With reference to mobile manipulators, backstepping can be used in systems with a specialized structure. It attempts to solve the nonholonomic navigation drawbacks that prevent tracking of a reference trajectory, following a path and point stabilization [79, 80]. It utilizes a Lyapunov design based on virtual controls [81]. Robust backstepping leads to quadratic robust control Lyapunov functions (RCLF) in a set of transformed coordinates [82, 83]. This type of RCLF can generate control laws with local gains that are not entirely necessary, leading to excessive control efforts such as high magnitude chattering in the control signal. This property is amplified at every stage in the recursive backstepping design.

A motion planning and control scheme was presented in [84] to manipulate a common object rigidly attached to the manipulators. A leader follower control was proposed in the aforementioned work where the object was considered to be a virtual leader. In [85], the author presented a two step controller design to manipulate an object using mobile robots. The first step used the artificial potential fields to control the motion of the mobile manipulators while avoiding the collisions and the second step involved the grasping of the object. An adaptive robust control scheme was presented in [86, 87] to manipulate a commonly grasped object by the mobile manipulators. The robustness of the control scheme not only managed to deal with the uncertainties in the parameters but with exogenous disturbances too. An adaptive fuzzy control design was addressed in [57] where the linear matrix inequalities (LMIs) were utilized to suppress the effects of uncertainties, perturbations and network delays. An extended impedance based control scheme was presented in [88] where the focus was to eliminate the undesired internal forces. The impact of the disturbances was reduced by means of decoupling in the task space.

In [89], a switched control algorithm was presented for cooperative mobile manipulation of rigid objects. The mobile manipulators accomplished the tasks of grasping the object and following a desired pose. A distributed scheme for the estimation of unknown
parameters of an unknown object was presented in [90]. A two phase, transport and manipulation, control scheme appeared in [91] where in the first phase, the mobile manipulators followed a trajectory by controlling the actuators for the wheels and in the second phase, the object was manipulated by controlling the joints of the arms. A simplified cooperative control approach was presented in [92] where the mobile platforms tracked an off-line designed trajectory and the compliant control was used to suppress the motion errors of the platforms. A Force-Amplifying N-robot Transport System (Force-ANTS) was proposed in [93] to coordinate the transportation of a heavy object in a plane. A hybrid methodology of cluster space control and force control appeared in [94] to effectively and safely manipulate an object with mobile manipulators. The formation of the mobile manipulators was maintained by cluster space control and the explicit force control provided safe application of the required forces to move the object in the desired orientation. A multiple layer control scheme was proposed in [95] for the coordinated and cooperative control of the mobile manipulators to transport a common object. Independent modules were developed for each layer to achieve cooperation and coordination while avoiding the obstacles in the trajectory of the mobile manipulators.

In [96], an optimal algorithm was used to search a graph which satisfied the closure and collision constraints of the mobile manipulators to find a possible shortest path for the cooperative manipulation of a body. Time optimal trajectories were calculated in a sequence to move along the consecutive points of the path. A heuristic approach was then utilized to avoid collisions with the moving objects in the environment. A local motion planning control was prsented in [97] for the collaborative manipulation of the deformable objects. A hybrid approach of distributed and centralized control was used for the collision avoidance and motion planning. A convex optimization problem was developed in a receding horizon planner which considered the shape of the soft object to provide a collision free path. A nonlinear model predictive control (NMPC) design guaranteed the manipulation of an object to a desired pose while navigating through the obstacles of the workspace. NMPC not only ensured the collision free manipulation but also provided the singularity free configurations of the mobile manipulators [98].

A teleoperation control scheme was presented in [99] for mobile robots where the gaze control of the robots was used. The environment of the mobile robot was represented with the help of a graphical user interface (GUI) to help the human operator understanding
the spatial relationships. An MPC control design was presented in [100] for the trajectory tracking of mobile robots with nonholonomic constraints. The MPC control incorporated the neural dynamic optimization (NDO) to track the trajectory. The tracking error kinematics were used in MPC to formulate the system as a quadratic programming (QP) problem which was then solved by primal dual neural network (PDNN). [101] proposed an MPC based technique to deal nonholonomic chained systems as two subsystems. The MPC used a general projection neural network (GPNN) to find the solution of a QP problem. The stability of GPNN was proved using Lyapunov method and the convergence of the optimal solution was guaranteed. As mobile robots fall under the same category of nonholonomic chained system or can be formulated as chained systems, the above mentioned method can be reformulated for the trajectory tracking of mobile robots with nonholonomic constraints. Assumptions regarding smoothness can be made in recursive backstepping models as there is a need to calculate the function derivatives during the creation of control law and Lyapunov function [102].

### 2.3 Teleoperation of Mobile Manipulators

The ever increasing demand of industrial applications like heavy object manipulation, safe and stable operation and complex task performances require a well designed control system to achieve all these goals. Traditional bilateral teleoperation systems are sometime not suitable for such applications and there comes the need to extend these systems to multilateral teleoperation. Another disadvantage of bilateral teleoperation systems having fixed base manipulators is the limited workspace and dexterity. Teleoperation of mobile manipulators emerges as a decent solution to all these problems and provides enough flexibility of achieving task execution goals with guaranteed stability and safety of operation. Additionally, the mobility of a robotic manipulator not only maximizes the task generality of the system but also provides an increased task space in structured or unstructured environments. This increase in the manipulation task capabilities of the mobile manipulators outclasses the conventional fixed base robotic manipulators however this comes at the cost of additional control design challenges.

Although multilateral teleoperation of mobile manipulators is a solution to the requirements of the industrial applications, the system becomes complicated due to increased number of human operators, master robots, slave robots, the transmission of signals over the
communication channel and the control of mobile base. The multilateral teleoperation control design poses challenges in handling the time delay, dynamics of the master and slave robots, the realism of the teleoperation system and the internal forces of the target object. The control algorithms for the mobile manipulators not only have to achieve a task specific criteria but also have to deal with other issues like redundancy resolution and simultaneous or decoupled control of the robotic arm and the mobile base. As we leverage the increased task space and dexterity of the mobile manipulator system, we face the challenges of high dimensionality and complexity in the control design [2,64, 103].

Teleoperation control of mobile manipulators has attracted researchers over the past few years and a number of control designs appear in the existing literature. A general scenario of the teleoperation of multiple mobile manipulators is depicted in Fig.2.9 [104]. A formation control design for the teleoperation of nonholonomic mobile manipulators under constant delays was proposed in [105]. A partial feedback linearization approach was applied for the formation control of the mobile manipulators teleoperated by a human. One of the limitations of the research was that the slave mobile manipulators were only controlled in the constrained workspace of the master robot. Additionally, only constant time delay in the communication channel was considered whereas in reality the delay could be time varying. A brain machine interfacing control of the mobile robot teleoperation was developed in [106] which was based on the visual feedback. Given an initial set and a goal set of the images, visual evoked potentials were used to generate the electroencephalogram (EEG) motion commands to make the image set converge to the goal set and the robots were controlled by the brain actuated path as indicated by the Bezier curve between the


Figure 2.9: Teleoperation of multiple mobile manipulators [104]
initial and the target points. Similar to [106], a brain actuated teleoperation control for a mobile robot was presented in [107] where the trajectory tracking of mobile robot was achieved by Bezier curve methodology. An EEG signal based telepresence control was presented in [108] to teleoperate a mobile robot. The teleoperation control was realized with the help of a brain computer interface ( BCI ) allowing the user to complete different tasks in the remote environment.

A human machine interface (HMI) was developed in [109] for the teleoperation of a mobile robot. The interface design was based on two separate components where one component received the surface electromyography (sEMG) signal from the human upper limb and the other component received the signals from Microsoft Kinect sensor. The interface allowed to control the movements of a humanoid mobile robot in 3D space using the estimation of the human upper limb movements by sEMG recordings and Microsoft Kinect sensor. In contrast to [109], a speech control method was presented in [110] for the teleoperation of a humanoid mobile robot. An active auditory perception system was implemented to make sure that the robot operated effectively. A voice signal was sent over the communication channel to the robot and the human received the visual feedback over the same communication channel. The event based teleoperation control provided robustness in the system to avoid time delays.

An adaptive controller was proposed in [111] to remotely control a mobile manipulator operating in an unbounded workspace. A velocity command from a joystick was sent over the communication channel to the slave side and the slave local controller made the slave end-effector converge globally and asymptotically to a proportional part of the master pose. A neural adaptive control scheme was developed in [112] for single master multiple slaves teleoperation system of mobile manipulators. The time delays and the dead zone uncertainties were take into account for the controller design of the mobile manipulators cooperatively handling an object. A linear matrix inequality (LMI) based model reference neural control approach was implemented to make the tracking errors converge to zero. The control algorithm was robust in the presence of uncertain parameters, disturbances, dead zone in input and time delays.

A time domain passivity approach (TDPA) was proposed in [46] for the bilateral teleoperation of a mobile manipulator. The human operator controlled the speed of the mobile base via a haptic device and the force feedback was transmitted to the human operator when
the robot interacted with the environment. The passivity observer and passivity controller made sure that the system remained passive during the operation to avoid instability. A switching control mechanism was proposed in [113] where the human operator could either control the position of the end-effector or the speed of the mobile base depending upon the requirement of the task. In [114], the authors proposed a switching control based teleoperation system where the control was classified into two modes. The locomotion mode allowed the user to control the motion of the mobile base of the mobile manipulator and the manipulation mode allowed to control the robotic arm only. The switching of these two modes was achieved by mounting a switch on the haptic device,

A hybrid control approach was presented in [115] where a teleoperation control without sensor feedback was realized by applying the torque observers. In [116], the authors proposed a proportional derivative (PD) like scheme to control the velocity of the end-effector of the mobile manipulator and the dynamics control and secondary control actions were achieved in the operational space. Absolute transparency based control schemes were discussed in [117] where the authors analyzed different control criterion applied to bilateral teleoperation of mobile robots. Absolute transparency, the realism of the teleoperation system, was tested for various control approaches applicable for mobile robot teleoperation. In all of the above mentioned research, the control design either deals with the control of a single mobile manipulator or with the bilateral teleoperation.

### 2.4 Preliminaries of Graph Theory

Multiagent systems (MAS) are comprised of several agents that are intelligent in nature and communicate over a network. Due to advantageous applications of multiagents systems, they are widely used these days for different purposes [118]. Multiagents systems are designed to perform those specific tasks which are nearly impossible to do by a single agent. However as the number of agents increases in multiagent systems, the level of difficulty to design controllers also gets increased. Multiagent systems work on the principle of consensus, a specific term which is used for the cooperative behavior of the agents working for a common task [119-124]. The control laws are formulated on the basis of a common consensus which is followed by the agents. Algebraic Graph theory is one of the most basic approach to easily understand the consensus and cooperative control of MAS.

The information that is exchanged between the agents is essentially based on graph theory. In a network of multiple agents connected over a communication network, the signal sharing or information exchange can be described by a communication graph. This section presents some basic concepts and definitions of graph theory which will subsequently be used in this thesis.

A graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ can be defined as a finite set $\mathcal{V}(\mathcal{G})=\left\{v_{i}, \ldots, v_{n}\right\}$, with elements called nodes or vertices, including a set $\mathcal{E}(\mathcal{G}) \subset \mathcal{V} \times \mathcal{V}$ with elements defined as edges, which is an ordered pair of distinct nodes $[125-127]$. The in-degree $d_{i}$ of a vertex $v \in \mathcal{V}(\mathcal{G})$ is the number of edges that have this vertex as a head. An undirected graph is a graph for which all the edges $\left(v_{i}, v_{j}\right) \in \mathcal{E}(\mathcal{G})$ and $\left(v_{j}, v_{i}\right) \in \mathcal{E}(\mathcal{G})$ otherwise it is a directed graph. A strongly connected graph is a directed graph in which any two vertices in $\mathcal{V}(\mathcal{G})$ can be joined by a path. The robots in a networked system can be represented as the vertices of a graph and the information exchange among them can be defined by a weighted graph as $\mathcal{G}_{w}=(\mathcal{V}, \mathcal{E}, \mathcal{W})$ where $\mathcal{W}\left(\mathcal{G}_{w}\right)=\left\{w_{i j}\right\}, j \in \mathcal{N}$, where $w_{i j}$ is the weight of the edge from $v_{j}$ to $v_{i}$ and $\mathcal{N}$ is the finite set of the robots sharing the information. Given the edge weights $w_{i j}$, a communication graph can be represented by a connectivity or adjacency matrix $\mathcal{A}=\left[w_{i j}\right]$ as,

$$
\mathcal{A}= \begin{cases}w_{i j}>0 & \text { if } \quad\left(v_{i}, v_{j}\right) \in \mathcal{E} \\ w_{i j}=0 & \text { otherwise }\end{cases}
$$

The diagonal in-degree matrix $\mathcal{D}=\operatorname{diag}\left[d_{i}\right]$ is used to define the Laplacian matrix $\mathcal{L}$ of the graph which is given by $\mathcal{L}=\mathcal{D}-\mathcal{A}$. It is noted that $\mathcal{L}$ has row sum zero. The weights of the edges are not always identical so the weighted Laplacian for the directed graph can be defined as,

$$
\mathcal{L}_{w}= \begin{cases}\sum_{j \in \mathcal{N}} w_{i j} & \text { if } \quad i=j \\ -w_{i j} & \text { if } j \in \mathcal{N} \\ 0 & \text { otherwise }\end{cases}
$$

## Chapter 3

## Time Domain Passivity Control of Multilateral Teleoperation Systems

In this chapter, a novel switching time domain passivity control (TDPC) scheme for multilateral teleoperation of fixed-base manipulators is proposed which not only ensures the stability of the system but also avoids zero division. In contrast to bilateral teleoperation systems, the multilateral teleoperation system is much more complex as it involves increased number of master and slave hardware, multiple operators and transmission of multiple signals over the communication network. A new framework for the communication channel has been proposed which incorporates the use of weighting coefficients to give the masters and slaves authority depending upon the requirements of the operation. As the switching time domain passivity control keeps the system passive all the time, the stability is guaranteed. The proposed control scheme is valid for $n$ masters and $n$ slaves. Simulations and experiments, in the presence of constant and time varying communication delays, are carried out to verify the effectiveness of the proposed scheme.

### 3.1 Time Domain Passivity Control (TDPC) for Teleoperation

### 3.1.1 Introduction

A widely used approach for teleoperation systems is the time domain passivity control (TDPC) [128, 129]. This scheme is basically based on varying damping injection which maintains the system passivity. The energy based time domain passivity control (ETDPC) observes overall energy of the system. As teleoperation systems sometime encounter large force signals from the environment so to eliminate this, TDPC with reference energy scheme has already been proposed [130]. [129, 131] proposed a power based time domain passivity control (PTDPC) which was applied to teleoperation system and in [17] with application to haptic control.

Less complex and model free structure of time domain passivity control schemes makes them easier to implement but as mentioned earlier the only drawback of these schemes is
the zero division which should be avoided at any cost for the stability of the teleoperation system and the safety of the human operator. One mechanism that has been put forward in [132] naturally avoids this problem of zero division by removing the noisy behavior due to zero velocity. Another approach to avoid zero division has been presented in [50] which takes the advantage of deactivating the passivity controller and outputs a zero in low force or velocity. However, the deactivation of passivity controller at an instant of time causes the loss of passivity at that instant and the activeness may accumulate leading to instability of the system. Although several schemes for teleoperation systems, especially for multilateral teleoperation systems [133-137], have appeared in literature, but initially the notion of switching time domain passivity control was proposed by [138] to overcome the zero division but it was found that the scheme was not valid where the varying time delays were under consideration. We propose a simple yet practical time domain passivity control based on the same switching idea with application to multilateral teleoperation systems. The main contributions of this chapter are:

- To propose a new switching TDPC scheme for multilateral teleoperation systems with constant and varying time delays which ensures the stability of the system.
- To introduce a novel communication structure incorporating the weighting coefficients for the proper weight selection of the masters and slaves.
- To verify the effectiveness of the proposed scheme with simulation and experimental results.


### 3.1.2 Challenges in TDPC

Time domain passivity control normally works under the constraint of zero division. Small force or velocity signals can cause the occurrence of zero division which ultimately leads the system to be unstable. This instability in the system can result in undesired situations which include unsafe operation of the system when human operator is in the loop and damage to the hardware due to sudden large inputs.

### 3.1.3 Motivation of Research

The existing framework of TDPC control design inherits the possibility of singularity points in velocity and force signals of the master and slave. The occurrence of these singularity
points is unwanted and is the main motivation of this work. This work proposes an improved TDPC scheme where the singularity points are avoided in the control design thus guaranteeing the stability of the whole system. A comparison of existing and proposed TDPC control design will be presented in subsequent sections for better understanding of the novelty of this research.

### 3.2 TDPC for Bilateral Teleoperation

The power $P$ of a system can be expressed as

$$
\begin{equation*}
P=f v=\frac{d E}{d t}+P_{d i s s} \tag{3.1}
\end{equation*}
$$

where $f$ is the output force, $v$ is the input velocity, $E$ is the low bounded stored energy and the dissipation is $P_{\text {diss }}$. It is well known that if,

$$
\begin{equation*}
P_{\text {diss }} \geq 0 \tag{3.2}
\end{equation*}
$$

then the system is passive. The integration of (3.1) can be expressed as

$$
\begin{equation*}
\int_{0}^{t} P(\tau) d \tau=\int_{0}^{t} f(\tau) v(\tau) d \tau=E(t)-E(0)+\int_{0}^{t} P_{d i s s}(\tau) d \tau \geq-E(0) \tag{3.3}
\end{equation*}
$$

$E(0)$ is the initial energy and is typically zero so 3.3 can be reduced to

$$
\begin{equation*}
\int_{0}^{t} f(\tau) v(\tau) d \tau \geq 0 \tag{3.4}
\end{equation*}
$$

ensuring that for all time the overall energy of the system must be positive. Similarly, the m-port network is passive iff

$$
\begin{equation*}
\int_{0}^{t} P(\tau) d \tau=\int_{0}^{t}\left(\sum_{i=1}^{m} f_{i}(\tau) v_{i}(\tau)\right) d \tau \geq-E(0) \tag{3.5}
\end{equation*}
$$

where $f_{i}(t)$ and $v_{i}(t)$ represent the force and velocity for the $i$ th port. The idea of TDPC [128] is derived from the inequality (3.4). A bilateral teleoperator system with switching TDPC is shown in Fig 3.1 in which $b$ is the damping parameter, $B$ and $K$ are the proportional and derivative gains of the slave PD controller. [17] proposed the use of a passivity observer (PO) to calculate the power condition in (3.2). Passivity observers are designed at the master and slave sides to observe the power at every time instant and a combination of a switch and a damper is utilized to assure the stability of the system.


Figure 3.1: A bilateral teleoperator with TDPC [129]

### 3.3 Switching TDPC with Constant Time Delay

The complete multilateral teleoperation system can be shown as in Fig. 3.2. In contrast to bilateral teleoperation, the system for multilateral teleoperation is much more complex as it involves more masters and slaves and multiple operators which increase the number of transmitted signals over the communication network. This work is focused on the development of an improved version of time domain passivity control where the zero division will be avoided in control laws thus guaranteeing the stability of the system.

In Figs 3.1 and 3.2, the masters and slaves are represented by effective masses of m. A human operates the masters with force $f_{h}$. The force which is generated by the slave controllers is $f_{s}$. The force that an environment exerts on the slaves is $f_{e}$. As in Fig 3.2, signals $v_{m i}(t)$ and $f_{s i}(t)$ are sent with delays $T_{m i}$ and $T_{s i}$, are governed by

$$
\begin{align*}
v_{s c i}(t) & =\sum_{j=1}^{n} v_{s c i j}(t), v_{s c i j}(t)=\alpha_{v i j} v_{m j}\left(t-T_{m i j}\right),  \tag{3.6}\\
f_{m c i}(t) & =\sum_{j=1}^{n} f_{m c i j}(t), f_{m c i j}(t)=\alpha_{f i j} f_{s j}\left(t-T_{s i j}\right) \tag{3.7}
\end{align*}
$$

where $\alpha_{v i j}$ and $\alpha_{f i j}$ describe the weighted effects of the weighting coefficients on masters and slaves $(i=j=1, \cdots, n) . T_{m i j}$ and $T_{s i j}$ represent the delay from the $j$ th master to the $i$ th slave and from the $j$ th slave to the $i$ th master respectively. An example of the weighting coefficients can be found in medical applications where an expert is training a trainee. Initially the expert user holds the maximum authority for the operation and as the trainee gets skills, the expert user reduces his authority of operation to let the trainee perform the task.


Figure 3.2: Multilateral teleoperation system with switching TDPC
The power flow of the multilateral communication is,

$$
\begin{equation*}
P=\sum_{i=1}^{n}\left[v_{m i}(t) f_{m c i}(t)-v_{s c i}(t) f_{s i}(t)\right] . \tag{3.8}
\end{equation*}
$$

A positive constant $b_{i}$ is introduced as in [139], and (3.8) is rewritten as

$$
\begin{align*}
P= & \sum_{i=1}^{n}\left[\frac{1}{2 b_{i}} f_{m c i}^{2}(t)+\frac{b_{i}}{2} v_{m i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)\right. \\
& \left.+\frac{1}{2 b_{i}} f_{s i}^{2}(t)+\frac{b_{i}}{2} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)\right] \\
= & \sum_{i=1}^{n}\left[\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)\right. \\
& +b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)+\frac{1}{2 b_{i}} f_{s i}^{2}(t) \\
& \left.-\frac{1}{2 b_{i}} f_{m c i}^{2}(t)+\frac{b_{i}}{2} v_{m i}^{2}(t)-\frac{b_{i}}{2} v_{s c i}^{2}(t)\right] \tag{3.9}
\end{align*}
$$

Using Eqns. (3.6) and (3.7), the last four terms in (3.9) become

$$
\begin{align*}
\sum_{i=1}^{n}\left[\frac{1}{2 b_{i}} f_{s i}^{2}(t)-\frac{1}{2 b_{i}} f_{m c i}^{2}(t)\right] & =\sum_{i=1}^{n} \frac{1}{2 b_{i}}\left[f_{s i}^{2}(t)-\left(\sum_{j=1}^{n} \alpha_{f i j} f_{s j}\left(t-T_{s i j}\right)\right)^{2}\right] \\
& \geq \sum_{i=1}^{n} \frac{1}{2 b_{i}}\left[f_{s i}^{2}(t)-n \sum_{j=1}^{n} \alpha_{f i j}^{2} f_{s j}^{2}\left(t-T_{s i j}\right)\right] \\
& =\sum_{i=1}^{n}\left[\frac{1}{2 b_{i}} f_{s i}^{2}(t)-n \sum_{j=1}^{n} \frac{1}{2 b_{j}} \alpha_{f j i}^{2} f_{s i}^{2}\left(t-T_{s j i}\right)\right]  \tag{3.10}\\
\sum_{i=1}^{n}\left[\frac{b_{i}}{2} v_{m i}^{2}(t)-\frac{b_{i}}{2} v_{s c i}^{2}(t)\right] & =\sum_{i=1}^{n} \frac{b_{i}}{2}\left[v_{m i}^{2}(t)-\left(\sum_{j=1}^{n} \alpha_{v i j} v_{m j}\left(t-T_{m i j}\right)\right)^{2}\right] \\
& \geq \sum_{i=1}^{n} \frac{b_{i}}{2}\left[v_{m i}^{2}(t)-n \sum_{j=1}^{n} \alpha_{v i j}^{2} v_{m j}^{2}\left(t-T_{m i j}\right)\right] \\
& =\sum_{i=1}^{n}\left[\frac{b_{i}}{2} v_{m i}^{2}(t)-n \sum_{j=1}^{n} \frac{b_{j}}{2} \alpha_{v j i}^{2} v_{m i}^{2}\left(t-T_{m j i}\right)\right] \tag{3.11}
\end{align*}
$$

if $T_{s j i}$ and $T_{m j i}$ are constants. In the proposed framework, the selection of the weighting coefficients in (3.6) and (3.7) is based on a generalized form to satisfy

$$
\begin{equation*}
\frac{1}{2 b_{i}}=n \sum_{j=1}^{n} \frac{1}{2 b_{j}} \alpha_{f j i}^{2}, \quad \frac{b_{i}}{2}=n \sum_{j=1}^{n} \frac{b_{j}}{2} \alpha_{v j i}^{2} \tag{3.12}
\end{equation*}
$$

This selection method of weighting coefficients helps us to further simplify (3.12) when all the damping coefficients are equal, we get

$$
n \sum_{j=1}^{n} \alpha_{f j i}^{2}=1 \quad \text { and } \quad n \sum_{j=1}^{n} \alpha_{v j i}^{2}=1
$$

For specific medical applications, the selection of these weights is based on different factors as listed in [35]. The right hand side of the inequalities (3.10) and (3.11) is represented as,

$$
\begin{align*}
\frac{d E}{d t}= & \sum_{i=1}^{n}\left[\frac{1}{2 b_{i}} f_{s i}^{2}(t)-n \sum_{j=1}^{n} \frac{1}{2 b_{j}} \alpha_{f j i}^{2} f_{s i}^{2}\left(t-T_{s j i}\right)\right] \\
& +\sum_{i=1}^{n}\left[\frac{b_{i}}{2} v_{m i}^{2}(t)-n \sum_{j=1}^{n} \frac{b_{j}}{2} \alpha_{v j i}^{2} v_{m i}^{2}\left(t-T_{m j i}\right)\right]  \tag{3.13}\\
E= & \sum_{i=1}^{n} \sum_{j=1}^{n}\left[\int_{t-T_{s j i}}^{t} \frac{n}{2 b_{j}} \alpha_{f j i}^{2} f_{s i}^{2}(\tau) d \tau\right. \\
& \left.+\int_{t-T_{m j i}}^{t} \frac{n b_{j}}{2} \alpha_{v j i}^{2} v_{m i}^{2}(\tau) d \tau\right] \tag{3.14}
\end{align*}
$$

Substituting (3.10), (3.11) and (3.13) in (3.9), the power flow of the communication channel can be given as,

$$
\begin{align*}
P \geq & \sum_{i=1}^{n}\left[\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)\right. \\
& \left.+b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)\right]+\frac{d E}{d t} \tag{3.15}
\end{align*}
$$

The comparison of (3.1) and (3.15) gives us the total power dissipation of multilateral teleoperation with constant time delays as

$$
\begin{align*}
P_{d i s s} \geq & \frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b v_{m i}\right)^{2}(t)+b_{i} v_{s c i}^{2}(t) \\
& -\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t) \tag{3.16}
\end{align*}
$$

$P_{\text {diss }}<0$ shows the non-passiveness of the system, an indication that the action of passivity controller is needed. For real-time checking, $3.16 \geq 0$ is divided in two sufficient conditions,

$$
\begin{align*}
\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t) & \geq 0  \tag{3.17}\\
b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t) & \geq 0 \tag{3.18}
\end{align*}
$$

The passivity observers for the masters and the slaves are designed the similar way as in (129],

$$
\begin{align*}
& P_{o b s v}^{m i}=\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)  \tag{3.19}\\
& P_{o b s v}^{s i}=b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t) \tag{3.20}
\end{align*}
$$

Thus, the power flow of the communication channel (3.15) can be rewritten as

$$
\begin{equation*}
P \geq \sum_{i=1}^{n}\left[P_{o b s}^{m i}+P_{o b s}^{s i}\right]+\frac{d E}{d t} \tag{3.21}
\end{equation*}
$$

The novel communication channel for different number of masters and slaves is shown in Fig 3.3.

The control laws for $P C_{m i}$ and $P C_{s i}$, (passivity controllers at the master and slave sides), are defined as,

$$
f_{p c i}= \begin{cases}v_{m i} b_{i} & P_{o b s}^{m i}<0  \tag{3.22}\\ 0 & P_{o b s}^{m i} \geq 0\end{cases}
$$



Figure 3.3: Multilateral teleoperation communication channel
and

$$
v_{p c i}= \begin{cases}\frac{f_{s i}}{b_{i}} & P_{o b s}^{s i}<0  \tag{3.23}\\ 0 & P_{o b s}^{s i} \geq 0\end{cases}
$$

It can be noted that these control laws naturally avoid zero division situation and these controllers can be easily implemented by the hardware thus eliminating the software computation. If TDPC [50] and [51,131] for bilateral teleoperation is used, the passivity controllers (PCs) at each port are

$$
f_{d}(t)= \begin{cases}-\frac{P_{o b s v}^{m}(t)}{v_{m}(t)} & P_{o b s v}^{m}<0  \tag{3.24}\\ 0 & P_{o b s v}^{m} \geq 0\end{cases}
$$

and

$$
v_{d}(t)= \begin{cases}-\frac{P_{o b s v}^{s}(t)}{f_{s}(t)} & P_{o b s v}^{s}<0  \tag{3.25}\\ 0 & P_{o b s v}^{s} \geq 0\end{cases}
$$

One can see that control law can crash when $v_{m}(t)$ or $f_{s}(t)$ is close to zero. Hence the motivation of the switching TDPC is clear. The proposed switching TDPC approach shown in Fig 3.2 clearly shows that when $P_{o b s v}^{m i}$ is negative, the dampers $b_{i}$ are activated; when $P_{o b s v}^{m i}$ is positive, the dampers $b_{i}$ are deactivated. When $P_{o b s v}^{s i}$ is negative, the dampers $\frac{1}{b_{i}}$ are activated; when $P_{o b s v}^{s i}$ is positive, the dampers $\frac{1}{b_{i}}$ are deactivated. The benefit that we take from the switching TDPC is not only the stability of the system but it also replaces the passivity controller by the combination of one switch and a damper. The safety of the operation is guaranteed avoiding the zero division.

Theorem 1: The communication channel in Fig 3.2 is passive using the passivity observers and passivity controllers defined in (3.19), (3.20) and (3.223.23) respectively.

Proof: The power flow of the communication channel with switching TDPC can be calculated as,

$$
\begin{align*}
P^{*} & =\sum_{i=1}^{n}\left[v_{m i} f_{m i}-v_{s i} f_{s i}\right] \\
& =\sum_{i=1}^{n}\left[v_{m i}\left(f_{m c i}+f_{p c i}\right)-\left(v_{s c i}-v_{p c i}\right) f_{s i}\right]  \tag{3.26}\\
& =P+\sum_{i=1}^{n}\left[v_{m i} f_{p c i}+v_{p c i} f_{s i}\right]
\end{align*}
$$

Substitute (3.21) in (3.26) and notice (3.22(3.23), it is obtained,

$$
\begin{align*}
P^{*} & \geq \sum_{i=1}^{n}\left[P_{o b s}^{m i}+P_{o b s}^{s i}\right]+\frac{d E}{d t}+\sum_{i=1}^{n}\left[v_{m i} f_{p c i}+v_{p c i} f_{s i}\right] \\
& \geq \frac{d E}{d t} \tag{3.27}
\end{align*}
$$



Figure 3.4: Multilateral teleoperation structure with two masters and two slaves

It is obtained that,

$$
\begin{equation*}
\int_{0}^{t} P^{*}(\tau) d \tau \geq E(t)-E(0) \geq-E(0) \tag{3.28}
\end{equation*}
$$

From the definition of m-port network (3.5), the communication channel is passive under switching TDPC.
To better show the detailed scheme for a simplified case with $n=2$, the novel communication channel that is used for the switching TDPC for two masters and two slaves is shown in Fig 3.4

### 3.3.1 Simulation Results

The multilateral teleoperation system shown in Fig. 3.2 is simulated for 2 masters 2 slaves $(2 \mathrm{M} / 2 \mathrm{~S})$ with the simulation parameters given in Table 3.1. $b_{i}$ is the parameter that changes the effect of damping. A higher value of $b_{i}$ will make the system to be more damped. In contrast, a lower value of $b_{i}$ makes the system less damped. The selection of this parameter depends on the application. [140] suggest to choose this value equal to the derivative gain of PD controller of the slave $\left(S C_{i}\right)$ side for proper impedance matching. In our simulations, we simply follow the same principle for impedance matching. The human operator model is taken from [141], which is a PD controller (i.e, spring and damper) with gains $75 \mathrm{~N} / \mathrm{m}$ and

Table 3.1: Simulation Parameters

|  | Value |  | Value |
| :---: | :---: | :---: | :---: |
| Time delays | $0.5,1 \mathrm{~s}$ | Endpoint mass $m$ | 0.1 Kg |
| Ratio $b_{i}$ | $2.5 \mathrm{Ns} / \mathrm{m}$ | Slave $D$ gain | $2.5 \mathrm{Ns} / \mathrm{m}$ |
| Slave $P$ gain | $370 \mathrm{~N} / \mathrm{m}$ | Sampling rate | 1 KHz |

$50 \mathrm{Ns} / \mathrm{m}$ respectively. The slaves are required to contact with a hard wall with a stiffness $K_{1}=30 \mathrm{kN} / \mathrm{m}$ at $x=0.5 \mathrm{~m}$. In simulations, the environment contact force model is simulated to satisfy the given conditions.

$$
f_{e}=\left\{\begin{array}{ccc}
f_{e} & \text { if } & x_{s i}-0.5>0  \tag{3.29}\\
0 & \text { if } & x_{s i}-0.5 \leq 0
\end{array}\right.
$$

Different scenarios of the simulation results are presented next.

### 3.3.1.1 Without Switching Action - Case 0

The system is unstable without switching actions when a contact is made. Fig 3.5(a) and 3.6(a) clearly show that without the switching action, oscillations are produced in the positions of both the masters and slaves. Force values of the first pair of master and slave are shown in Fig. $3.5(\mathrm{~b})$, The contact force of first slave with the environment is shown in Fig 3.5(c), Such higher contact forces are not desirable in teleoperation systems. The energy values are given in Fig. $3.5(\mathrm{~d})$ and negative energy values clearly show that the system is unstable without switching dissipation. The simulation results are same for the second master slave pair as shown in Figs 3.6(a), 3.6(b), 3.6(c) and 3.6(d), Stability of the system can be ensured by making the energy value positive.

### 3.3.1.2 With Switching Action - Case 1

In this case we simulated the system with delay of $0.5 s$ and the weighting coefficients as,

$$
\begin{aligned}
& \alpha_{v 11}=\alpha_{v 21}=\alpha_{v 12}=\alpha_{v 22}=0.5 \\
& \alpha_{f 11}=\alpha_{f 21}=\alpha_{f 12}=\alpha_{f 22}=0.5
\end{aligned}
$$

With switching dissipation in action and all the weighting coefficients being 0.5 , a stable contact with the environment is achieved which is evident from the positions of both the masters and slaves in Figs.3.7(a) and 3.7(b). The slaves stay at the position where the wall


Figure 3.5: M/S: Positions, forces, contact force and energy


Figure 3.6: M/S: Positions, forces, contact force and energy
is located after the contact happens. Velocity signals for both the masters and slaves side are recorded in Figs 3.7(c) and 3.7(d). Passivity observers values for both the masters and


Figure 3.7: Case $1-\mathrm{M} / \mathrm{S}$ : positions and velocities with $\alpha_{i}=0.5$
their corresponding dissipation values are shown in Figs 3.8(a), 3.8(b), 3.8(c) and 3.8(d). It can be observed that in the start of the simulation, as the passivity observers at the master side observe the negative power values, the dampers get activated and start injecting damping in the system to maintain the passivity. And as soon as the passivity observers start observing the positive power values, the dampers go in an inactive state as the switching action is no longer needed. Similarly, passivity observer values for both the salves and their corresponding dissipation values are shown in Figs 3.9(a), 3.9(b), 3.9(c) and 3.9(d) It is clear from the results of the passivity observers that damping is injected in the system for a very small interval of time when the system goes in an active state. Switches at the slaves side come into action and by the use of damping injection, passivity is maintained.

The forces for both the masters and slaves side are presented in Figs.3.10(a) and 3.10(b) The environment contact force values for both the slaves are shown in Figs 3.10(c) and $3.10(\mathrm{~d})$. It can be seen that the values of environment contact forces satisfy 3.29 and the force spikes appear exactly the same time as the slaves interact with the wall. The total


Figure 3.8: Case 1 - Masters side PO and dissipation values with $\alpha_{i}=0.5$


Figure 3.9: Case 1 - Slaves side PO and dissipation values with $\alpha_{i}=0.5$
energy of the system with switching dissipation is shown in Fig 3.11 and the positive values of the energy confirm the stable operation of switching TDPC.


Figure 3.10: Case 1 - M/S: Forces and contact force values with $\alpha_{i}=0.5$


Figure 3.11: Case 1: Total energy with $\alpha_{i}=0.5$

### 3.3.1.3 With Switching Action - Case 2

In this case, we simulated the multilateral teleoperation system with two masters and two slaves in the presence of a delay of $1 s$ with a human input as a sinusoid. The sinusoidal input is simulated as $\sin (t)$ which is then fed to a PD controller as discussed earlier. The
weighting coefficients are chosen to obey (3.12).

$$
\begin{aligned}
& \alpha_{v 11}=\alpha_{f 11}=\alpha_{v 22}=\alpha_{f 22}=0.7 \\
& \alpha_{v 21}=\alpha_{f 12}=\alpha_{v 12}=\alpha_{f 21}=0.1
\end{aligned}
$$

Figs 3.12(a) and 3.12(b) show the positions of both the masters and slaves. It can be seen that the position tracking is satisfactory even in the presence of a large delay. Environmental forces for both the slaves are presented in Figs 3.12(c) and 3.12(d) which are almost the same for both the slaves except the first significant spike as they move in a similar manner. Passivity observer values for the masters and their corresponding dissipation values are shown in Figs 3.13(a), 3.13(b), 3.13(c) and 3.13(d) respectively. It is evident from the


Figure 3.12: Case 2: M/S positions and contact forces with delay of $1 s$
results that whenever the passivity observers at master side observe a negative value, the switches and dampers come into action to maintain the passivity of the system. Similarly, the passivity observer values for the slaves and their corresponding dissipation values are given in Figs 3.14(a), 3.14(b), 3.14(c) and 3.14(d)respectively. It is clear that the switching dissipation scheme is working perfectly as the passivity is guaranteed by the use of damping injection as needed. Force and velocity signals for both the masters and slaves transmitted


Figure 3.13: Case 2: Masters side PO and dissipation values with delay of $1 s$


Figure 3.14: Case 2: Salves side PO and dissipation values with delay of $1 s$
in communication channel are shown in Figs 3.15(a), 3.15(b), 3.15(c) and 3.15(d). The total energy of the system is given in Fig 3.16 which is positive all the time affirming the stability of the system.


Figure 3.15: Case 2: Force and velocity signals with delay of $1 s$


Figure 3.16: Case 2: Total energy with delay of $1 s$ and different $\alpha_{i}$
A summary of the simulation results presented above is given in Table 3.2 .

### 3.3.2 Experimental Results

This section presents the experimental results to verify the effective and stable operation of the proposed scheme. The experiment is carried out using two Phantom Omni devices as

Table 3.2: Summary of Simulation Results

| Case No. | Weighting coefficients | Time delay | Human input | No. of M/S |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0.5 | $0.5 s$ | Ramp | $2 / 2$ |
| 1 | 0.5 | $0.5 s$ | Ramp | $2 / 2$ |
| 2 | 0.7 and 0.1 | $1 s$ | Sinusoid | $2 / 2$ |

the masters and two Novint Falcon as the slaves of the teleoperation system. The implementation is set up using Quanser's Real Time Control (QUARC) software which fully support both Phantom Omni and Novint Falcon as the target hardware. TCP/IP protocol is used in QUARC communications block to establish the connection between the two desktops for the signal transmission. In order to properly analyze all the signals in real time, a delay of $0.001 s$ is added as needed and this delay was determined by a simple test of communication. As the Novint Falcon does not have any built in force sensor so we can not measure the environmental forces directly. Two FUTEK LLB-130 force sensors are mounted on the slaves to capture the effect of interaction of slaves with the environment. A combination of an instrumentation amplifier and a low pass filter is used for the smooth amplification of the environmental forces and this data is being pulled in Simulink using a Q8 Data Acquisition Card by Quanser. Data Acquisition Card specifications are same as in [142]. The experimental setup is shown in Fig 3.17. The Phantom Omni and Novint Falcon are set


Figure 3.17: Experimental setup
up as to move only in X-direction. As discussed earlier, a human operator applies a force to both the masters and the position signals of Phantom Omni are measured directly. The velocity signals of the masters and the slaves are obtained by taking the derivative and applying a single pole filter $\left(\frac{1}{s+3}\right)$, to avoid discontinuities, on the position signals. The value
of parameter $b_{i}$ and gains of the slave controllers are same as in simulations.

### 3.3.2.1 Set 1: 2 Masters and 2 Slaves with no delay

In this scenario, weighting coefficients for both the masters and both the slaves are equal which means that each slave will take the average force effect on both the masters and each master will take the average velocity effect on both the slaves.

$$
\begin{gathered}
\alpha_{v 11}=\alpha_{v 12}=\alpha_{v 21}=\alpha_{v 22}=0.5 \\
\alpha_{f 11}=\alpha_{f 12}=\alpha_{f 21}=\alpha_{f 22}=0.5
\end{gathered}
$$

In this situation, a foam is used as an environment with which the slaves interact as shown in Fig 3.18 [142]. Positions of both the masters and the slaves are shown in Figs.3.19(a)


Figure 3.18: Direct contact with the foam
and 3.19 (b) respectively. It is very clear from the results that the slaves try to follow the positions of masters with some delay and the position drift has been compensated by $r$ passivity [143]. Forces for the masters and the slaves side are presented in Figs.3.19(c) and 3.19 (d). Master side passivity observer values and corresponding dissipation values are shown in Figs 3.20(a), 3.20(b), 3.20(c) and 3.20(d) respectively. It can be seen that the power values for both the masters are positive all the time and the switch at master side remain in an inactive state and there is no dissipation. As there is not a single interval in which PO values are negative, so there is no need for damping injection in the system.
Similarly, the passivity observer values for the slave side and corresponding dissipation values are shown in Figs 3.21 (a), 3.21(b), 3.21(c) and $3.21(\mathrm{~d})$ respectively. Passivity observer values are positive for most of the time so there is no need for switching action but


Figure 3.19: Set 1: M/S positions and forces with $\alpha_{i}=0.5$


Figure 3.20: Set 1: Passivity observer and dissipation values for the masters with $\alpha_{i}=0.5$
it is observed that at two different instants switches at slave side go in an active state for a very small interval.


Figure 3.21: Set 1: Passivity observer and dissipation values for the slaves with $\alpha_{i}=0.5$


Figure 3.22: Set 1: Environment force and total energy with $\alpha_{i}=0.5$

The interaction forces for both the slaves are same so only the forces of first slave are shown in Fig $3.22(\mathrm{a})$. It is evident from the results of the interaction forces that when the slaves move to and fro in X-direction, the slaves interact with the environment and the force sensors capture these forces. The total energy of the system is depicted in Fig 3.22(b),
positive values of which affirm the stable operation of multilateral teleoperation system under switching TDPC.

### 3.3.2.2 Set 2: $\mathbf{2}$ Masters and 2 Slaves with delay of $0.2 s$

For this case, the weighting coefficients of the communication architecture are assigned such that the first master gives more weights to the first slave and the second master gives more weights to the second slave and same is the case with slaves assigning weights to the masters. The values of the weighting coefficients are given below.

$$
\begin{aligned}
& \alpha_{v 11}=\alpha_{v 22}=\alpha_{f 11}=\alpha_{f 22}=0.7 \\
& \alpha_{v 12}=\alpha_{v 21}=\alpha_{f 12}=\alpha_{f 21}=0.1
\end{aligned}
$$

In this situation, an Aluminum plate is used as an environment with which the slaves interact as shown in Fig 3.23 [142]. The delay value of $0.2 s$ is added to the system to verify


Figure 3.23: Direct contact with the Aluminum plate
the effectiveness of the switching TDPC under large delays. Positions of both the masters and slaves are shown in Figs 3.24(a) and 3.24(b). It can be observed that the position tracking is good under proposed scheme. The slaves follow the masters in presence of some delay. Feedback forces for both the masters and forces generated by the slave controllers are shown in Figs 3.24(c) and 3.24(d), The passivity observer values for both the masters and their corresponding dissipation values are presented in Figs 3.25(a), 3.25(b), 3.25(c) and $3.25(\mathrm{~d})$ respectively. It can be seen that the power values at the master side are positive for all time so the dissipation values stay at zero confirming that no switching action is required. Similarly, the passivity observer values for both the slaves and their corresponding dissipation values are shown in Figs 3.26(a), 3.26(b), 3.26(c) and 3.26(d) respectively.


Figure 3.24: Set 2: M/S positions and forces with different $\alpha_{i}$


Figure 3.25: Set 2: PO and dissipation values for the masters with different $\alpha_{i}$


Figure 3.26: Set 2: PO and dissipation values for the slaves with different $\alpha_{i}$

As the power values for the salves are positive for most of the time so the dissipation at


Figure 3.27: Set 2: Environment forces with different $\alpha_{i}$
slave side is not required except the instants where the POs observe a negative value. The interaction forces of both the slaves with the environment are shown in Figs 3.27(a) and 3.27 (b) and the effect of different weighting coefficients can be observed from the results. The total energy of the system is shown in Fig 3.28. As the energy is positive for all the time, it confirms that the passivity of the system is maintained thereby confirming the stable operation under the proposed scheme.


Figure 3.28: Set 2: Total energy with different $\alpha_{i}$

### 3.4 Switching TDPC with Varying Time Delay

This case of switching TDPC considers the time varying delays in the communication channel instead of constant delays and will be valid for different number of masters and slaves in teleoperation. In Fig 3.2, signals $v_{m i}(t)$ and $f_{s i}(t)$ are sent with delays $T_{m i}$ and $T_{s i}$,

$$
\begin{align*}
v_{s c i}(t) & =\sum_{j=1}^{n_{m}} v_{s c i j}(t), v_{s c i j}(t)=\alpha_{v i j} v_{m j}\left(t-T_{m i j}\right),  \tag{3.30}\\
f_{m c i}(t) & =\sum_{j=1}^{n_{s}} f_{m c i j}(t), f_{m c i j}(t)=\alpha_{f i j} f_{s j}\left(t-T_{s i j}\right), \tag{3.31}
\end{align*}
$$

where $n_{m}, n_{s}, \alpha_{v i j}, \alpha_{f i j}, T_{m i j}$ and $T_{s i j}$ are same as before. The power of the multilateral communication is,

$$
\begin{equation*}
P=\sum_{i=1}^{n_{m}}\left[v_{m i}(t) f_{m c i}(t)\right]-\sum_{i=1}^{n_{s}}\left[v_{s c i}(t) f_{s i}(t)\right] \tag{3.32}
\end{equation*}
$$

A positive constant $b_{i}$ is introduced as in [139], and (3.32) can be expressed as

$$
\begin{align*}
P= & \sum_{i=1}^{n_{m}}\left[\frac{1}{2 b_{i}} f_{m c i}^{2}(t)+\frac{b_{i}}{2} v_{m i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)\right] \\
& +\sum_{i=1}^{n_{s}}\left[\frac{1}{2 b_{i}} f_{s i}^{2}(t)+\frac{b_{i}}{2} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)\right] \\
= & \sum_{i=1}^{n_{m}}\left[\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)+\frac{b_{i}}{2} v_{m i}^{2}(t)\right. \\
& \left.-\frac{1}{2 b_{i}} f_{m c i}^{2}(t)\right]+\sum_{i=1}^{n_{s}}\left[b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)\right. \\
& \left.+\frac{1}{2 b_{i}} f_{s i}^{2}(t)-\frac{b_{i}}{2} v_{s c i}^{2}(t)\right] . \tag{3.33}
\end{align*}
$$

Using (3.30) and 3.31), the four terms in 3.33) become,

$$
\begin{align*}
\sum_{i=1}^{n_{s}}\left[\frac{1}{2 b_{i}} f_{s i}^{2}(t)\right]-\sum_{i=1}^{n_{m}}\left[\frac{1}{2 b_{i}} f_{m c i}^{2}(t)\right]= & \sum_{i=1}^{n_{s}}\left[\frac{1}{2 b_{i}} f_{s i}^{2}(t)\right]-\sum_{i=1}^{n_{m}}\left[\frac{1}{2 b_{i}}\left(\sum_{j=1}^{n_{s}} \alpha_{f i j} f_{s j}\left(t-T_{s i j}\right)\right)^{2}\right] \\
\geq & \sum_{i=1}^{n_{s}}\left[\frac{1}{2 b_{i}} f_{s i}^{2}(t)\right]-\sum_{i=1}^{n_{m}}\left[\frac{1}{2 b_{i}} n_{s} \sum_{j=1}^{n_{s}} \alpha_{f i j}^{2} f_{s j}^{2}\left(t-T_{s i j}\right)\right] \\
= & \sum_{i=1}^{n_{s}} \sum_{j=1}^{n_{s}}\left[\frac{d}{d t} \int_{t-T_{s j i}}^{t} n_{s} \sum_{i=1}^{n_{m}} \frac{1}{2 b_{j}} \alpha_{f j i}^{2} f_{s i}^{2}(\tau) d \tau\right] \\
& -\sum_{i=1}^{n_{m}} \sum_{j=1}^{n_{s}}\left[\frac{1}{2 b_{i}} \dot{T}_{s i j}(t) \alpha_{f i j}^{2} f_{s j}^{2}\left(t-T_{s i j}(t)\right)\right],  \tag{3.34}\\
\sum_{i=1}^{n_{m}}\left[\frac{b_{i}}{2} v_{m i}^{2}(t)\right]-\sum_{i=1}^{n_{s}}\left[\frac{b_{i}}{2} v_{s c i}^{2}(t)\right]= & \sum_{i=1}^{n_{m}}\left[\frac{b_{i}}{2} v_{m i}^{2}(t)\right]-\sum_{i=1}^{n_{s}}\left[\frac{b_{i}}{2}\left(\sum_{j=1}^{n_{m}} \alpha_{v i j} v_{m j}\left(t-T_{m i j}\right)\right)^{2}\right] \\
\geq & \sum_{i=1}^{n_{m}}\left[\frac{b_{i}}{2}\left[v_{m i}^{2}(t)\right]-\sum_{i=1}^{n_{s}}\left[\frac{b_{i}}{2} n_{m} \sum_{j=1}^{n_{m}} \alpha_{v i j}^{2} v_{m j}^{2}\left(t-T_{m i j}\right)\right]\right. \\
= & \sum_{i=1}^{n_{m}} \sum_{j=1}^{n_{m}}\left[\frac{d}{d t} \int_{t-T_{m j i}}^{t} n_{m} \sum_{i=1}^{n_{s}} \frac{b_{j}}{2} \alpha_{v j i}^{2} v_{m i}^{2}(\tau) d \tau\right] \\
& -\sum_{i=1}^{n_{s}} \sum_{j=1}^{n_{m}}\left[\frac{b_{i}}{2} \dot{T}_{m i j}(t) \alpha_{v i j}^{2} v_{m j}^{2}\left(t-T_{m i j}(t)\right)\right], \tag{3.35}
\end{align*}
$$

where $\dot{T}_{s i j}$ and $\dot{T}_{m i j}$ are the changing rates of $T_{s i j}$ and $T_{m i j}$. In this work, the weighting coefficients in (3.30) and (3.31) are selected such that they satisfy,

$$
\begin{equation*}
\sum_{i=1}^{n_{s}} \frac{1}{2 b_{i}}=\sum_{i=1}^{n_{s}}\left[n_{s} \sum_{j=1}^{n_{m}} \frac{1}{2 b_{j}} \alpha_{f j i}^{2}\right], \sum_{i=1}^{n_{m}} \frac{b_{i}}{2}=\sum_{i=1}^{n_{m}}\left[n_{m} \sum_{j=1}^{n_{s}} \frac{b_{j}}{2} \alpha_{v j i}^{2}\right] \tag{3.36}
\end{equation*}
$$

A more simplified form of (3.36) can be obtained when the number of masters and slaves and all the damping coefficients are equal.

$$
n_{s} \sum_{j=1}^{n_{s}} \alpha_{f j i}^{2}=1 \quad \text { and } \quad n_{m} \sum_{j=1}^{n_{m}} \alpha_{v j i}^{2}=1
$$

The examples of these weighting coefficients can be found in applications where multiple humans are collaborating over a task with different authority factors. For example, in medical training environments a trainee can work with an expert surgeon for different medical procedures by shifting the weights from low to high as the skills of the trainee improve with time. [35] lists different factors for the selection of the weighting coefficients for medical applications.

The first terms on the right hand side of the inequalities (3.34) and 3.35) can be viewed as the differential of the stored energy. Substituting (3.34) and (3.35) in (3.33) and noting the differential of the stored energy, the power of the communication channel can be expressed as,

$$
\begin{align*}
P \geq & \sum_{i=1}^{n_{m}}\left[\frac{1}{b_{i}} f_{m c i}^{2}(t)-\sum_{j=1}^{n_{s}} \frac{1}{2 b_{i}} \dot{T}_{s i j}(t) \alpha_{f i j}^{2} f_{s j}^{2}\left(t-T_{s i j}(t)\right)\right. \\
& \left.-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)\right]+\sum_{i=1}^{n_{s}}\left[b_{i} v_{s c i}^{2}(t)\right. \\
& -\sum_{j=1}^{n_{m}} \frac{b_{i}}{2} \dot{T}_{m i j}(t) \alpha_{v i j}^{2} v_{m j}^{2}\left(t-T_{m i j}(t)\right) \\
& \left.-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)\right]+\frac{d E}{d t} \tag{3.37}
\end{align*}
$$

The comparison of (3.1) and (3.37) gives us the total power dissipation of the multilateral teleoperation as

$$
\begin{align*}
P_{d i s s} \geq & \sum_{i=1}^{n_{m}}\left[\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b v_{m i}\right)^{2}(t)\right. \\
& \left.-\frac{1}{2 b_{i}} \dot{T}_{s i j}(t) f_{m c i}^{2}(t)\right] \\
& +\sum_{i=1}^{n_{s}}\left[b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)\right. \\
& \left.-\frac{b_{i}}{2} \dot{T}_{m i j}(t) v_{s c i}^{2}(t)\right] . \tag{3.38}
\end{align*}
$$

$P_{\text {diss }}<0$ indicates the activeness of the system, a clear sign of activating the passivity controller to maintain the passivity. For real-time checking, $3.38 \geq 0$ is divided in two sufficient conditions,

$$
\begin{aligned}
\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)-\frac{1}{2 b_{i}} \dot{T}_{s i j}(t) f_{m c i}^{2}(t) & \geq 0 \\
b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)-\frac{b_{i}}{2} \dot{T}_{m i j}(t) v_{s c i}^{2}(t) & \geq 0
\end{aligned}
$$

The passivity observers on both master and the slave sides are designed exactly in same manner as in [129] and an upper bound of $\dot{T}_{m j i, s j i}$ can be imposed as $\varepsilon$ as in [144].

$$
\begin{gather*}
P_{o b s v}^{m i}=\frac{1}{b_{i}} f_{m c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{m c i}-b_{i} v_{m i}\right)^{2}(t)-\frac{\varepsilon}{2 b_{i}} f_{m c i}^{2}(t),  \tag{3.39}\\
P_{o b s v}^{s i}=b_{i} v_{s c i}^{2}(t)-\frac{1}{2 b_{i}}\left(f_{s i}+b_{i} v_{s c i}\right)^{2}(t)-\frac{b_{i} \varepsilon}{2} v_{s c i}^{2}(t) . \tag{3.40}
\end{gather*}
$$

Clearly, if $\varepsilon \geq 2, P_{o b s v}^{m i}$ and $P_{o b s v}^{s i}$ are both negative which is not desirable as this will keep the passivity controllers active all the time. Thus, the power of the communication channel (3.37) can be rewritten as,

$$
\begin{equation*}
P \geq \sum_{i=1}^{n_{m}}\left[P_{o b s}^{m i}\right]+\sum_{i=1}^{n_{s}}\left[P_{o b s}^{s i}\right]+\frac{d E}{d t} . \tag{3.41}
\end{equation*}
$$

Again, in [17, 129, 131] the passivity controllers (PCs) at each port are designed in such a way that there is a risk of control crash during the operation. It can be seen that the control can crash when $v_{m}(t)$ or $f_{s}(t)$ is close to zero. In this work, the control laws for $P C_{m i}$ and $P C_{s i}$ are designed as,

$$
f_{p c i}= \begin{cases}v_{m i} b_{i} & P_{o b s}^{m i}<0  \tag{3.42}\\ 0 & P_{o b s}^{m i} \geq 0\end{cases}
$$

and

$$
v_{p c i}= \begin{cases}\frac{f_{s i}}{b_{i}} & P_{o b s}^{s i}<0  \tag{3.43}\\ 0 & P_{o b s}^{s i} \geq 0\end{cases}
$$

It is observed that the zero division is not an issue in our proposed control laws so the motivation of this work is clear. Again, the proposed switching TDPC approach clearly shows that when $P_{o b s v}^{m i}$ is negative, the dampers $b_{i}$ are activated; when $P_{o b s v}^{m i}$ is positive, the dampers $b_{i}$ are deactivated. When $P_{o b s v}^{s i}$ is negative, the dampers $\frac{1}{b_{i}}$ are activated; when $P_{\text {obsv }}^{s i}$ is positive, the dampers $\frac{1}{b_{i}}$ are deactivated. Switching TDPC not only provides the guaranteed stability but also simplifies the design of the passivity controllers. Zero division is avoided in control laws which ensures the stability of the system for safe operation under time varying delays.
In general, passivity based control can ensure the stability but not necessarily the performance. Although the transparency is one of the performance metric in teleoperation, we do not emphasize on the transparency in this work but it is stated that the transparency is degraded in this approach. In ideal situation, without the passivity controllers the impedance of the master side and slave side is expressed as,

$$
\frac{F_{m c}(s)}{V_{m}(s)} \text { and } \frac{F_{s}(s)}{V_{s c}(s)}
$$

where the upper case letters are the Laplace transform of $f_{m c}, v_{m}, f_{s}$ and $v_{s c}$. However, with the passivity controllers the impedance are,

$$
\frac{F_{m c}(s)+F_{p c}(s)}{V_{m}(s)} \text { and } \frac{F_{s}(s)}{V_{s c}(s)-V_{p c}(s)}
$$

and here,

$$
\frac{F_{m c}(s)+F_{p c}(s)}{V_{m}(s)} \neq \frac{F_{s}(s)}{V_{s c}(s)-V_{p c}(s)} .
$$

thus, the transparency is degraded by the output of the passivity controllers [129].

### 3.4.1 Simulation Results

This section presents the simulation results with the proposed control scheme and the simulation parameters are given in Table 3.3. The parameter $b_{i}$ is for damping injection. The damping of the system can be increased by increasing the value of $b_{i}$ and it can be decreased by decreasing the value of $b_{i}$. The value selection of $b_{i}$ varies according to the application but for proper impedance matching it is suggested to have this value exactly equal to the $D$ gain of the proportional derivative controller of the slave [140]. We choose the values of $b_{i}$ and $D$ to be equal in our simulations. The varying time delays in our

Table 3.3: Simulation Parameters

|  | Value |  | Value |
| :---: | :---: | :---: | :---: |
| Human input | $\sin (t)$ | Endpoint mass $m$ | $0.1,0.5 \mathrm{Kg}$ |
| Ratio $b_{i}$ | $2.5 \mathrm{Ns} / \mathrm{m}$ | Slave $D$ gain | $2.5 \mathrm{Ns} / \mathrm{m}$ |
| Slave $P$ gain | $370 \mathrm{~N} / \mathrm{m}$ | Sampling rate | 1 KHz |

simulations are selected as $T_{m i j}(t)=0.15+0.02 \sin (8 t)+0.06 \sin (7 t)+0.07 \sin (5 t)$ and $T_{s i j}=0.2+0.01 \sin (10 t)+0.1 \sin (6 t)+0.05 \sin (3 t)$ [145]. Figs $3.29(\mathrm{a})$ and $3.29(\mathrm{~b})$ show the $T_{m i j}(t)$ and $T_{s i j}$ delays and the changing rate of the delays are shown in Figs 3.29(c) and $3.29(\mathrm{~d})$ respectively. It can be seen that the changing rates of the delays are upper bounded by 1 . The human operator model is taken from [146], which is a sinusoidal input with proportional derivative control gains of $75 \mathrm{~N} / \mathrm{m}$ and $50 \mathrm{Ns} / \mathrm{m}$ respectively. The environment with which the slaves interact is chosen to be a hard wall of stiffness $K_{1}=30 \mathrm{kN} / \mathrm{m}$ which is located at a distance of $x=0.04 \mathrm{~m}$ and 0.01 m from the slaves for different scenarios. Asymmetric masters and slaves are considered in the simulations represented by the endpoint mass of 0.1 kg and 0.5 kg respectively. The environment contact force model is chosen to satisfy,

$$
f_{e}=\left\{\begin{array}{ccc}
f_{e} & \text { if } \quad x_{s i}-x>0  \tag{3.44}\\
0 & \text { if } & x_{s i}-x \leq 0
\end{array}\right.
$$



Figure 3.29: $T_{m i j}(t), T_{s i j}(t)$ and their rates of change

### 3.4.1.1 Without Switching Action - Case 0

In this case, simulations are run for a system with 2 masters and 2 slaves with a sinusoid input to the masters and the weighting coefficients are chosen to be equal as given below. We do not implement the passivity controllers in this case.

$$
\begin{gathered}
\alpha_{v 11}=\alpha_{v 21}=\alpha_{v 12}=\alpha_{v 22}=0.5 \\
\alpha_{f 11}=\alpha_{f 21}=\alpha_{f 12}=\alpha_{f 22}=0.5
\end{gathered}
$$

The system is unstable without switching actions when a contact is made. Figs 3.30(a) and 3.30(b) clearly show that without the switching action oscillations are produced in the positions of both the masters and slaves. The contact forces of both the slaves with the wall are depicted in Figs 3.30(c) and 3.30(d). Such oscillations in contact forces are not suitable for teleoperation systems where it is desired that the force feedback to the human operator must be smooth. Energy of the communication channel, numerical integral of (3.32), is clearly negative as shown Fig 3.31 which means that there is some activeness in the system which causes the instability. Stability of the system can be ensured by making this energy value positive.


Figure 3.30: M/S Positions and contact forces


Figure 3.31: Total energy

### 3.4.1.2 With Switching Action - Case 1

In this case, we have 2 masters and 2 slaves with equal weighting coefficients as in the previous case and with a sinusoidal human input. When all the coefficients are 0.5 , the slaves exhibit a stable response when they interact with the wall. The positions of the masters and slaves are presented in Figs.3.32(a) and 3.32(b), TDPC control inherits the position drift which is not desirable in teleoperation. Figs 3.32(a) and 3.32(b) demonstrate this position drift in the slaves but again this can be compensated by the use of $r$-passivity
technique [143]. Velocity of the masters and slaves is shown in Figs 3.32(c) and 3.32(d), It is clear from the velocity results that the weight selection is of importance in the proposed structure. The slaves show same velocity responses when the weighting coefficients are of equal value. Passivity observers values for the first master and the corresponding


Figure 3.32: Case 1: M/S positions and velocities with $\alpha_{i}=0.5$
dissipation values are shown in Figs.3.33(a) and 3.33(c) It is evident from the results of the passivity observers and the dissipation that the proposed control scheme is effectively maintaining the passivity of the system. Control law activates the damper at the master side whenever the POs observe a non-positive power and as soon as the POs observe a non-negative value, the control law deactivates the damper as there is no need of damping injection at that moment. Similarly, passivity observer values for the first salve and the corresponding dissipation values are shown in Figs.3.33(b) and 3.33(d). It is very clear that the control scheme is working perfectly for the stability of the system. Passivity observers values for the second master and the corresponding dissipation values are shown in Figs 3.34(a) and 3.34(c). Similarly, passivity observer values for the second salve and the corresponding dissipation values are shown in Figs.3.34(b) and 3.34(d).


Figure 3.33: Case 1: M/S PO and dissipation values with $\alpha_{i}=0.5$


Figure 3.34: Case 1: M/S PO and dissipation values with $\alpha_{i}=0.5$

Forces for the first pair of master and slave are presented in Fig 3.35(a), The environment contact force values for the first slave are shown in Fig 3.35(b). It can be seen that the values of the environment contact force satisfy (3.44) and the force spikes appear exactly the same time when the slave interacts with the wall. Similarly, the forces for the second pair of master and slave are depicted in Fig. 3.35(c). The environment contact force values for the second slave are shown in Fig.3.35(d). It is observed that the interaction forces of the slaves with the wall are exactly the same due to the fact that the weighting coefficients chosen in the simulations are of equal value. The total energy is shown in Fig. 3.36 .


Figure 3.35: Case 1 - Force feedback and contact force with $\alpha_{i}=0.5$


Figure 3.36: Case 1 - Total energy with $\alpha_{i}=0.5$

### 3.4.1.3 With Switching Action - Case 2

In this case, we simulated the multilateral teleoperation system with 2 masters and 3 slaves in the presence of a time varying delay with a human input as a sinusoid. Different number of masters and slaves is chosen to validate the effectiveness of the proposed scheme for practical applications where number of masters and slaves could be different. The weighting coefficients are chosen to obey 3.36 as,

$$
\begin{aligned}
& \alpha_{v 11}=\alpha_{f 11}=\alpha_{v 12}=\alpha_{f 12}=0.3 \\
& \alpha_{v 21}=\alpha_{f 13}=\alpha_{v 22}=\alpha_{f 21}=0.4 \\
& \alpha_{v 31}=\alpha_{f 22}=\alpha_{v 32}=\alpha_{f 23}=0.5
\end{aligned}
$$

The slaves are required to make contact with a wall at $x=0.04 \mathrm{~m}$. Figs 3.37(a), 3.37(b) and 3.37 (c) show the positions of the masters and slaves. It can be seen that the position tracking is satisfactory even in the presence of a time varying delay and the effect of weighting coefficients is also evident. The slaves track the positions of the masters. Velocity signals of the masters and slaves are given in Figs 3.37(d), 3.37(e) and 3.37(f). The environmental contact forces are presented in Figs.3.37(g), 3.37(h) and 3.37(i), It can be noted that the weight selection affects the velocity of the masters and the force feedback from the slaves. The selection of the weighting coefficients can be varied depending upon the application, the performance of the task or the authority adjustment of the human operators. The total energy is given in Fig 3.37(j) positive values of which confirms the stability of the system. The transient responses of the forces for first and second slave are shown in Figs 3.37(k) and 3.37(1).

The passivity observer values for all the three slaves are shown in Figs.3.38(a), 3.38(b) and $3.38(\mathrm{c})$ and their corresponding dissipation values are shown in Figs 3.38(d), 3.38(e) and $3.38(\mathrm{f})$ respectively. It is clear from the results that whenever there is some activeness in the system, passivity controllers inject damping in the system to maintain the stability for safety. The passivity observer values for both the masters are presented in Figs 3.38(g) and 3.38(h) and their corresponding dissipation values are shown in Figs 3.38(j) and 3.38(k), Forces, $f_{m c 1}, f_{s 1}$ and $f_{m c 2}, f_{s 2}$ are shown in Figs 3.38(i) and 3.38(1). These results verify the effectiveness of our proposed approach for multilateral teleoperation system even in the presence of varying time delays.

A summary of the simulation results presented above is given in Table 3.4 .


Figure 3.37: Case 2: M/S positions, velocities, contact forces, energy, masters and slaves forces with different $\alpha_{i}$

### 3.4.2 Experimental Results

This section presents the experimental results to verify the effective and stable operation of the proposed scheme under varying time delays now. The experimental setup is exactly


Figure 3.38: Case 2: PO and dissipation values for slaves, PO and dissipation values for masters, forces of masters and slaves with different $\alpha_{i}$
the same as in previous section and Fig 3.17. The artificial delay is same as in [129]. This section not only repeats the second set of the experimental results of switching TDPC with

Table 3.4: Summary of Simulation Results

| Case No. | Weighting coefficients | Time delay | Human input | No. of M/S |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0.5 | Fig 3.29 | Sinusoid | $2 / 2$ |
| 1 | 0.5 | Fig 3.29 | Sinusoid | $2 / 2$ |
| 2 | $0.3,0.4$ and 0.5 | Fig 3.29 | Sinusoid | $2 / 3$ |

variable delays but also provides positions results without switching TDPC.

### 3.4.2.1 Without Switching Dissipation

This case is being presented just to verify the results of the simulation results section where the passivity controllers were not implemented thus showing the unstable results. This section only shows the position results of the experiment in Fig. 3.39. It is obvious from the


Figure 3.39: M/S positions
position results of a pair of a master and slave that the oscillations are produced in the system when a small input is applied on the master. As shown in Fig 3.39 the operator applies the input around $2 s$ which produces small oscillations initially but after $4 s$ the slave goes unstable.

### 3.4.2.2 With Switching Dissipation

For this case, with 2 masters and 2 slaves the weighting coefficients of the communication architecture are assigned as given below.

$$
\alpha_{v 11}=\alpha_{v 22}=\alpha_{f 11}=\alpha_{f 22}=0.7
$$

$$
\alpha_{v 12}=\alpha_{v 21}=\alpha_{f 12}=\alpha_{f 21}=0.1
$$

In this experiment, an Aluminum plate is used as an environment with which the slaves interact as shown in Fig 3.23. Positions of both the masters and slaves are shown in Figs.3.40(a) and $3.40(\mathrm{~b})$. The position difference in the start of the experiment is created intentionally to test the proposed approach and it is clear that the position tracking is satisfactory. The slaves follow the masters in presence of some delay. Feedback forces for both the masters and forces generated by the slave controllers are shown in Figs 3.40(c) and 3.40(d). The


Figure 3.40: M/S positions and forces
passivity observer values for both the masters and their corresponding dissipation values are presented in Figs 3.41(a) 3.41(b), 3.41(c) and 3.41(d) respectively. It can be seen that the power values at the master side are positive for almost all time except in the start so the dissipation values stay at zero confirming that no switching action is required. Similarly, the passivity observer values for both the slaves and their corresponding dissipation values are shown in Figs 3.42(a), 3.42(b), 3.42(c) and 3.42(d) respectively. The interaction forces of both the slaves with the environment are shown in Figs.3.43(a) and 3.43(b),

The simulation and experimental results, for constant and varying time delay cases, presented above confirm the stable and safe teleoperation. It is observed that switching


Figure 3.41: PO and dissipation values for the masters


Figure 3.42: PO and dissipation values for the slaves


Figure 3.43: Environmental contact forces

TDPC is not only capable of dealing with constant time delays in communication channel but it works equally well under varying time delays. The effect of weighting coefficients on the velocities of the masters and the forces of the slaves is clearly observable under the proposed communication architecture. The results provide good position tracking of the masters by the slaves as well as the force feedback for the human operator.

### 3.5 Summary

TDPC is a passivity based approach which has shown effective results for the stability of the teleoperation systems but has only disadvantage of zero division. A novel control design was proposed in this work which bypassed the zero division naturally and ensured the stable operation of multilateral teleoperation system, making control simpler and better. The communication structure proposed here allowed the assignment of different weights to the masters and slaves by the use of weighting coefficients. Stability of the system was maintained at every time instant by a switching action which injected damping in the system whenever it was needed. Extensive numerical simulation and experimental results validated the usefulness of the proposed scheme under constant and varying time delays.

## Chapter 4

## Modeling of Mobile Manipulators

Efficient model based control of any dynamical system relies on its accurate mathematical model. This chapter is focused on the mathematical modeling of the mobile manipulator system. Unlike fixed-base manipulators, the mathematical model of a mobile manipulator is a little bit complex due to the coupling of the robotic arm and the mobile base. Followed from [64, 147], this work derives the mathematical model of the mobile manipulator starting from the kinematic constraints then developing the Jacobian of the system and finally deriving the dynamics. This mathematical model, kinematics and dynamics, of the mobile manipulators will be used in subsequent chapters for cooperative/coordination control and teleoperation control design of multiple mobile manipulators.

### 4.1 System Description

Consider the $n+m$ DOF mobile manipulator system as shown in Fig.4.1][64] where $n$ and $m$ are the degrees of freedom of the manipulator arm and the mobile base respectively. The mobile platform consists of a filled rectangular or circular plate and several wheels system. The manipulator arm consists of $n$ numbers of links which are connected together with the rotation joints. The first link of the manipulator can rotate around $z$ axis and the other links can rotate up and down. The platform of the mobile manipulator is a 2 wheeled differential drive mobile robot. The manipulator is assumed to be mounted on the center of the platform and on the midpoint of the wheel axle.

### 4.2 Kinematics of Mobile Manipulator

Kinematics of a mobile manipulator are always affected by some kinematical constraints. These constraints are normally classified into two categories of holonomic and nonholonomic constraints. These constraints must be considered in the mathematical modeling of the mobile manipulators to effectively design a controller for specific task requirements as


Figure 4.1: $n+m$ DOF mobile manipulator [64]
these constraints govern the overall motion of the system.

### 4.2.1 Holonomic Constraints

By definition, a holonomic constraint is a type of constraints which can be expressed by a mathematical expressions having only the joint position variables. A common way to express holonomic constraints is given below.

$$
\begin{equation*}
f(q, t)=0 \tag{4.1}
\end{equation*}
$$

where $q$ denotes the generalized coordinates of the system. Holonomic constraints normally reduce the degrees of freedom of the system thus heavily affecting the equations of motion of that system.

### 4.2.2 Nonholonomic Constraints

In contrast to holonomic constraints, nonholonomic constraints can not be expressed by a mathematical expression depending only on the position variables. The mathematical expressions for such constraints usually include the time derivative of one or more position variables and these expressions can not be integrated to attain a relationship between the joint variables. Conventionally, a nonholonomic constraint is expressed as,

$$
\begin{equation*}
f(q, \dot{q}, t)=0 \tag{4.2}
\end{equation*}
$$

### 4.2.3 Assumptions on Kinematic Structure

There are several assumptions made for the wheeled mobile platform.

- Wheel movement is limited to horizontal plane only. This means that the mobile base can only move in the $X-Y$ plane. Also, it cannot move sideways (in the direction of the axle of the wheels).
- Only point contact of the wheel to the horizontal plane is assumed. Also, it is subjected to pure rolling condition.
- The friction between axle and wheel, the friction between the wheel and the contact surface are completely ignored.
- The steering axis of mobile platform is orthogonal to the horizontal plane.
- It is assumed that the platform of the mobile manipulator is driven by two motors independently.


### 4.2.4 Derivation of Kinematics of Mobile Manipulator

Consider the mobile manipulator of Fig. 4.1 assuming that it has two links of the robotic arm and is mounted on a differential drive platform [64, 147]. It is assumed that the lengths of the links are represented by $l_{1}$ and $l_{2}$ and the joint angles are represented by $\theta_{1}$ and $\theta_{2}$. Considering $x, y$ as the position and $\theta_{b}$ as the orientation of the mobile base, the end-effector coordinates can be written as,

$$
\begin{align*}
& x_{E E}=x-l_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \\
& y_{E E}=y-l_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)  \tag{4.3}\\
& z_{E E}=l_{1}-l_{2} \cos \theta_{2} .
\end{align*}
$$

Differentiating (4.3) results in,

$$
\begin{align*}
& \dot{x}_{E E}=\dot{x}+l_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{b}+l_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{1}-l_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \\
& \dot{y}_{E E}=\dot{y}-l_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{b}-l_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{1}-l_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \\
& \dot{z}_{E E}=l_{2} \sin \theta_{2} \dot{\theta}_{2} \tag{4.4}
\end{align*}
$$

An alternative form of (4.4) is,

$$
\begin{align*}
& \dot{x}_{E E}=v \cos \theta_{b}+l_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \omega+l_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{1}-l_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \\
& \dot{y}_{E E}=v \sin \theta_{b}-l_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \omega-l_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{1}-l_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \\
& \dot{z}_{E E}=l_{2} \sin \theta_{2} \dot{\theta}_{2} \tag{4.5}
\end{align*}
$$

The velocity of the end-effector of the robotic arm and the velocity of the mobile base can be represented as,

$$
\begin{align*}
\dot{X} & =\left[\begin{array}{lllll}
\dot{x} & \dot{y} & \dot{x}_{E E} & \dot{y}_{E E} & \dot{z}_{E E}
\end{array}\right]^{T} \\
\eta & =\left[\begin{array}{llll}
v & \omega & \dot{\theta}_{1} & \dot{\theta}_{2}
\end{array}\right]^{T} . \tag{4.6}
\end{align*}
$$

Now the relationship of $\dot{X}$ and $\eta$ can be expressed with the help of the Jacobian $J$ as,

$$
\begin{equation*}
\dot{X}=J \eta \tag{4.7}
\end{equation*}
$$

The details of the $J$ are given in Appendix A.1.

### 4.3 Dynamics of Mobile Manipulator

The Langrangian of the mobile manipulator system can be expressed as,

$$
\begin{equation*}
\mathcal{L}(\mathbf{q}, \dot{\mathbf{q}})=K(\mathbf{q}, \dot{\mathbf{q}})-P(\mathbf{q}) \tag{4.8}
\end{equation*}
$$

The Euler Langrange (EL) equations of motion of an $n$-link manipulator can be written in the form [148],

$$
\begin{equation*}
\frac{d u}{d t} \frac{\partial \mathcal{L}}{\partial \dot{\mathbf{q}}}-\frac{\partial \mathcal{L}}{\partial \mathbf{q}}=\tau \tag{4.9}
\end{equation*}
$$

where $\tau$ is the corresponding torque of the $i$ th joint and $i=1,2 \ldots, n$. A conventional way to express (4.9) is [65] given below and the detailed calculation of 4.10) is given in Appendix A.2.

$$
\begin{equation*}
M(\mathbf{q}) \ddot{\mathbf{q}}+C(\mathbf{q}, \dot{\mathbf{q}}) \dot{\mathbf{q}}+G(\mathbf{q})+\mathbf{f}=B(\mathbf{q}) \tau \tag{4.10}
\end{equation*}
$$

where $M(\mathbf{q}) \in \mathcal{R}^{n \times n}$ is the inertia matrix which is a symmetric bounded positive definite matrix; $C(\mathbf{q}, \dot{\mathbf{q}}) \in \mathcal{R}^{n \times n}$ is the Centripetal and Coriolis matrix; $G(\mathbf{q}) \in \mathcal{R}^{n}$ is the gravitational force vector; $\mathbf{f}=\left[\begin{array}{ll}\mathbf{f}_{n}^{T} & \mathbf{f}_{h}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\left(A^{T}\left(\mathbf{q}_{b}\right) \lambda\right)^{T} & 0\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the generalized constraint force
or torque, where $\lambda=\left[\begin{array}{ll}\lambda_{n} & \lambda_{h}\end{array}\right]^{T}$ is the Lagrangian multiplier, $\lambda_{n}$ considers the nonholonomic constraint and $\lambda_{h}$ considers the holonomic constraints and $A\left(\mathbf{q}_{b}\right)$ is the kinematic constraint matrix. $B(\mathbf{q}) \in \mathcal{R}^{n \times m}$ is a full rank input transformation matrix and also assumed to be known; $\tau \in \mathcal{R}^{m}$ is the control input to the system. $\mathbf{q}=\left[\begin{array}{ll}\mathbf{q}_{b}^{T} & \mathbf{q}_{a}^{T}\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the vector of generalized coordinates. $\mathbf{q}_{b}$ denotes the generalized coordinates of the wheeled mobile base and $\mathbf{q}_{a}$ denotes the generalized coordinates of the manipulator arm. The terms can be further represented as (4.11),

$$
\begin{gather*}
M(\mathbf{q})=\left[\begin{array}{ll}
M_{b} & M_{b a} \\
M_{a b} & M_{a}
\end{array}\right], \quad C(\mathbf{q}, \dot{\mathbf{q}})=\left[\begin{array}{cc}
C_{b} & C_{b a} \\
C_{a b} & C_{a}
\end{array}\right], \\
G(\mathbf{q})=\left[\begin{array}{c}
G_{b} \\
G_{a}
\end{array}\right], \quad B(\mathbf{q})=\left[\begin{array}{cc}
B_{b} & 0 \\
0 & B_{a}
\end{array}\right], \quad \tau=\left[\begin{array}{c}
\tau_{b} \\
\tau_{a}
\end{array}\right], \tag{4.11}
\end{gather*}
$$

where $M_{b}$ and $M_{a}$ describe the inertia matrices for the mobile base and the manipulator arm respectively. $M_{b a}$ and $M_{a b}$ describe the coupling inertia matrices of the mobile base and manipulator arm. $C_{b}$ and $C_{a}$ are Centripetal and Coriolis torques for the mobile base and the manipulator arm respectively. $C_{b a}$ and $C_{a b}$ are the coupling Centripetal and Coriolis torques of the mobile base and the manipulator arm. $G_{b}$ and $G_{a}$ are the gravitational forces of the mobile base and the manipulator arm respectively. $B_{b}$ and $B_{a}$ denote the input transformation matrices of the mobile platform and the manipulator arm respectively. $\tau_{b}$ and $\tau_{a}$ are the control input of the mobile base and the robotic arm.

### 4.3.1 Nonholonomic Constraint and Reduced Dynamics

Let $\mathbf{q}_{b} \in \mathcal{R}^{m}$ and $\mathbf{q}_{a} \in \mathcal{R}^{n}$ describe the coordinates of the mobile base and the manipulator arm respectively where $m$ and $n$ are the DOF of the mobile base and the manipulator arm respectively. The coordinates of the mobile base can be described as,

$$
\mathbf{q}_{b}=\left[\begin{array}{c}
x  \tag{4.12}\\
y \\
\theta_{b}
\end{array}\right]
$$

where $x, y$ are the coordinates of the center of the mobile base and $\theta_{b}$ is the orientation or the heading angle of the mobile base. According to the assumptions made for the wheels of the mobile base, the nonholonomic kinematic constraint for the mid point of the wheel
axle where the manipulator arm is mounted can be expressed as,

$$
\begin{equation*}
\dot{x} \sin \theta_{b}-\dot{y} \cos \theta_{b}=0 . \tag{4.13}
\end{equation*}
$$

The constraint in (4.13) can also be written in the following form,

$$
\begin{equation*}
A\left(\mathbf{q}_{b}\right) \dot{\mathbf{q}}_{b}=0 \tag{4.14}
\end{equation*}
$$

where,

$$
A\left(q_{b}\right)=\left[\begin{array}{lll}
\sin \theta_{b} & -\cos \theta_{b} & 0 \tag{4.15}
\end{array}\right] .
$$

Suppose there are $l$ numbers of non-integrable and independent velocity constraints and it is assumed to have the full rank $l$. The mobile platform here is assumed to be completely nonholonomic and we can write $A\left(\mathbf{q}_{b}\right)$ matrix of (4.14) as,

$$
A\left(\mathbf{q}_{b}\right)=\left[\begin{array}{lllll}
A_{1}^{T}\left(\mathbf{q}_{b}\right) & A_{2}^{T}\left(\mathbf{q}_{b}\right) & A_{3}^{T}\left(\mathbf{q}_{b}\right) & \ldots & A_{l}^{T}\left(\mathbf{q}_{b}\right) \tag{4.16}
\end{array}\right]^{T}
$$

The nonholonomic generalized constraint forces can be given as,

$$
\begin{equation*}
\mathbf{f}_{n}=\left(A^{T}\left(\mathbf{q}_{b}\right) \lambda_{n}\right)^{T} . \tag{4.17}
\end{equation*}
$$

$H\left(\mathbf{q}_{b}\right) \in \mathcal{R}^{n \times m}$ is a matrix with rank being $m$ formed by a set of smooth and linearly independent vectors spanning the null space of matrix $A\left(\mathbf{q}_{b}\right)$, like,

$$
\begin{equation*}
H^{T}\left(\mathbf{q}_{b}\right) A^{T}\left(\mathbf{q}_{b}\right)=0 \tag{4.18}
\end{equation*}
$$

where $H\left(\mathbf{q}_{b}\right)=\left[H_{1}\left(\mathbf{q}_{b}\right) H_{2}\left(\mathbf{q}_{b}\right) \ldots H_{n_{b}-l}\left(\mathbf{q}_{b}\right)\right]$. Note that here $H^{T} H$ is full rank. According to (4.14) and (4.18), the first order velocity kinematic model of a nonholonomic mobile platform which is also called the steering system can be written in the following form,

$$
\begin{equation*}
\dot{\mathbf{q}}_{b}=H\left(\mathbf{q}_{b}\right) \alpha, \tag{4.19}
\end{equation*}
$$

where $\alpha$ is an auxiliary function $\alpha \in \mathcal{R}^{2}$ and called the steering velocity of the kinematic system. $\alpha_{1}$ and $\alpha_{2}$ are the linear and angular velocities of the wheeled mobile platform and can be written as 4.20) or $\alpha_{1}$ and $\alpha_{2}$ are the left wheel velocity and the right wheel velocity of the mobile base and can be written as (4.21),

$$
\alpha=\left[\begin{array}{ll}
v & \omega \tag{4.20}
\end{array}\right]^{T},
$$

$$
\alpha=\left[\begin{array}{ll}
\theta_{R} & \theta_{L} \tag{4.21}
\end{array}\right]^{T}
$$

We can rewrite (4.19) in the specific kinematic form, in terms of linear and angular velocities of the wheeled mobile platform or in terms of right and left wheel velocities.

$$
\begin{gather*}
\dot{\mathbf{q}}_{b}=\left[\begin{array}{cc}
\cos \theta_{b} & 0 \\
\sin \theta_{b} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right],  \tag{4.22}\\
\dot{\mathbf{q}}_{b}=\left[\begin{array}{cc}
\frac{R}{2} \cos \theta_{b} & \frac{R}{2} \cos \theta_{b} \\
\frac{R}{2} \sin \theta_{b} & \frac{R}{2} \sin \theta_{b} \\
\frac{R}{2 D} & -\frac{R}{2 D}
\end{array}\right]\left[\begin{array}{c}
\theta_{R} \\
\theta_{L}
\end{array}\right], \tag{4.23}
\end{gather*}
$$

where $R$ is the radius of the wheels and $D$ is the distance of the two wheels of the mobile platform. Let $\eta=\left[\begin{array}{ll}\alpha^{T} & \dot{\mathbf{q}}_{a}^{T}\end{array}\right]^{T}$. Due to the nonholonomic constraint defined in (4.14) and (4.19), there exists a vector $\dot{\eta}$, such that,

$$
\begin{equation*}
\dot{\mathbf{q}}=H(\mathbf{q}) \eta, \quad \ddot{\mathbf{q}}=H(\mathbf{q}) \dot{\eta}+\dot{H}(\mathbf{q}) \eta \tag{4.24}
\end{equation*}
$$

Considering (4.24), the dynamics of the mobile manipulator can be expressed as in (4.25) by substituting (4.24) into (4.10) as,

$$
\begin{equation*}
\bar{M}(\mathbf{q}) \dot{\eta}+\bar{C}(\mathbf{q}, \dot{\mathbf{q}}) \eta+\bar{G}(\mathbf{q})=\bar{\tau} \tag{4.25}
\end{equation*}
$$

which is the reduced dynamic model of the robotic system.

$$
\left\{\begin{array}{l}
\bar{M}(\mathbf{q})=H_{i}^{T}(\mathbf{q}) M(\mathbf{q}) H(\mathbf{q})  \tag{4.26}\\
\bar{C}(\mathbf{q}, \dot{\mathbf{q}})=H^{T}(\mathbf{q})[M(\mathbf{q}) \dot{H}(\mathbf{q})+C(\mathbf{q}, \dot{\mathbf{q}}) H(\mathbf{q})] \\
\bar{G}(\mathbf{q})=H^{T}(\mathbf{q}) G(\mathbf{q}) \\
\bar{\tau}=H^{T}(\mathbf{q}) B(\mathbf{q}) \tau
\end{array}\right.
$$

A more specific dynamic model can be described as [64],

$$
\begin{gather*}
{\left[\begin{array}{c}
H^{T} B_{b} \tau_{b} \\
B_{a} \tau_{a}
\end{array}\right]=\left[\begin{array}{cc}
H^{T} M_{b} H & H^{T} M_{b a} \\
M_{a b} H & M_{a}
\end{array}\right]\left[\begin{array}{c}
\ddot{\alpha} \\
\ddot{\mathbf{q}}_{a}
\end{array}\right]+\left[\begin{array}{cc}
H^{T} M_{b} \dot{H}+H^{T} C_{b} H & H^{T} C_{b a} \\
M_{a b} \dot{H}+C_{a b} H & C_{a}
\end{array}\right]\left[\begin{array}{c}
\dot{\alpha} \\
\dot{\mathbf{q}}_{a}
\end{array}\right]}  \tag{4.27}\\
\\
+\left[\begin{array}{c}
H^{T} G_{b} \\
G_{a}
\end{array}\right] .
\end{gather*}
$$

### 4.3.2 Dynamic Properties

The dynamic model of the mobile manipulator (4.25) has following properties [6].
Property 1: The inertia matrix $\bar{M}(q)$ is the symmetric positive definite matrix which follows the following inequality:

$$
\begin{equation*}
\lambda_{\text {min }} \bar{M}(\mathbf{q}) I \leq \bar{M}(\mathbf{q}) \leq \lambda_{\max } \bar{M}(\mathbf{q}) I, \tag{4.28}
\end{equation*}
$$

where $\lambda_{\text {min }} \bar{M}(\mathbf{q})$ and $\lambda_{\text {max }} \bar{M}(\mathbf{q})$ are the minimum and maximum eigenvalues of the $\bar{M}(\mathbf{q})$. Property 2: There exists a skew-symmetric relationship between the inertia matrix $\bar{M}(\mathbf{q})$ and Centripetal and Coriolis matrix $\bar{C}(\mathbf{q}, \dot{\mathbf{q}})$ as follow:

$$
\begin{equation*}
X^{T}[\dot{\bar{M}}(\mathbf{q})-2 \bar{C}(\mathbf{q}, \dot{\mathbf{q}})] X=0 \tag{4.29}
\end{equation*}
$$

Property 3: The left hand side of (4.25) is linearly parameterized in terms of system parameters as shown below:

$$
\begin{equation*}
\bar{M}(\mathbf{q}) \dot{\eta}+\bar{C}(\mathbf{q}, \dot{\mathbf{q}}) \eta+\bar{G}(\mathbf{q})=Y(\mathbf{q}, \dot{\mathbf{q}}, \eta, \dot{\eta}) \mathbf{p}, \tag{4.30}
\end{equation*}
$$

where $\mathbf{p}$ is the vector of uncertain or unknown parameters and $Y$ is a regressor matrix which contains unknown parameters.

### 4.4 Summary

In this chapter, we developed the mathematical model of an $n+m$ DOF mobile manipulator system. The kinematic constraints were discussed first and then depending on the kinematic constraints of the system, the EL dynamic model was presented. This model will be used in the subsequent chapters to test the control algorithms for different applications.

## Chapter 5

## Cooperative Adaptive Backstepping Control of Two Mobile Manipulators

This chapter is focused on the development of a new adaptive backstepping control scheme for the cooperative control of two mobile manipulators to transport a common object which is rigidly attached to their end-effectors. The key idea is to provide simultaneous control of the mobile base and the end-effector. A two-stage controller is proposed where kinematic backstepping is applied to control the velocity of the mobile platform and the motion of the end-effector and an adaptive torque control is designed for trajectory tracking of the mobile manipulator system. Model parameters are assumed to be completely unknown and are estimated using an adaptive law. Damped Least Squares (DLS) method is used to update the model parameters. The simulation results for two mobile manipulators validate the effectiveness of the proposed controller.

As an extension of our previous work [149] which only deals with the trajectory tracking of a single mobile manipulator, this research work presents a novel backstepping adaptive control of two nonholonomic mobile manipulators to guarantee the perfect trajectory tracking of the end-effectors while carrying a load. The main contribution of this work is to propose an approach to simultaneously control the mobile platform and the robotic arm for proper trajectory tracking of the end-effectors for motion coordination. The object model is chosen such that the only force to deal with is the internal force of the object. The simulation results verify the effectiveness of the proposed control approach.

### 5.1 System Description

Consider two cooperating $n+m$ DOF mobile manipulator system as shown in Fig.5.1 [64]. The mobile platform consists of a solid rectangular or circular plate and two wheel system. The manipulator arm consists of $n$ number of links which are connected together with the rotation joints. The first link of the manipulator can rotate around the $z$ axis, and the
other links can rotate up and down. The platform of the mobile manipulator is a twowheeled differential drive mobile robot. The manipulator is assumed to be mounted on the center of the platform and on the midpoint of the wheel axle. An object is attached to the end-effectors of the mobile manipulators. The dynamic model of the $i$ th $n$-link mobile


Figure 5.1: Two $n+m$ DOF mobile manipulators [64]
manipulator can be represented as [65],

$$
\begin{equation*}
M_{i}\left(\mathbf{q}_{i}\right) \ddot{\mathbf{q}}_{i}+C_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right) \dot{\mathbf{q}}_{i}+G_{i}\left(\mathbf{q}_{i}\right)+\mathbf{f}_{i}=B_{i}\left(\mathbf{q}_{i}\right) \tau_{i} \tag{5.1}
\end{equation*}
$$

where $M_{i}\left(\mathbf{q}_{i}\right) \in \mathcal{R}^{n \times n}$ is the inertia matrix which is a symmetric bounded positive definite matrix; $C_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right) \in \mathcal{R}^{n \times n}$ is the Centripetal and Coriolis matrix; $G_{i}\left(\mathbf{q}_{i}\right) \in \mathcal{R}^{n}$ is the gravitational force vector; $\mathbf{f}_{i}=\left[\begin{array}{ll}\mathbf{f}_{i n}^{T} & \mathbf{f}_{i h}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\left(A_{i}^{T}\left(\mathbf{q}_{i b}\right) \lambda\right)^{T} & 0\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the generalized constraint force or torque, where $\lambda_{i}=\left[\begin{array}{ll}\lambda_{i n} & \lambda_{i h}\end{array}\right]^{T}$ is the Lagrangian multiplier, $\lambda_{\text {in }}$ considers the nonholonomic constraint and $\lambda_{i h}$ considers the holonomic constraints and $A_{i}\left(\mathbf{q}_{i b}\right)$ is the kinematic constraint matrix. $B_{i}\left(\mathbf{q}_{i}\right) \in \mathcal{R}^{n \times m}$ is a full rank input transformation matrix and also assumed to be known; $\tau_{i} \in \mathcal{R}^{m}$ is the control input to the system. $\mathbf{q}_{i}=\left[\begin{array}{ll}\mathbf{q}_{i b}^{T} & \mathbf{q}_{i a}^{T}\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the vector of generalized coordinates. $\mathbf{q}_{i b}$ denotes the generalized coordinates of the wheeled mobile base and $\mathbf{q}_{i a}$ denotes the generalized coordinates of the manipulator arm. Following (4.25), we have,

$$
\begin{equation*}
\bar{M}_{i}\left(\mathbf{q}_{i}\right) \dot{\eta}_{i}+\bar{C}_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right) \eta_{i}+\bar{G}_{i}\left(\mathbf{q}_{i}\right)=\bar{\tau}_{i} \tag{5.2}
\end{equation*}
$$

which is the reduced dynamic model of the robotic system.

$$
\left\{\begin{array}{l}
\bar{M}_{i}\left(\mathbf{q}_{i}\right)=H_{i}^{T}\left(\mathbf{q}_{i}\right) M_{i}\left(\mathbf{q}_{i}\right) H_{i}\left(\mathbf{q}_{i}\right)  \tag{5.3}\\
\bar{C}_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right)=H_{i}^{T}\left(\mathbf{q}_{i}\right)\left[M_{i}\left(\mathbf{q}_{i}\right) \dot{H}_{i}\left(\mathbf{q}_{i}\right)+C_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right) H_{i}\left(\mathbf{q}_{i}\right)\right] \\
\bar{G}_{i}\left(\mathbf{q}_{i}\right)=H_{i}^{T}\left(\mathbf{q}_{i}\right) G_{i}\left(\mathbf{q}_{i}\right) \\
\bar{\tau}_{i}=H_{i}^{T}\left(\mathbf{q}_{i}\right) B_{i}\left(\mathbf{q}_{i}\right) \tau_{i}
\end{array}\right.
$$

The model in 5.2 has the same dynamic properties as in section 4.3.2.

### 5.1.1 Object Model

The model of the object can be given by,

$$
\begin{equation*}
M_{o}\left(\mathbf{x}_{o}\right) \ddot{\mathbf{x}}_{o}+C_{o}\left(\mathbf{x}_{o}, \dot{\mathbf{x}}_{o}\right) \dot{\mathbf{x}}_{o}+G_{o}\left(\mathbf{x}_{o}\right)=\sum_{i=1}^{2} F_{i} \tag{5.4}
\end{equation*}
$$

where $x_{o} \in R^{n}$ is the position of the grasped object. $M_{o}\left(\mathbf{x}_{o}\right) \ddot{\mathbf{x}}_{o}, C_{o}\left(\mathbf{x}_{o}, \dot{\mathbf{x}}_{o}\right) \dot{\mathbf{x}}_{o}$ and $G_{o}\left(\mathbf{x}_{o}\right)$ are similar as in (5.1), which represent the inertia matrix, the centripetal and Coriolis force and the gravitational force in the object dynamics. $F_{i}$ is the equivalent force exerted on the object from the $i$ th manipulator. The kinematic chain between the object frame and the end-effector frame of the $i$ th manipulator is given by [33].

$$
x_{o}=\Phi_{o i}\left(x_{i}\right), \quad \dot{x}_{o}=L_{i}\left(x_{i}\right) \dot{x}_{i}, \quad f_{i}=L_{i}^{T} F_{i}
$$

where $L_{i}$ is the nonsingular transformation matrix. The constraints imposed by the kinematic chain are,

$$
\begin{gathered}
\mathbf{x}_{o}=\mathbf{x}_{o}\left(x_{i}\right)=\mathbf{x}_{o}\left(x_{i}\left(\mathbf{q}_{i}\right)\right), \quad \dot{\mathbf{x}}_{o}=A_{i}\left(\mathbf{q}_{i}\right) \mathbf{q}_{i} \\
\ddot{\mathbf{x}}_{o}=A_{i} \ddot{\mathbf{q}}_{i}+\dot{A}_{i} \dot{\mathbf{q}}_{i}, \quad A_{i}=L_{i} J_{i}
\end{gathered}
$$

It is assumed that there is no rotation of the object involved in the manipulation task and the end-effectors are rigidly attached to the object so there is no relative motion between the object and the end-effectors. Also, the object is not fragile so it does not get deformed with the applied forces.

### 5.2 Coordinated Control Design

This section develops the decentralized controllers for the coordinated control of the mobile manipulators, described by (5.2), to cooperatively transport an object given the desired
trajectories. The movements of the mobile base and the end-effectors are controlled simultaneously to attain synchronized motion. The mobile base is required to track the desired trajectory $\Phi_{d i}$. Similarly, the end-effector is required to track a desired trajectory $\Psi_{d i}$. The subsections of this section address the design of control laws for the mobile manipulator system assuming that the desired trajectories are well defined according to the kinematic constraints of the system.

We address the modelling and control problem of the nonholonomic mobile manipulators for the $n+m$ DOF manipulator mounted on the differential drive wheeled mobile base. This section aims to design a two-stage controller with the objective to track the desired position and velocity of the end-effector. In the first step of the controller design, a kinematic velocity control law is considered using the backstepping control method to control the motion of the end-effector. In the second step, an adaptive torque controller is designed which estimates the unknown parameters of the mobile manipulator system and controls the torque in order to achieve the asymptotic trajectory tracking.

### 5.2.1 Control Objective

The trajectory tracking problem for two mobile manipulators can be described as follows. Let there are two mobile manipulators consisting of $n$-links connected together with joints mounted on the nonholonomic wheeled mobile vehicle. The system can be described by (5.2) which is subjected to nonholonomic constraints as in (4.24).

$$
\begin{align*}
& \dot{\mathbf{q}}_{i}=H_{i}\left(\mathbf{q}_{i}\right) \eta_{i}  \tag{5.5}\\
& \dot{\eta}_{i}=\bar{M}_{i}^{-1}\left(\mathbf{q}_{i}\right)\left[\bar{\tau}_{i}-\bar{C}_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}\right) \eta_{i}-\bar{G}_{i}\left(\mathbf{q}_{i}\right)\right] .
\end{align*}
$$

$\eta_{i}$ is assumed to be,

$$
\eta_{i}=\left[\begin{array}{ll}
\alpha_{i}^{T} & \dot{\mathbf{q}}_{i a}^{T} \tag{5.6}
\end{array}\right]^{T}
$$

where $\alpha_{i}$ is the vector of steering velocity of the mobile platform and $\dot{q}_{i a}$ is the vector of joint velocities of the manipulator arm mounted on the mobile base. The controller is designed in two steps. First, motion/velocity tracking control of the end-effector of the mobile manipulator is designed assuming that the desired trajectory is generated by the kinematic equations and then using that control as a virtual input to (5.2) and by calculating the torque control $\bar{\tau}_{i}$ that accomplishes the asymptotic trajectory tracking of the mobile manipulator for any desired trajectory $\Psi_{d i}=\left[\begin{array}{lllll}\dot{x}_{d i} & \dot{y}_{d i} & x_{E E d i} & y_{E E d i} & z_{E E d i}\end{array}\right]^{T}=\left[\begin{array}{ll}\dot{\Psi}_{b d i}(t) & \Psi_{a d i}(t)\end{array}\right]^{T}$,
where $\dot{x}_{d i}$ and $\dot{y}_{d i}$ are the derivative of the $x_{d i}$ and $y_{d i}$ components of the mobile platform, and $x_{E E d i}, y_{E E d i}, z_{E E d i}$ are the desired end-effector position coordinates in respective directions. The object is attached rigidly to the end-effectors such that there is no relative motion between the object and the end-effector.

### 5.2.2 Assumptions

The following assumptions are made in control design.

1. The nonholonomic constraints and the kinematics of the platform are considered for the velocity control of the mobile platform and no external forces act on the robotic system.
2. It is assumed that the final position of the object is achieved just by reaching the final point of desired end-effector trajectory.
3. It is assumed that $\Psi_{d i}(t)$ is computable with $\dot{\Psi}_{b d i}(t)$. In other words mobile manipulator is able to track the $\Psi_{d i}$ and $\dot{\Psi}_{b d i}$ simultaneously and $\Psi_{d i}$ and $\dot{\Psi}_{b d i}$ are in the range of the workspace of the mobile manipulator.
4. The desired trajectory of the end-effector $\Psi_{d i}(t)$ and the desired velocity trajectory $\dot{\Psi}_{b d i}(t)$ are assumed to be bounded and uniformly continuous and also assumed that their derivatives up to the second order exist and are uniformly bounded and continuous however, $Z_{E E d i}$ is assumed constant here.
5. It is assumed that the mass of the platform, mass of the links, length of the links and the inertia parameters are unknown for the mobile manipulator system.

## Barbalat's Lemma [150]

If $f: R^{+} \rightarrow R$ is uniformly continuous and positive function for all $t \geq 0$, and if the limit of integral,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{0}^{\infty} f(\tau) d \tau \tag{5.7}
\end{equation*}
$$

exists and is finite, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} f(t)=0 \tag{5.8}
\end{equation*}
$$

## Definition:

The $L_{s}$ norm of a function $f: R^{+} \rightarrow R$ is defined as:

$$
\begin{equation*}
\|f(t)\|_{s}=\left(\int_{0}^{\infty}|f(\tau)|^{s} d \tau\right)^{\frac{1}{s}} \tag{5.9}
\end{equation*}
$$

for all $s=[1, \infty)$, while

$$
\begin{equation*}
\|f(t)\|_{\infty}=\max |f(t)| \quad t \geq 0 \tag{5.10}
\end{equation*}
$$

denotes the $L_{\infty}$ norm of function $f . f \in L_{s}$ if $\|f(t)\|_{s}$ exists and is finite.

### 5.2.3 Velocity Tracking Problem

This section focuses on developing a control law $\eta_{c i}(t)$ such that all the state variables of the kinematics (4.24) for any $\left(\Psi_{i}(0), \dot{\Psi}_{i}(0)\right) \in \Phi_{i}, \Psi_{i}$ and $\dot{\Psi}_{i}$ converge to a manifold specified as $\Phi_{d i}$.

$$
\begin{align*}
& \Phi_{d i}=\left\{\left(\Psi_{i}, \dot{\Psi}_{i}\right) \mid \Psi_{i}=\Psi_{d i}, \dot{\Psi}_{i}=\dot{\Psi}_{d i}\right\} \\
& \Psi_{i}=\left[\begin{array}{llll}
\dot{x}_{i} & \dot{y}_{i} & x_{E E i} & y_{E E i} \\
z_{E E i}
\end{array}\right]^{T} \tag{5.11}
\end{align*}
$$

To simplify the control objective, assume the tracking error of the desired trajectory is $\mathbf{e}_{i}(t)$ and it can be written in the form of (5.12) where $\Psi_{i}(t)$ is denoting the configuration of the mobile platform velocity and the position of the end-effector and $\Psi_{d i}(t)$ denotes the desired configuration of mobile platform velocity and the position of the end-effector.

$$
\begin{equation*}
\mathbf{e}_{i}(t)=\Psi_{d i}(t)-\Psi_{i}(t) \tag{5.12}
\end{equation*}
$$

The control objective can be formulated as,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbf{e}_{i}(t)=0 \quad \text { and } \quad \lim _{t \rightarrow \infty} \dot{\mathbf{e}}_{i}(t)=0 \tag{5.13}
\end{equation*}
$$

### 5.2.3.1 Kinematic Controller

We will use the backstepping approach to design a kinematic or velocity controller. To design a motion tracking controller, we only consider (4.24) which is the kinematic equation of the mobile manipulator.

$$
\begin{equation*}
\dot{\mathbf{q}}_{i}=H_{i}\left(q_{i}\right) \eta_{i} \tag{5.14}
\end{equation*}
$$

First, define an output of the system as,

$$
\begin{equation*}
\Psi_{i}=f_{i}\left(q_{i}\right) \tag{5.15}
\end{equation*}
$$

The error and its derivative can be written as,

$$
\begin{align*}
\mathbf{e}_{i} & =\Psi_{d i}-\Psi_{i}  \tag{5.16}\\
\dot{\mathbf{e}}_{i} & =\dot{\Psi}_{d i}-\dot{\Psi}_{i}
\end{align*}
$$

where $\mathbf{e}_{i}$ is the velocity error of the mobile platform and the position error of the endeffector. Taking the time derivative of (5.15),

$$
\begin{equation*}
\dot{\Psi}_{i}=\frac{\partial f_{i}\left(q_{i}\right)}{\partial q_{i}} \dot{\mathbf{q}}_{i}=\frac{\partial f_{i}\left(q_{i}\right)}{\partial q_{i}} H_{i}\left(\mathbf{q}_{i}\right) \eta_{i}=\Delta_{i} \eta_{i} \tag{5.17}
\end{equation*}
$$

where $\Delta_{i}$ is a decoupling matrix or extended Jacobian matrix and can be represented as

$$
\begin{equation*}
\Delta_{i}=\frac{\partial f_{i}\left(q_{i}\right)}{\partial q_{i}} H_{i}\left(\mathbf{q}_{i}\right) \tag{5.18}
\end{equation*}
$$

From (5.16) and (5.17),

$$
\begin{equation*}
\dot{\mathbf{e}}_{i}=\dot{\Psi}_{d i}-\Delta_{i} \eta_{i} . \tag{5.19}
\end{equation*}
$$

Let $\eta_{i}=\eta_{c i}$ be the virtual velocity control, (5.19) can be written as,

$$
\begin{equation*}
\dot{\mathbf{e}}_{i}=\dot{\Psi}_{d i}-\Delta_{i} \eta_{c i} \tag{5.20}
\end{equation*}
$$

Choosing a Lyapunov function as,

$$
\begin{equation*}
V_{1}=\frac{1}{2} \mathbf{e}_{i}^{T} \mathbf{e}_{i} . \tag{5.21}
\end{equation*}
$$

Taking the derivative of (5.21),

$$
\begin{equation*}
\dot{V}_{1}=\mathbf{e}_{i}^{T} \dot{\mathbf{e}}_{i}=\mathbf{e}_{i}^{T}\left(\dot{\Psi}_{d i}-\Delta_{i} \eta_{c i}\right) . \tag{5.22}
\end{equation*}
$$

We design the kinematic control law $\eta_{c i}$ as

$$
\begin{equation*}
\eta_{c i}=\Delta_{i}^{-1}\left[\dot{\Psi}_{d i}+K_{i} \mathbf{e}_{i}\right] \tag{5.23}
\end{equation*}
$$

where $K_{i}>0$ is the positive constant control gain. (5.23) is the velocity tracking kinematic controller. From (5.20) and (5.23),

$$
\begin{equation*}
\dot{\mathbf{e}}_{i}=\dot{\Psi}_{d i}-\Delta_{i}\left[\Delta_{i}^{-1}\left(\dot{\Psi}_{d i}+K_{i} \mathbf{e}_{i}\right)\right]=-K_{i} \mathbf{e}_{i} . \tag{5.24}
\end{equation*}
$$

When $K_{i}>0, \lim _{t \rightarrow \infty} \mathbf{e}_{i}(t)=0$,

$$
\dot{V}_{1} \leq-K_{i}\left\|\mid \mathbf{e}_{i}\right\|^{2}
$$

If $\Delta$ is a full rank square matrix, then $\Delta^{-1}$ can be obtained via simple inversion. If $\Delta$ is not a full rank matrix or the mobile manipulator is at a singular configuration, the system given in (5.14) contains linearly dependent equations. In this case, $\Delta^{-1}$ cannot be derived from the simple inversion of $\Delta$. An alternative solution to invert the $\Delta$ at the sinuglar point or in the neighbourhood of a singularity is provided by the Damped Least Squares (DLS) inverse method [151, 152]. In the DLS inverse method, the inverse can be written as,

$$
\begin{equation*}
\Delta^{-1}=\Delta^{T}\left(\Delta \Delta^{T}+k^{2} I\right)^{-1} \tag{5.25}
\end{equation*}
$$

where $k$ is a damping factor.

### 5.2.4 Cooperative Torque Control Problem

Using a property of the dynamic system given in (4.30), design a control law such that all the state variables of the mobile manipulator dynamics converge to a desired trajectory $\Psi_{d i}(t)$ so that the cooperative transportation of an object is achieved. In other words, design a controller $\bar{\tau}_{i}$ such that,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \eta_{i}(t)-\eta_{c i}(t)=0 \quad \text { or } \quad \lim _{t \rightarrow \infty} \eta_{e i}(t)=0 \tag{5.26}
\end{equation*}
$$

where $\eta_{c i}(t)$ is the velocity controller designed in the first step and $\eta_{e i}(t)$ is the joint velocity error between actual and controlled joint velocities.

### 5.2.4.1 Adaptive Torque Control

In the first part of the controller design, a kinematic velocity controller is designed to track the desired trajectory of the mobile manipulator system. Using the controller $\eta_{c i}$, the adaptive torque controller is designed. The dynamics given in (5.2) are considered to design the controller. Using the properties of the dynamic system given in (4.28), 4.29) and 4.30), the adaptive torque controller is designed as follows.
Consider a Lyapunov function $V_{2}$ as,

$$
\begin{equation*}
V_{2}=\frac{1}{2} \eta_{e i}^{T} \bar{M}_{i} \eta_{e i}, \tag{5.27}
\end{equation*}
$$

where $\eta_{e i}$ is defined as the state error of the kinematically controlled system and can be written as 5.28). Note that it is not an independent Lyapunov function for the adaptive torque control as $\eta_{e i}$ given in the (5.28) depends on the kinematic control.

$$
\begin{equation*}
\eta_{e i}=\eta_{i}-\eta_{c i} \tag{5.28}
\end{equation*}
$$

Taking the time derivative of the Lyapunov function $V_{2}$ as,

$$
\begin{equation*}
\dot{V}_{2}=\frac{1}{2} \eta_{e i}^{T}\left[\dot{\bar{M}}_{i} \eta_{e i}+2 \bar{M}_{i} \dot{\eta}_{e i}\right] . \tag{5.29}
\end{equation*}
$$

From (5.28),

$$
\begin{equation*}
\dot{V}_{2}=\eta_{e i}^{T}\left[\frac{1}{2} \dot{\bar{M}}_{i}\left(\eta_{i}-\eta_{c i}\right)+\bar{M}_{i}\left(\dot{\eta}_{i}-\dot{\eta}_{c i}\right)\right] . \tag{5.30}
\end{equation*}
$$

From (5.5) we have,

$$
\begin{align*}
\dot{V}_{2} & =\eta_{e i}^{T}\left[\frac{1}{2} \dot{\bar{M}}_{i}\left(\eta_{i}-\eta_{c i}\right)+\bar{M}_{i}\left[\bar{M}_{i}^{-1}\left(\bar{\tau}_{i}-\bar{C}_{i} \eta_{i}-\bar{G}_{i}\right)-\dot{\eta}_{c i}\right]\right] \\
& =\eta_{e i}^{T}\left[\frac{1}{2} \dot{\bar{M}}_{i}\left(\eta_{i}-\eta_{c i}\right)+\bar{\tau}_{i}-\bar{C}_{i} \eta_{i}-\bar{G}_{i}-\bar{M}_{i} \dot{\eta}_{c i}\right] \\
& =\eta_{e i}^{T}\left[\frac{1}{2} \dot{\bar{M}}_{i} \eta_{i}-\frac{1}{2} \dot{\bar{M}}_{i} \eta_{c i}+\bar{\tau}_{i}-\bar{C}_{i} \eta_{i}-\bar{G}_{i}-\bar{M}_{i} \dot{\eta}_{c i}\right] . \tag{5.31}
\end{align*}
$$

Adding and subtracting $\bar{C}_{i} \eta_{c i}$ in 5.31) and re-arranging the terms, we obtain,

$$
\begin{align*}
\dot{V}_{2}= & \eta_{e i}^{T}\left[\left(\frac{1}{2} \dot{\bar{M}}_{i} \eta_{i}-\bar{C}_{i} \eta_{i}\right)-\left(\frac{1}{2} \dot{\bar{M}}_{i} \eta_{c i}-\bar{C}_{i} \eta_{c i}\right)-\bar{C}_{i} \eta_{c i}\right. \\
& \left.+\bar{\tau}_{i}-\bar{G}_{i}-\bar{M}_{i} \dot{\eta}_{c i}\right] \tag{5.32}
\end{align*}
$$

Using the dynamic property of the mobile manipulator system from (4.29), we can simplify (5.32) as follows.

$$
\begin{equation*}
\dot{V}_{2}=\eta_{e i}^{T}\left[\bar{\tau}_{i}-\bar{M}_{i} \dot{\eta}_{c i}-\bar{C}_{i} \eta_{c i}-\bar{G}_{i}\right] . \tag{5.33}
\end{equation*}
$$

Using the dynamic property in (4.30), the derivative of the Lyapunov function can be written as,

$$
\begin{equation*}
\dot{V}_{2}=\eta_{e i}^{T}\left[\bar{\tau}_{i}-Y_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}, \eta_{c i}, \dot{\eta}_{c i}\right) \mathbf{p}_{i}\right] . \tag{5.34}
\end{equation*}
$$

Therefore, the control law for the unknown parameters $\mathbf{p}_{i}$ can be chosen as,

$$
\begin{equation*}
\bar{\tau}_{i}=Y_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}, \eta_{c i}, \dot{\eta}_{c i}\right) \mathbf{p}_{i}-K_{1 i} \eta_{e i} \tag{5.35}
\end{equation*}
$$

where $K_{1 i}$ is a constant control gain positive definite matrix.
With $K_{1 i}$ being positive definite matrix,

$$
\begin{equation*}
\dot{V}_{2}=-\eta_{e i}^{T} K_{1 i} \eta_{e i} \leq-\lambda_{i m i n}\left(K_{1 i}\right)\left\|\eta_{e i}\right\|^{2} . \tag{5.36}
\end{equation*}
$$

However, here in (5.35), $\mathbf{p}_{i}$ is the vector of uncertain or unknown parameters so we need to add the adaptive controller to estimate the constant value of the vector $\mathbf{p}_{i}$. Define the
estimated parameter vector as $\hat{\mathbf{p}}_{i}$ and then define the error between the actual and estimated parameters as,

$$
\begin{equation*}
\mathbf{e}_{p i}=\mathbf{p}_{i}-\hat{\mathbf{p}}_{i} \tag{5.37}
\end{equation*}
$$

Choosing the control law $\bar{\tau}_{i}$, and parameter update law $\dot{\hat{\mathbf{p}}}_{i}$ as,

$$
\begin{align*}
\bar{\tau}_{i} & =Y_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}, \eta_{c i}, \dot{\eta}_{c i}\right) \hat{\mathbf{p}}_{i}-K_{1 i} \eta_{e i} \\
\dot{\hat{\mathbf{p}}}_{i} & =-\left(\Gamma_{i}^{-1}\right)^{T} Y_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}, \eta_{c i}, \dot{\eta}_{c i}\right)^{T} \eta_{e i} \\
& =-\Gamma_{i}^{-1} Y_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}, \eta_{c i}, \dot{\eta}_{c i}\right)^{T} \eta_{e i}, \tag{5.38}
\end{align*}
$$

where $\Gamma_{i}$ is the symmetric positive definite gain matrix which ensures that 5.39 is positive definite.

Consider the Lyapunov function $V_{3}$ as,

$$
\begin{equation*}
V_{3}=V_{2}+\frac{1}{2} \mathbf{e}_{p i}^{T} \Gamma_{i} \mathbf{e}_{p i} \tag{5.39}
\end{equation*}
$$

Taking the time derivative of the Lyapunov function,

$$
\begin{align*}
\dot{V}_{3} & =\eta_{e i}^{T}\left[\bar{\tau}_{i}-Y_{i}\left(\mathbf{q}_{i}, \dot{\mathbf{q}}_{i}, \eta_{c i}, \dot{\eta}_{c i}\right) \mathbf{p}_{i}\right]+\dot{\mathbf{e}}_{p i}^{T} \Gamma_{i} \mathbf{e}_{p i} \\
& =\eta_{e i}^{T}\left[\bar{\tau}_{i}-Y_{i} \mathbf{p}_{i}\right]+(-\dot{\hat{\mathbf{p}}})_{i}^{T} \Gamma_{i}\left(\mathbf{p}_{i}-\hat{\mathbf{p}}_{i}\right) \tag{5.40}
\end{align*}
$$

Using the parameter update law from (5.38),

$$
\begin{align*}
\dot{V}_{3} & =\eta_{e i}^{T}\left[\bar{\tau}_{i}-Y_{i} \mathbf{p}_{i}\right]+\left(\eta_{e i}^{T}\right) Y_{i}\left(\Gamma_{i}^{-1} \Gamma_{i}\right)\left(\mathbf{p}_{i}-\hat{\mathbf{p}}_{i}\right) \\
& =\eta_{e i}^{T}\left[\bar{\tau}_{i}-Y_{i} \mathbf{p}_{i}+Y_{i} \mathbf{p}_{i}-Y_{i} \hat{\mathbf{p}}_{i}\right] \\
& =\eta_{e i}^{T}\left[\bar{\tau}_{i}-Y_{i} \hat{\mathbf{p}}_{i}\right] \\
& \leq \eta_{e i}^{T} K_{1 i} \eta_{e i} \\
& \leq-\lambda_{i m i n}\left(K_{1 i}\right)\left\|\eta_{e i}\right\|^{2} . \tag{5.41}
\end{align*}
$$

From the Lyapunov stability theorem and Barbalat's Lemma [150], $\eta_{e i} \in L_{\infty}$. Integrating (5.41) we get,

$$
V_{2}(t) \leq V_{2}(0)-\lambda_{i m i n} K_{1 i} \int_{0}^{t}\left\|\eta_{e i}\right\|^{2} d t
$$

Rearranging the above equation,

$$
\int_{0}^{t}\left\|\eta_{e i}\right\|^{2} d t \leq \frac{V_{2}(0)-V_{2}(t)}{\lambda_{i m i n} K_{1 i}}
$$

Since $V_{2}(0)$ is finite and $V_{2}(t) \in L_{\infty}$, we can write, $\eta_{e i} \in L_{2}$. Also, because $\dot{\eta}_{e i}$ is a function of $\eta_{e i}$. In (5.36) and (5.41), $\lambda_{\text {imin }}\left(K_{1 i}\right)$ is the minimum eigenvalue of the control gain $K_{1 i}$. Thus, from the Barbalat's lemma [150], we can write,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \eta_{e i}=0 \Longrightarrow \lim _{t \rightarrow \infty} \eta_{i}=\eta_{c i} \tag{5.42}
\end{equation*}
$$

Hence the system tracking error tends to be zero asymptotically and the system in 5.38) is stable. As for the cooperative transportation of the object, there is no interaction with the environment we can deal with the internal forces of the object the same way as in [33]. We simply make the internal force component zero which does not affect the motion of the object. Another way to control the internal forces of the object is to use a virtual linkage model and grasp matrix as in [68].

### 5.3 Simulation Results

This section presents the simulation results of two 2-DOF mobile manipulators for the desired trajectory tracking based on the controller designed in the previous section. The simulation parameters are given in Table 5.1 .

Table 5.1: Simulation Parameters

|  | Value |  | Value |
| :---: | :---: | :---: | :---: |
| Mass of platform | 32 kg | Mass of link 1 | 3 kg |
| Mass of link 2 | 3 kg | Inertia of platform | $1 \mathrm{kgm}^{2}$ |
| Inertia of link 1 | $1 \mathrm{kgm}^{2}$ | Inertia of link 2 | $1 \mathrm{kgm}^{2}$ |
| Radius of wheel | 0.5 m | Length of link 1 | 1 m |
| Length of link 2 | 1 m | Gravitational force | $9.8 \mathrm{~ms}^{-2}$ |

Consider the given mobile manipulator system of (5.2) for which the time dependent desired trajectory $\Psi_{d i}=\left[\dot{x}_{d i}, \dot{y}_{d i}, x_{E E_{d i}}, y_{E E_{d i}}, z_{E E_{d i}}\right]^{T}$ is selected as,

$$
\begin{cases}\dot{x}_{d i} & =0.1+0.05 \sin t \\ \dot{y}_{d i} & =0.1+0.05 \cos t \\ x_{E E d i} & =0.1 t-0.05 \cos t+0.05+1 \\ y_{E E d i} & =0.1 t+0.05 \sin t+1 \\ z_{E E d i} & =1\end{cases}
$$

The initial conditions for both mobile manipulators are $\Psi_{i}=\left[\dot{x}_{i}, \dot{y}_{i}, x_{E E i}, y_{E E i}, z_{E E i}\right]^{T}=$ $\left[\begin{array}{lllll}0 & 0 & 0 & 0 & 1\end{array}\right],\left[\begin{array}{lllll}0 & 0 & 0 & 1 & 1\end{array}\right]$. The controller gains are chosen to be $k_{i}=1.01, K_{i}=250, K_{1 i}=$ $80 I_{4} \times I_{4}, \Gamma_{i}=10 I_{6} \times I_{6}$. The parameters of the object are $M_{o}=\operatorname{diag}\{5,1\}, C_{o}=\operatorname{diag}\{0,0\}$, $G_{o}=\operatorname{diag}\{0,5 * 9.8\}^{T}$ and $f_{d}^{\text {int }}=0$. The kinematic chain between the object and the manipulators is given by $x_{o}=x_{1}=\operatorname{diag}(-1,1) \times x_{2}$.

Figs 5.2(a), 5.2(b), 5.2(c) and 5.2(d) describe the desired and the actual end-effector position and the errors of the mobile manipulators. The actual position of the end-effector converges to the desired trajectory quickly with some error. Although, the end-effectors do not follow the desired trajectory accurately, the main objective of transporting the object is accomplished. The convergence time of the actual trajectory to the desired trajectory is around 20 seconds. It proves that the designed controller is efficient for the trajectory tracking of the non-zero velocity mobile manipulator's end-effector position control.


Figure 5.2: End-effector positions and errors

The desired and actual velocities of the mobile base for the first mobile manipulator in $x$ and $y$ directions are shown in Figs.5.3(a) and 5.3(b). The velocities converge to the desired velocities after around 15 seconds. The velocities for the second mobile manipulator are shown in Figs 5.3(c) and 5.3(d).


Figure 5.3: Velocity of mobile base in $x$ and $y$ direction


Figure 5.4: Joint angles, object trajectory and internal force

Fig.5.4(a)represents the joint angles of the links of the first manipulator and Fig 5.4(b) represents the joint angles of the links of the second manipulator. Fig 5.4(c) shows the trajectory of the object which is being transported. The effect of the tracking errors on the end-effector position and mobile base velocity of second mobile manipulator is evident from the object's trajectory. The object slightly oscillates when the mobile manipulators move while carrying the object. The internal force of the object is depicted in Fig 5.4(d), As this internal force is greater than zero when the mobile manipulators start moving, we see that the two mobile manipulators are always in contact with the object during the task accomplishment.


Figure 5.5: Actual velocities, controlled velocities and error

Figs $5.5(\mathrm{a})$ and $5.5(\mathrm{~b})$ show the actual joint velocities of the the mobile base and the first and second joint of the manipulator arm for both mobile manipulators. Similarly, Figs $5.5(\mathrm{c})$ and $5.5(\mathrm{~d})$ give the plot of the controlled joint velocities of the mobile base and both joints. From these results, it can be seen that the controlled velocities $\eta_{c}$ are the same as that of the actual velocities $\eta$. The ultimate goal is to control the joint velocities and it can be clearly identified from both figures that both velocities are same. The errors of these velocities are almost zero as shown in Figs 5.5(e) and 5.5(f).

### 5.4 Summary

In this chapter, we proposed a novel adaptive control design for the trajectory tracking of the end-effectors of the mobile manipulators to manipulate an object. A two stage controller design approach was adopted where the first step was focused on a kinematic velocity controller for the mobile base/end-effector and the second step provided the torque control for the manipulator joints. Simulations were carried out for a nonholonomic mobile manipulators system with the proposed control design and the results not only verified the guaranteed stability of the system but also provided substantial evidence of the satisfactory trajectory tracking.

## Chapter 6

## Cooperative Control of Networked Mobile Manipulators

Transportation or manipulation of objects with a team of mobile manipulators is extremely invaluable when the objects are heavy or difficult to manipulate by a single mobile manipulator. This chapter develops a cooperative and coordination control scheme for networked mobile manipulators jointly connected in a graph topology under communication delays for object transportation. The synchronization of the mobile manipulators is achieved with the tracking control and the cooperation control is implemented using decoupled dynamics of the mobile manipulators. An integration of the force control with the synchronization control is adapted to achieve the cooperative transportation of the object which is rigidly attached to the end-effectors of the mobile manipulators. The null space control provides the tracking of the mobile base to follow a desired trajectory. Numerical simulations are carried out to prove the efficacy of the proposed scheme.

The mobility of a robotic manipulator not only maximizes the task generality of the system but also provides an increased task space in structured or unstructured environments. This increase in the manipulation task capabilities of the mobile manipulators outclasses the conventional fixed base robotic manipulators however, this comes at the cost of additional control design challenges. The control algorithms for the mobile manipulators not only have to achieve a task specific criteria but also have to deal with other issues like redundancy resolution and simultaneous or decoupled control of the robotic arm and the mobile base. As we leverage the increased task space and dexterity of the mobile manipulator system, we face the challenges of high dimensionality and complexity in the control design [2, 64, 103].

It must be noted that the performance of a control scheme heavily depends on one's knowledge of the system dynamics including any uncertainty like parametric uncertainties, time delays or payloads. In the aforementioned works, some of the proposed control design do not take into account either time delays or payload. Although adaptation of uncertain or unknown parameters has been well addressed but there is a lack of control schemes
which not only manage to deal with parametric uncertainties but also with time delays and payloads. Only a few control designs have been proposed recently which deal with the force allocation or the load distribution while cooperatively manipulating or transporting the objects with the help of mobile manipulators. Followed from [68, 126, 127, 153,-157], we propose a decoupled null space and operational space control for the synchronization of the mobile manipulators transporting an object to a desired position. An adaptive control design is developed to deal with the uncertain parameters of the system. A synchronizing controller is used to achieve the synchronization of the agents communicating over a strongly connected graph while dealing with the time delays. Decoupling of null and operational space provides the decentralized control of the mobile platform and the manipulator arm. A predefined object trajectory is provided to the agents to control the mobile platforms to achieve the main objective of the transportation of the object. The main contributions of this chapter are:

- To propose a cooperative and coordinated control scheme for multiple mobile manipulators communicating over a strongly connected graph.
- To deal with the time delays in the graph topology where the agents seek information from each other to achieve a common goal.
- To implement a sophisticated internal force control methodology satisfying the kinematic constraints of the system.
- To transport the object in a distributed manner where the end-effectors are controlled using dynamic decoupling.


### 6.1 System Description

The dynamics of a networked system of $N$ mobile manipulators with $i=1, \ldots N$ can be described in Euler Lagrange (EL) form as follows [65, 86, 112].

$$
\begin{equation*}
M_{i}\left(q_{i}\right) \ddot{q}_{i}+C_{i}\left(q_{i}, \dot{q}_{i}\right) \dot{q}_{i}+G_{i}\left(q_{i}\right)+f_{i}\left(q_{i}\right)=B_{i}\left(q_{i}\right) \tau_{i}, \tag{6.1}
\end{equation*}
$$

where $M_{i}\left(q_{i}\right) \in \mathcal{R}^{n \times n}$ is the inertia matrix which is a symmetric bounded positive definite matrix; $C_{i}\left(q_{i}, \dot{q}_{i}\right) \in \mathcal{R}^{n \times n}$ is the Centripetal and Coriolis matrix; $G_{i}\left(q_{i}\right) \in \mathcal{R}^{n}$ is the
gravitational force vector; $f_{i}\left(q_{i}\right)=\left[\begin{array}{ll}f_{i n}^{T} & f_{i h}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\left(A_{i}^{T}\left(q_{i p}\right) \lambda\right)^{T} & 0\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the generalized constraint force or torque, where $\lambda_{i}=\left[\begin{array}{ll}\lambda_{i n} & \lambda_{i n}\end{array}\right]^{T}$ is the Lagrangian multiplier, $\lambda_{i n}$ considers the nonholonomic constraint and $\lambda_{i h}$ considers the holonomic constraints and $A_{i}\left(q_{i p}\right)$ is the kinematic constraint matrix. $B_{i}\left(q_{i}\right) \in \mathcal{R}^{n \times m}$ is a full rank input transformation matrix and also assumed to be known, $\tau_{i} \in \mathcal{R}^{m}$ is the control input to the system. $q_{i}=\left[\begin{array}{ll}q_{i p}^{T} & q_{i a}^{T}\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the vector of generalized coordinates. $q_{i p}$ denotes the generalized coordinates of the wheeled mobile platform and $q_{i a}$ denotes the generalized coordinates of the manipulator arm [64]. The terms can be further represented as,

$$
\begin{gathered}
M_{i}\left(q_{i}\right)=\left[\begin{array}{cc}
M_{i p} & M_{i p a} \\
M_{i a p} & M_{i a}
\end{array}\right], C_{i}\left(q_{i}, \dot{q}\right)=\left[\begin{array}{cc}
C_{i p} & C_{i p a} \\
C_{i a p} & C_{i a}
\end{array}\right] \\
G_{i}\left(q_{i}\right)=\left[\begin{array}{l}
G_{i p} \\
G_{i a}
\end{array}\right], B_{i}\left(q_{i}\right)=\left[\begin{array}{cc}
B_{i p} & 0 \\
0 & B_{i a}
\end{array}\right], \tau_{i}=\left[\begin{array}{c}
\tau_{i p} \\
\tau_{i a}
\end{array}\right],
\end{gathered}
$$

where $M_{i p}$ and $M_{i a}$ describe the inertia matrices for the mobile platform and the manipulator arm respectively. $M_{i p a}$ and $M_{i a p}$ describe the coupling inertia matrices of the mobile platform and the manipulator arm. $C_{i p}$ and $C_{i a}$ are Centripetal and Coriolis torques for the mobile platform and the manipulator arm respectively. $C_{i p a}$ and $C_{i a p}$ are the coupling Centripetal and Coriolis torques of the mobile platform and the manipulator arm. $G_{i p}$ and $G_{i a}$ are the gravitational forces of the mobile platform and the manipulator arm respectively. $B_{i p}$ and $B_{i a}$ denote the input transformation matrices of the mobile platform and the manipulator arm respectively. $\tau_{i p}$ and $\tau_{i a}$ are the control input of the mobile platform and the robotic arm. Fig 6.1 depicts a general schematic of a mobile manipulator with 2 planar links [153, 154].

$$
q_{i p}=\left[\begin{array}{c}
x_{i}  \tag{6.2}\\
y_{i} \\
\theta_{i p}
\end{array}\right]
$$

where $x_{i}, y_{i}$ are the coordinates of the center of the mobile platform and $\theta_{i p}$ is the orientation or the heading angle of the mobile platform. The nonholonomic kinematic constraint for the mid point of the wheel axle where the manipulator arm is mounted can be expressed as,

$$
\begin{equation*}
\dot{x}_{i} \sin \theta_{i p}-\dot{y}_{i} \cos \theta_{i p}=0 . \tag{6.3}
\end{equation*}
$$



Figure 6.1: A nonholonomic mobile manipulator [153, 154]

The constraint in (6.3) can also be written in the following form,

$$
\begin{equation*}
A_{i}\left(q_{i p}\right) \dot{q}_{i p}=0 \tag{6.4}
\end{equation*}
$$

where

$$
A_{i}\left(q_{i p}\right)=\left[\begin{array}{lll}
\sin \theta_{i p} & -\cos \theta_{i p} & 0 \tag{6.5}
\end{array}\right] .
$$

Suppose there are $l$ numbers of non-integrable and independent velocity constraints and it is assumed to have the full rank $l$. The mobile platform here is assumed to be completely nonholonomic and we can write $A_{i}\left(q_{i p}\right)$ matrix of (6.4) as,

$$
A_{i}\left(q_{i p}\right)=\left[\begin{array}{lllll}
A_{1}^{T}\left(q_{i p}\right) & A_{2}^{T}\left(q_{i p}\right) & A_{3}^{T}\left(q_{i p}\right) & \ldots & A_{l}^{T}\left(q_{i p}\right)
\end{array}\right]^{T} .
$$

The nonholonomic generalized constraint forces can be given as

$$
\begin{equation*}
f_{i n}=\left(A_{i}^{T}\left(q_{i p}\right) \lambda_{i n}\right)^{T} . \tag{6.6}
\end{equation*}
$$

$H_{i}\left(q_{i p}\right) \in \mathcal{R}^{n \times m}$ is a matrix with rank being $m$ formed by a set of smooth and linearly independent vectors spanning the null space of matrix $A_{i}\left(q_{i p}\right)$, i.e.

$$
\begin{equation*}
H_{i}^{T}\left(q_{i p}\right) A_{i}^{T}\left(q_{i p}\right)=0, \tag{6.7}
\end{equation*}
$$

where $H_{i}\left(q_{i p}\right)=\left[\begin{array}{llll}H_{1}\left(q_{i p}\right) & H_{2}\left(q_{i p}\right) & \ldots & H_{n_{p}-l}\left(q_{i p}\right)\end{array}\right]$. Note that here $H_{i}^{T} H_{i}$ is of full rank. According to (6.4) and (6.7), the first order velocity kinematic model of a nonholonomic mobile platform which is also called the steering system can be written in the following form,

$$
\begin{equation*}
\dot{q}_{i p}=H_{i}\left(q_{i p}\right) \alpha_{i}, \tag{6.8}
\end{equation*}
$$

where $\alpha_{i}$ is an auxiliary function $\alpha_{i} \in \mathcal{R}^{2}$ and called the steering velocity of the kinematic system. $\alpha_{1}$ and $\alpha_{2}$ are the linear and angular velocities of the wheeled mobile platform and can be written as (6.9) or $\alpha_{1}$ and $\alpha_{2}$ are the left wheel velocity and the right wheel velocity of the mobile platform and can be written as (6.10),

$$
\begin{gather*}
\alpha_{i}=\left[\begin{array}{ll}
v_{i} & \omega_{i}
\end{array}\right]^{T}  \tag{6.9}\\
\alpha_{i}=\left[\begin{array}{ll}
\theta_{i R} & \theta_{i L}
\end{array}\right]^{T} . \tag{6.10}
\end{gather*}
$$

We can rewrite (6.8) in the specific kinematic form, in terms of linear and angular velocities of the wheeled mobile platform and in terms of right and left wheel velocities.

$$
\begin{gather*}
\dot{q}_{i p}=\left[\begin{array}{cc}
\cos \theta_{i p} & 0 \\
\sin \theta_{i p} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v_{i} \\
\omega_{i}
\end{array}\right],  \tag{6.11}\\
\dot{q}_{i p}=\left[\begin{array}{cc}
\frac{R}{2} \cos \theta_{i p} & \frac{R}{2} \cos \theta_{i p} \\
\frac{R}{2} \sin \theta_{i p} & \frac{R}{2} \sin \theta_{i p} \\
\frac{R}{2 D} & -\frac{R}{2 D}
\end{array}\right]\left[\begin{array}{c}
\theta_{i R} \\
\theta_{i L}
\end{array}\right], \tag{6.12}
\end{gather*}
$$

where in this work $R$ is the radius of the wheels and $D$ is the distance of the two wheels of the mobile platform.
Let $\eta_{i}=\left[\begin{array}{ll}\alpha_{i}^{T} & \dot{q}_{i a}^{T}\end{array}\right]^{T}$. Due to the nonholonomic constraint defined in (6.4) and (6.8), there exists a vector $\dot{\eta}_{i}$, such that [65],

$$
\begin{equation*}
\dot{q}_{i}=H_{i}\left(q_{i}\right) \dot{\eta}_{i} . \tag{6.13}
\end{equation*}
$$

A reduced dynamic model now can be obtained by substituting (6.13) and its derivative in (6.1) and pre-multiplying $H_{i}\left(q_{i}\right)^{T}$,

$$
\begin{equation*}
M_{\eta_{i}}\left(q_{i}\right) \ddot{\eta}_{i}+C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{\eta}_{i}+G_{\eta_{i}}\left(q_{i}\right)=\tau_{\eta_{i}} \tag{6.14}
\end{equation*}
$$

where,

$$
\left\{\begin{array}{l}
M_{\eta_{i}}\left(q_{i}\right)=H_{i}^{T}\left(q_{i}\right) M_{i}\left(q_{i}\right) H_{i}\left(q_{i}\right) \\
C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right)=H_{i}^{T}\left(q_{i}\right)\left[M_{i}\left(q_{i}\right) \dot{H}_{i}\left(q_{i}\right)+C_{i}\left(q_{i}, \dot{q}_{i}\right) H_{i}\left(q_{i}\right)\right] \\
G_{\eta_{i}}\left(q_{i}\right)=H_{i}^{T}\left(q_{i}\right) G_{i}\left(q_{i}\right) \\
\tau_{\eta_{i}}=H_{i}^{T}\left(q_{i}\right) B_{i}\left(q_{i}\right) \tau_{i}
\end{array}\right.
$$

A more specific dynamic model can be described by [64].

$$
\begin{gathered}
{\left[\begin{array}{c}
H_{i}^{T} B_{i p} \tau_{i p} \\
B_{i a} \tau_{i a}
\end{array}\right]=\left[\begin{array}{cc}
H_{i}^{T} M_{i p} H_{i} & H_{i}^{T} M_{i p a} \\
M_{i a p} H_{i} & M_{i a}
\end{array}\right]\left[\begin{array}{c}
\ddot{\alpha}_{i} \\
\ddot{q}_{i a}
\end{array}\right]} \\
+\left[\begin{array}{cc}
H_{i}^{T} M_{i p} \dot{H}_{i}+H_{i}^{T} C_{i p} H_{i} & H_{i}^{T} C_{i p a} \\
M_{i a p} \dot{H}_{i}+C_{i a p} H & C_{i a}
\end{array}\right]\left[\begin{array}{c}
\dot{\alpha}_{i} \\
\dot{q}_{i a}
\end{array}\right]+\left[\begin{array}{c}
H_{i}^{T} G_{i p} \\
G_{i a}
\end{array}\right]
\end{gathered}
$$

In this work, the mobile manipulators are subjected to the following assumptions.
Assumption 1: The mobile platform is driven with two wheels operated by two independent motors or actuators and the manipulator arm is fixed on this platform.

Assumption 2: The mobile manipulator is considered to be redundant and operating away from singularity.

Assumption 3: It is considered that $\dot{\eta}_{i}=\left[\begin{array}{lllll}\dot{\theta}_{i R} & \dot{\theta}_{i L} & \dot{\theta}_{1} & \ldots & \dot{\theta}_{k}\end{array}\right]^{T}$ where $\dot{\theta}_{j}$ is the angular velocity of the manipulator joints and $j=1, \ldots k$.

In most of the mobile manipulation applications, the desired trajectory is defined in the task space or operational space. Let $X_{i}$ contains all the variables which are required to define the task of the end-effector of the mobile manipulator then the kinematic equation of the end-effector can be written as,

$$
\begin{equation*}
X_{m a}=f_{i}\left(\eta_{i}\right), \tag{6.15}
\end{equation*}
$$

where $f_{i}($.$) being a nonlinear transformation describes the relation between the joint space$ of the system and the operational space of the end-effector [65]. The velocity of the endeffector can be derived by differentiating (6.15),

$$
\dot{X}_{m a}=J_{m a}\left(\eta_{i}\right) \dot{\eta}_{i}
$$

where $J_{m a}\left(\eta_{i}\right)=\frac{\partial f_{i}\left(\eta_{i}\right)}{\partial \eta_{i}}$ is the non-square Jacobian matrix of the end-effector and is noninvertible due to the redundancy of the system. The redundancy of the system can be utilized to achieve additional tasks. A user defined kinematic function for the motion of the mobile platform can be defined as,

$$
\begin{equation*}
X_{m p}=g_{i}\left(\eta_{i}\right) \tag{6.16}
\end{equation*}
$$

By differentiating (6.16), we have,

$$
\dot{X}_{m p}=J_{m p}\left(\eta_{i}\right) \dot{\eta}_{i}
$$

where the Jacobian matrix is $J_{m p}\left(\eta_{i}\right)=\frac{\partial g_{i}\left(\eta_{i}\right)}{\partial \eta_{i}}$. We can use the extended position $X_{i}=$ $\left[X_{m a}^{T} X_{m p}^{T}\right]^{T}$ to accomplish the secondary task while simultaneously achieving the primary task. Now the mobile manipulator system has an extended differential kinematic model as given by,

$$
\dot{X}_{i}=\left[\begin{array}{c}
J_{m a}\left(\eta_{i}\right)  \tag{6.17}\\
J_{m p}\left(\eta_{i}\right)
\end{array}\right] \dot{\eta}_{i}=J\left(\eta_{i}\right) \dot{\eta}_{i} .
$$

where $J\left(\eta_{i}\right)$ is the extended square Jacobian matrix of the whole system and for the sake of brevity, we will use $J$ as $J\left(\eta_{i}\right)$. From 6.17), we can have,

$$
\begin{equation*}
\dot{\eta}_{i}=J^{-1} \dot{X}_{i}, \quad \ddot{\eta}_{i}=J^{-1} \ddot{X}_{i}-J^{-1} \dot{J} J^{-1} \dot{X}_{i} \tag{6.18}
\end{equation*}
$$

We get the extended operational space dynamic equation of the system by substituting (6.18) in (6.14) and premultiplying $J^{-T}$ as follows,

$$
\begin{equation*}
M_{x_{i}}\left(q_{i}\right) \ddot{X}_{i}+C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{X}_{i}+G_{x_{i}}\left(q_{i}\right)=\tau_{x_{i}} \tag{6.19}
\end{equation*}
$$

where,

$$
\left\{\begin{array}{l}
M_{x_{i}}\left(q_{i}\right)=J^{-T} M_{\eta_{i}}\left(q_{i}\right) J^{-1} \\
C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right)=J^{-T}\left[-M_{\eta_{i}}\left(q_{i}\right) J^{-1} \dot{J}+C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right)\right] J^{-1} \\
G_{x_{i}}\left(q_{i}\right)=J^{-T} G_{\eta_{i}}\left(q_{i}\right) \\
\tau_{x_{i}}=J^{-T} \tau_{\eta_{i}}
\end{array}\right.
$$

The extended operational space dynamic model of the mobile manipulator has the following properties which will be used in the controller design and stability analysis [155].

Property 1: The matrix $M_{x_{i}}\left(q_{i}\right)$ is symmetric positive definite and there exist positive
constants $\lambda_{M i}$ and $\bar{\lambda}_{M i}$ such that $\lambda_{M i} I_{n} \leq M_{x_{i}}\left(q_{i}\right) \leq \bar{\lambda}_{M i} I_{n}$, where $I_{n}$ is an $n \times n$ identity matrix.

Property 2: The nonlinear system dynamics depend linearly on a dynamic parameter vector $\Theta_{i}$ such that $M_{x_{i}}\left(q_{i}\right) \dot{\xi}_{i}+C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right) \xi_{i}+G_{x_{i}}\left(q_{i}\right)=Y_{i}\left(q_{i}, \dot{q}_{i}, \xi_{i}, \dot{\xi}_{i}\right) \Theta_{i}$ where $Y_{i}\left(q_{i}, \dot{q}_{i}, \xi_{i}, \dot{\xi}_{i}\right)$ is called the regressor matrix containing the known functions and $\xi_{i} \in \mathcal{R}^{n}$ is a differentiable vector.

Property 3: Under a proper definition of the matrix $C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right)$, the matrix $\dot{M}_{x_{i}}\left(q_{i}\right)-$ $2 C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right)$ is skew symmetric such that $\xi_{i}^{T}\left(\dot{M}_{x_{i}}\left(q_{i}\right)-2 C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right)\right) \xi_{i}=0$ for all $\xi_{i} \in \mathcal{R}^{n}$.

### 6.2 Coordination Control Design

This section focuses on the development of a synchronization controller for networked mobile manipulators, modelled by (6.14), connected over a communication topology. The synchronized motion is achieved by simultaneously controlling the position of the endeffector $X_{m a}$ and the position of the mobile platform $X_{m p}$. In this work, the problem of trajectory tracking is considered in the operational space so the desired objective is to design a control law to track a given desired trajectory for the mobile manipulators. A desired trajectory, $X_{d}=\left[X_{d a}, X_{d p}\right] \in \mathcal{R}^{n}$, is considered to be tracked by each mobile manipulator. It is considered that $X_{d}$ is kinematically well defined and is twice differentiable such that $\dot{X}_{d}, \ddot{X}_{d} \in \mathcal{L}_{\infty}$.

The formation control of the mobile manipulators is also considered here as part of the control design. We assume, $X_{d r}=X_{d}+\sigma_{i}$, where $\sigma_{i} \in \mathcal{R}^{n}$ is defined as a constant vector for the formation. The reference velocity is defined as $\dot{X}_{r i}=\dot{X}_{d r}-\gamma\left(X_{i}-X_{d r}\right)$ and the sliding vector in the operational space is defined as the difference of the extended and reference velocity, $e_{x i}=\dot{X}_{i}-\dot{X}_{r i}$, where $e_{x i} \in \mathcal{R}^{n}$. The control torque to each individual system is given by,

$$
\begin{align*}
\tau_{x i} & =\hat{M}_{x i}\left(q_{i}\right) \ddot{X}_{r i}+\hat{C}_{x i}\left(q_{i}, \dot{q}_{i}\right) \dot{X}_{r i}+\hat{G}_{x i}\left(q_{i}\right)-K_{i} e_{x i}+\tau_{s m} \\
& =Y_{i}\left(q_{i}, \dot{q}_{i}, \dot{X}_{r i}, \ddot{X}_{r i}\right) \hat{\Theta}_{i}-K_{i} e_{x i}+\tau_{s m}, \tag{6.20}
\end{align*}
$$

where $\hat{M}_{x i}\left(q_{i}\right), \hat{C}_{x i}\left(q_{i}, \dot{q}_{i}\right)$ and $\hat{G}_{x i}\left(q_{i}\right)$ are the estimates of $M_{x i}\left(q_{i}\right), C_{x i}\left(q_{i}, \dot{q}_{i}\right)$ and $G_{x i}\left(q_{i}\right), K_{i}$ is a positive constant gain and $\tau_{s m}$ is the control input for synchronous motion and will be defined later. Property 2 is used to obtain the second equality in 6.20. Now the closed
loop system for the $i$ th system can be obtained by substituting (6.20) into (6.19) as,

$$
\begin{equation*}
M_{x i}\left(q_{i}\right) \dot{e}_{x i}+C_{x i}\left(q_{i}, \dot{q}_{i}\right) e_{x i}=Y_{i} \tilde{\Theta}_{i}-K_{i} e_{x i}+\tau_{s m} \tag{6.21}
\end{equation*}
$$

where $\tilde{\Theta}_{i}=\hat{\Theta}_{i}-\Theta_{i}$ is the error of the dynamic parameter estimation. The adaptive law to update the unknown parameters $\dot{\hat{\Theta}}_{i}$ is given as,

$$
\begin{equation*}
\dot{\hat{\Theta}}_{i}=-\Gamma_{i}^{-1} Y_{i}^{T} e_{x i}, \tag{6.22}
\end{equation*}
$$

where $\Gamma_{i}$ is a constant positive definite matrix.
In the proposed framework, the mobile manipulators are assumed to be sharing the information, the signal $e_{x i}$, to their neighbours. As the system is considered to be connected over a strongly connected graph which is fixed, the synchronous motion control input is designed as,

$$
\begin{equation*}
\tau_{s m}=\sum_{j \in \mathcal{N}_{i}} \frac{w_{i j}}{d_{i}}\left[e_{x j}\left(t-T_{d}\right)-e_{x i}(t)\right] \tag{6.23}
\end{equation*}
$$

where $\mathcal{N}_{i}$ is a set of all the agents, $d_{i}$ is the in-degree of the $i$ th mobile manipulator and $T_{d}$ is the positive bounded time delay for signal communication among the agents. The assumptions which are made for this part of the controller design are as follows.

Assumption 4: The constant communication delay $T_{d}$ is not known to the controllers and is same for all the links.

Assumption 5: The weights $w_{i j}$ for the exchanged signals are considered to be the same. Now we address the first result of the coordinated control of the mobile manipulators.

Theorem 1: Consider a network of multiple nonholonomic mobile manipulators modelled by (6.19) with the control laws (6.20) and (6.22). Under a strongly connected graph and synchronous motion control (6.23), all the mobile manipulators achieve the synchronous motion and follow a desired trajectory.

Proof: Consider the Lyapunov Krasovskii functional candidate as,

$$
\begin{equation*}
V=\sum_{i \in N_{j}, N_{n}}\left[\frac{1}{2} e_{x i}^{T} M_{x i} e_{x i}+\frac{1}{2} \tilde{\Theta}_{i} \Gamma_{i} \tilde{\Theta}_{i}+\frac{1}{2} w_{i j} \int_{t-T_{d}}^{t} e_{x i}^{T}(\sigma) e_{x i}(\sigma) d \sigma\right] . \tag{6.24}
\end{equation*}
$$

Let $V_{i}=\frac{1}{2} e_{x i}^{T} M_{x i} e_{x i}+\frac{1}{2} \tilde{\Theta}_{i} \Gamma_{i} \tilde{\Theta}_{i}$ and $N_{j}, N_{n}$ are the sets of the connected and disconnected agents in the communication topology. Taking the time derivative of $V$ along the trajectories of (6.20), (6.22) and (6.23), we get,

$$
\begin{equation*}
\dot{V}=\sum_{i \in N_{j}, N_{n}}\left[-K_{i} e_{x i}^{T} e_{x i}+e_{x i}^{T} \tau_{s m}+\frac{1}{2} w_{i j}\left(e_{x i}^{T}(t) e_{x i}(t)-e_{x i}^{T}\left(t-T_{d}\right) e_{x i}\left(t-T_{d}\right)\right)\right] \tag{6.25}
\end{equation*}
$$

As in the strongly connected graph we only have the set of connected agents as $N_{j}$, then

$$
\begin{align*}
\dot{V}_{N_{j}}= & \sum_{i \in N_{j}}\left[-K_{i} e_{x i}^{T} e_{x i}-\sum_{i \in \mathcal{N}_{i}} \frac{w_{i j}}{d_{i}} e_{x i}^{T}\left(e_{x i}(t)-e_{x j}\left(t-T_{d}\right)\right)+\frac{w_{i j}}{2} e_{x i}^{T}(t) e_{x i}(t)\right. \\
& \left.-e_{x i}^{T}\left(t-T_{d}\right) e_{x i}\left(t-T_{d}\right)\right] \tag{6.26}
\end{align*}
$$

Let $w_{i j}=\lambda_{s}$, then

$$
\begin{align*}
\dot{V}_{N_{j}}= & -\sum_{i \in N_{j}} K_{i} e_{x i}^{T} e_{x i}+\sum_{i \in N_{j}} \sum_{j \in \mathcal{N}_{i}}\left(\frac{\lambda_{s}}{d_{i}} e_{x i}^{T}\left(e_{x j}\left(t-T_{d}\right)-e_{x i}(t)\right)\right)+\frac{\lambda_{s}}{2} \sum_{i \in N_{j}}\left(e_{x i}^{T}(t) e_{x i}(t)\right. \\
& \left.-e_{x i}^{T}\left(t-T_{d}\right) e_{x i}\left(t-T_{d}\right)\right) \tag{6.27}
\end{align*}
$$

As the communication delay is same for all the robots, the last term in 6.27) can be written as, $\sum_{i \in N_{j}}\left(e_{x i}^{T}(t) e_{x i}(t)-e_{x i}^{T}\left(t-T_{d}\right) e_{x i}\left(t-T_{d}\right)\right)=\sum_{i \in N_{j}} \sum_{i \in \mathcal{N}_{i}}\left(e_{x i}^{T}(t) e_{x i}(t)-e_{x j}^{T}\left(t-T_{d}\right) e_{x j}(t-\right.$ $\left.\left.T_{d}\right)\right) / d_{i}$.
Hence, 6.27) can be written as,

$$
\begin{equation*}
\dot{V}_{N_{j}}=-\sum_{i \in N_{j}}\left(K_{i}\left\|e_{x i}\right\|^{2}-\sum_{i \in \mathcal{N}_{i}} \frac{\lambda_{s}}{2 d_{i}}\left\|e_{x i}(t)-e_{x j}\left(t-T_{d}\right)\right\|^{2} \leq 0 .\right. \tag{6.28}
\end{equation*}
$$

Finally, $\dot{V}=\dot{V}_{N_{j}} \leq 0$ then $V(t) \leq V(0)$ for $t \geq 0$. So we can conclude that $e_{x i}, \hat{\Theta}_{i} \in \mathcal{L}_{\infty}$ and $e_{x i}, e_{x i}(t)-e_{x i}\left(t-T_{d}\right), e_{x j}(t)-e_{x j}\left(t-T_{d}\right) \in \mathcal{L}_{2}$. Using, $e_{x i}=\dot{X}_{i}-\dot{X}_{r i}=\left(\dot{X}_{i}-\dot{X}_{d r}\right)+\gamma\left(X_{i}-\right.$ $\left.X_{d r}\right)$ and $e_{x i} \in \mathcal{L}_{2}$, which means that $X_{i}-X_{d r} \in \mathcal{L}_{2} \cap \mathcal{L}_{\infty}, \dot{X}_{i}-\dot{X}_{d r} \in \mathcal{L}_{2}$ and $\lim _{t \rightarrow \infty} X_{i}(t)-$ $X_{d r}(t)=0$ [40]. This concludes that all the agents keep a formation while following a desired trajectory in the operational space. By the definition of $\dot{X}_{r i}$, we have $\dot{X}_{r i}, \ddot{X}_{r i} \in \mathcal{L}_{\infty}$. As $\dot{X}_{r i}, \ddot{X}_{r i}, e_{x i}, \dot{e}_{x i} \in \mathcal{L}_{2}$ with the definition of $e_{x i}$, we obtain that $\dot{X}_{i}, \ddot{X}_{i} \in \mathcal{L}_{\infty}$. Again, as $e_{x i} \in \mathcal{L}_{\infty}$, it is achieved that $\tau_{s m} \in \mathcal{L}_{\infty}$. Now from (6.21), Property 1 and above mentioned bounded signals, we can obtain $\dot{e}_{x i} \in \mathcal{L}_{\infty}$. From $\dot{V}$, we have $\ddot{V} \in \mathcal{L}_{\infty}$ as $\dot{e}_{x i}$ is bounded and the delays are constant. Therefore, using Lemma 2 [155], we get that $\dot{V} \rightarrow 0$ as $t \rightarrow \infty$, which leads to the result that $e_{x i}, e_{x i}(t)-e_{x i}\left(t-T_{d}\right), e_{x j}(t)-e_{x j}\left(t-T_{d}\right) \rightarrow 0$ as $t \rightarrow \infty$ for $i \in \mathcal{V}, j \in \mathcal{N}_{i}$. With the results mentioned above, we have $x_{i}(t)-x_{j}(t) \rightarrow 0, \dot{x}_{i}(t)-\dot{x}_{j}(t) \rightarrow 0$ as $t \rightarrow \infty$ for all $i \in \mathcal{V}, j \in \mathcal{N}_{i}$. Therefore, all the agents in the network achieve synchronized motion while keeping a formation in the operational space given a desired trajectory.

### 6.3 Cooperation Control Design

The coordination control designed in the previous section provides the motion control of the mobile manipulators given a desired trajectory of the mobile platform and the endeffector. Although, the controller designed previously guarantees the stability and tracking
under time delays, we design a cooperative controller in this section to make the overall control of the systems more flexible. The main objective of the cooperative controller is to transport the object to a desired point cooperatively. We take advantage of the decoupling of the operational and null space of the mobile manipulators to design this controller [153]. The motion of the mobile manipulators is decoupled in the operational space (end-effector) and the null space (mobile platform). This decoupling of the operational and null space allows the prioritization of the tasks in the event of a disagreement between the operational and null space.

### 6.3.1 Decoupling of Null and Operational Space

Assuming that the operational space consists of the $x-y$ coordinates of the end-effector, from (6.17), we have the general solution of the velocity as,

$$
\begin{equation*}
\dot{\eta}_{i}=J^{\star}\left(\eta_{i}\right) \dot{X}_{m a}+N_{i} \dot{\eta}_{i}, \tag{6.29}
\end{equation*}
$$

where $J^{\star}\left(\eta_{i}\right)$ is the pseudo inverse of $J\left(\eta_{i}\right)$ and $N_{i}=I-J^{\star}\left(\eta_{i}\right) J\left(\eta_{i}\right)$ is the null space. Differentiating (6.29),

$$
\begin{equation*}
\ddot{\eta}_{i}=J^{\star}\left(\eta_{i}\right) \ddot{X}_{m a}+\dot{J}^{\star}\left(\eta_{i}\right) \dot{X}_{m a}+N_{i} \ddot{\eta}_{i}+\dot{N}_{i} \dot{\eta}_{i} . \tag{6.30}
\end{equation*}
$$

A weighted pseudo inverse can be defined as,

$$
\begin{equation*}
J^{\circ}=M_{\eta_{i}}^{-1} J^{T}\left(J M_{\eta_{i}}^{-1} J^{T}\right)^{-1} . \tag{6.31}
\end{equation*}
$$

Now, the input torque and the operational space force relation can be given as,

$$
\begin{equation*}
\tau_{\eta_{i}}=J^{T} f_{i o}+N_{i}^{T} \tau_{j_{i}} \tag{6.32}
\end{equation*}
$$

where $f_{i o}$ is the operational space force and $\tau_{j_{i}}$ is the vector of joint torques. Under this decoupling, the acceleration in the operational space is not affected by the torque in the null space. Considering $J^{\star}=J^{\circ}$, the null space can be rewritten as $N_{i}^{\circ}=I-J^{\circ} J$.

Now by defining $f_{e i}$ as the external forces acting on the mobile manipulator, (6.14) can be rewritten as,

$$
\begin{equation*}
M_{\eta_{i}}\left(q_{i}\right) \ddot{\eta}_{i}+C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{\eta}_{i}+G_{\eta_{i}}\left(q_{i}\right)=\tau_{\eta_{i}}+f_{e i} \tag{6.33}
\end{equation*}
$$

Using (6.29), 6.30) along with $I=J^{T}\left(\eta_{i}\right) J^{\star T}\left(\eta_{i}\right)+N_{i}$, 6.33) becomes,

$$
\begin{equation*}
J^{T} f_{i o}+N_{i}^{T} \tau_{j_{i}}=T_{1}+T_{2}+T_{3}, \tag{6.34}
\end{equation*}
$$

where $T_{1}, T_{2}, T_{3}$ are the terms defined as [153],

$$
T_{1}=J^{T} J^{\circ T}\left(M_{\eta_{i}}\left(q_{i}\right) J^{\circ}\left(\ddot{X}_{m a}-\dot{J} \dot{\eta}_{i}\right)+C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{\eta}_{i}+G_{\eta_{i}}\left(q_{i}\right)-f_{e i}\right),
$$

$T_{1}$ is containing all the operational space forces.

$$
T_{2}=N_{i}^{T}\left(M_{\eta_{i}}\left(q_{i}\right) N_{i} \ddot{\eta}_{i}+\left(C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{\eta}_{i}+G_{\eta_{i}}\left(q_{i}\right)\right)-f_{e i}\right),
$$

$T_{2}$ is containing all the null space torques and,

$$
T_{3}=\left(J^{T} J^{\circ T} M_{\eta_{i}}\left(q_{i}\right) N_{i} \ddot{\eta}_{i}+N_{i}^{T} M_{\eta_{i}}\left(q_{i}\right) J^{\circ}\left(\ddot{X}-\dot{J} \dot{\eta}_{i}\right)\right),
$$

$T_{3}$ is containing all the coupling torques and forces.
The decoupling of the internal and end-effector motion can be obtained by letting $T_{3}=0$ so that $J^{\circ T} M_{\eta_{i}}\left(q_{i}\right) N_{i} \ddot{\eta}_{i}=0$ and $N_{i}^{T} M_{\eta_{i}}\left(q_{i}\right) J^{\circ}=0$ 158]. As $J^{\circ}$ in 6.31) is dynamically consistent so the above equations are always satisfied. The substitution of (6.29) and 6.30) into (6.33) with the premultiplication of $J^{\circ T}$ and using (6.31), the decoupling of (6.19) can be obtained as,

$$
\begin{equation*}
M_{x_{i}}^{\circ}\left(q_{i}\right) \ddot{X}_{m a}+C_{x_{i}}^{\circ}\left(q_{i}, \dot{q}_{i}\right) \dot{X}_{m a}+G_{x_{i}}^{\circ}\left(q_{i}\right)=F_{i}^{\circ}+F_{e}^{\circ}, \tag{6.35}
\end{equation*}
$$

where,
$M_{x_{i}}^{\circ}\left(q_{i}\right)=J^{\circ T} M_{\eta_{i}}\left(q_{i}\right) J^{\circ}, C_{x_{i}}^{\circ}\left(q_{i}, \dot{q}_{i}\right) \dot{X}=J^{\circ T} C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{\eta}_{i}-M_{x_{i}}^{\circ}\left(q_{i}\right) \dot{J} \dot{\eta}_{i}, G_{x_{i}}^{\circ}\left(q_{i}\right)=J^{\circ T} G_{\eta_{i}}\left(q_{i}\right)$, $F_{i}^{\circ}=J^{\circ T} \tau_{\eta_{i}}$ and $F_{e}^{\circ}=J^{\circ T} f_{e i}$.
The control input to decouple the operational and null space now can be designed as,

$$
\begin{align*}
\tau_{\eta_{i}}= & J^{T} M_{x_{i}}^{\circ}\left(q_{i}\right)\left(u_{O i}-\dot{J} \dot{\eta}_{i}\right)+C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{\eta}_{i}+J^{T} F_{e}^{\circ} \\
& +N_{i}^{\circ T} M_{\eta_{i}}\left(u_{N i}+\dot{J}^{\circ} \dot{X}_{m a}\right)+G_{\eta_{i}}\left(q_{i}\right), \tag{6.36}
\end{align*}
$$

where $u_{O i}$ and $u_{N i}$ are the operational and null space control inputs respectively. The substitution of (6.36) into (6.35) with the premultiplication of the controller with $J M_{\eta_{i}}^{-1}\left(q_{i}\right)$ gives the operational space closed loop dynamics as,

$$
\begin{equation*}
u_{O i}=\ddot{X}_{m a} \tag{6.37}
\end{equation*}
$$

Now, by premultiplying 6.35) with $\bar{N} M_{\eta_{i}}^{-1}\left(q_{i}\right)$ for $\tau_{\eta_{i}}$, the null space can be given as,

$$
\begin{equation*}
-\bar{N} \ddot{\eta}_{i}+\bar{N} u_{N i}+\bar{N} \dot{J}^{\circ} \dot{X}_{m a}=-\bar{N} M_{\eta_{i}}^{-1}\left(q_{i}\right) \bar{N}^{T} f_{e i} . \tag{6.38}
\end{equation*}
$$

From this we have that $\bar{N}^{T} f_{e i}=\bar{N}^{T} J^{T} F_{e}^{\circ}=(J \bar{N}) F_{e}^{\circ}=0$ [127]. Hence, 6.38] can be rewritten as,

$$
\begin{equation*}
\ddot{\eta}_{i}=\dot{J}^{\circ} \dot{X}_{m a}+u_{N i} . \tag{6.39}
\end{equation*}
$$

As we have achieved the decoupled dynamics in (6.37) and (6.39), the distributed coordination control can easily be designed in the null and operational space.

### 6.3.2 Null Space Control

The additional objective of keeping a formation of the mobile manipulators can be achieved in the null space by controlling the position of the mobile platform. The input command for the mobile platform wheels and the arm joints can be considered as the null space controller in 6.39),

$$
u_{N i}=\left[\begin{array}{ll}
\tau_{p i} & \tau_{a i} \tag{6.40}
\end{array}\right]^{T}
$$

It should be noted that as the end-effector is being controlled by $u_{O i}$, we make $\tau_{a i}=0$. As in [154], the equations of motion of the mobile platform with the kinematic constraints take the form,

$$
\begin{equation*}
M_{\eta_{p i}} \ddot{\eta}_{p i}+C_{\eta_{p i}} \dot{\eta}_{p i}=B_{\eta_{p i}} \tau_{p i}, \tag{6.41}
\end{equation*}
$$

where $M_{\eta_{p i}}=H_{p i}^{T} M_{p i} H_{p i}, C_{\eta_{p i}}=H_{p i}^{T}\left(C_{p i} H_{p i}+M_{p i} \dot{H}_{p i}\right.$ and $B_{\eta_{p i}}=H_{p i}^{T} B_{p i}$. Now $\tau_{p i}$ can be designed as,

$$
\begin{equation*}
\tau_{p i}=B_{\eta_{p i}}^{-1} M_{\eta_{p i}} u_{\eta_{p i}}+B_{\eta_{p i}}^{-1} C_{\eta_{p i}} \dot{\eta}_{p i} \tag{6.42}
\end{equation*}
$$

where $u_{\eta_{p i}}=J_{p i}^{-1}\left(u_{p i}-\dot{J}_{p i} \dot{\eta}_{i}\right)$ is defined as the change in the control input for the mobile platform in the null space. It should be noted that the subscripts $m p$ and $p i$ are being used interchangeably in this work for the mobile platform. Now $u_{p i}$ can be designed as,

$$
\begin{equation*}
u_{p i}=\ddot{X}_{p i} \tag{6.43}
\end{equation*}
$$

The mobile platform can be controlled to track a desired trajectory $X_{p i}^{d}$ with the controller $u_{p i}=\ddot{X}_{p i}^{d}+k_{p v}\left(\dot{X}_{p i}^{d}-\dot{X}_{p i}\right)+k_{b p}\left(X_{p i}^{d}-X_{p i}\right)$ where $k_{p v}$ and $k_{b p}$ are positive control gains. The error dynamics $\ddot{e}_{p i}=-k_{p v} \dot{e}_{p i}-k_{b p} e-p i$ when $e_{p i}=X_{p i}-X_{p i}^{d}$ are stable and the mobile base can track $X_{p i}^{d}$ without any effect on the task space control. As we consider different scenarios for the formation control and consensus of mobile manipulators, one of the scenarios is to have the velocity consensus of the agents. For this case, the control input
can be defined as,

$$
\begin{equation*}
u_{p i}=\sum_{j \in \mathcal{N}_{i}} \frac{w_{i j}}{d_{i}}\left[\dot{X}_{p j}\left(t-T_{d}\right)-\dot{X}_{p i}\right]=u_{p i_{v}} . \tag{6.44}
\end{equation*}
$$

The results of the null space coordination control are presented next.
Theorem 2: Consider the null space dynamics in (6.39) and the mobile platform dynamics in (6.41) with the control inputs (6.40) and (6.42). The controller (6.44) guarantees the velocity consensus of the mobile base of the agents.

Proof: Consider a positive semi-definite functional candidate as,

$$
\begin{equation*}
V=\sum_{i \in N_{j}, N_{n}}\left[\frac{1}{2} \dot{X}_{p i}^{T} \dot{X}_{p i}+\frac{1}{2} w_{i j} \int_{t-T_{d}}^{t} \dot{X}_{p i}^{T}(\sigma) \dot{X}_{p i}(\sigma) d \sigma\right] . \tag{6.45}
\end{equation*}
$$

Taking time derivative of $V$ along (6.43) and (6.44), we get

$$
\begin{equation*}
\dot{V}=\sum_{i \in N_{j}, N_{n}}\left[\dot{X}_{p i}^{T} u_{p i_{v}}+\frac{1}{2} w_{i j}\left(\dot{X}_{p i}^{T}(t) \dot{X}_{p i}(t)-\dot{X}_{p i}\left(t-T_{d}\right)^{T} \dot{X}_{p i}\left(t-T_{d}\right)\right] .\right. \tag{6.46}
\end{equation*}
$$

By following the proof of Theorem 1 and using (6.44), we get

$$
\dot{V}_{N_{j}}=-\frac{\lambda_{s}}{2 d_{i}} \sum_{i \in N_{j}} \sum_{j \in N_{n}}\left\|\dot{X}_{p j}\left(t-T_{d}\right)-\dot{X}_{p i}(t)\right\|^{2} \leq 0
$$

Hence, $\dot{V}=\dot{V}_{N_{j}} \leq 0$. Again following Theorem 1, we conclude that all the mobile platform velocities match such that the $\lim _{t \rightarrow \infty}\left(\dot{X}_{p i}\left(t-T_{d}\right)-\dot{X}_{p i}(t)\right)=0$.

### 6.3.3 Operational Space Control

The cooperative transportation of an object can be achieved by the force and motion control in the operational space of the mobile manipulators.

Assumption 6: The end-effectors are rigidly connected to the object so there is no relative motion and the grasp pose of each manipulator remains constant during the manipulation task.

According to Assumption 6 mentioned above, the constraints description related to the coordinate frames is depicted in Fig 6.2 [157]. We consider the object model as in [156, 157, 159],

$$
\begin{equation*}
M_{o} \ddot{X}_{o}+C_{o}=h_{o} \tag{6.47}
\end{equation*}
$$

where $X_{o}$ is the position of the object, $h_{o}$ is the resultant wrench from the end-effector and is comprised of the corresponding forces and torques $h_{o}=\left[f_{o}^{T}, \tau_{o}^{T}\right]^{T}$ and $M_{o}, C_{o}$ are given


Figure 6.2: The coordinate system [157]
as,

$$
M_{o}=\left[\begin{array}{cc}
m_{o} I_{3} & 0_{3} \\
0_{3} & I_{o}
\end{array}\right], \quad C_{o}=\left[\begin{array}{c}
-m_{o} g \\
w \times I_{o} w
\end{array}\right],
$$

where $m_{o}$ and $I_{o}$ are the mass and inertia of the object respectively. $I_{3}$ is an identity matrix of dimensions $3 \times 3$ and $0_{3}$ is the null matrix of dimension $3 \times 3$. The desired trajectory of the object is given by

$$
\begin{equation*}
M_{o}^{d} \ddot{X}_{o}^{d}+C_{o}^{d}=h_{d}+h_{e n v}, \tag{6.48}
\end{equation*}
$$

where $\ddot{X}_{o}^{d}$ is the desired acceleration of the object, $h_{e n v}$ is the environmental or external wrench and $h_{d}$ is defined as,

$$
h_{d}=a_{d} \ddot{X}_{o}^{d}-b_{d}\left(\dot{X}_{o}-\dot{X}_{o}^{d}\right)-c_{d}\left(X_{o}-X_{o}^{d}\right),
$$

with $a_{d}, b_{d}$ and $c_{d}$ being the constant positive gains. From we have,

$$
\ddot{X}_{o}^{d}=M_{o}^{d^{-1}}\left(h_{d}+h_{e n v}-C_{o}^{d}\right) .
$$

Now the resultant wrench of the object can be written as,

$$
\begin{equation*}
h_{o}^{d}=C_{o}-h_{e n v}+M_{o}\left[M_{o}^{d^{-1}}\left(h_{d}+h_{e n v}-C_{o}^{d}\right)\right] . \tag{6.49}
\end{equation*}
$$

For the internal force/torque control or load distribution, there have been some research presenting conflicting results on the allocation of unique or non-unique load distribution related to the internal wrencehs [160,161]. In this work, the force control for the object is achieved by following the approach of [156] which suggests that there is no unique solution to the load distribution yielding no internal wrenches. The kinematic constraints have been taken into consideration to define the internal wrenches and the grasp transformation matrix. We only mention the relationship of the manipulator wrenches and the grasp
transformation matrix as,

$$
h_{o}=G\left[\begin{array}{lll}
h_{1} & \ldots & h_{N} \tag{6.50}
\end{array}\right]^{T},
$$

where $h_{i}$ is comprised of the corresponding forces and torques $h_{i}=\left[f_{i}^{T}, \tau_{i}^{T}\right]^{T}$ and $G$ is the grasp matrix or grip transformation matrix which is explicitly dependent on the kinematic parameters. The vector which contains all the end-effector wrenches is given as $h=\left[\begin{array}{lll}h_{1}^{T} & \ldots & h_{N}^{T}\end{array}\right]^{T}$.

Definition 1: The end-effector wrenches are considered internal wrenches which generate zero virtual work for any virtual displacement of the end-effector meeting the kinematic constraints.

From this definition, without any ambiguity, we conclude that the internal wrenches are those end-effector wrenches which do not contribute to the motion of the object. It should also be noted that the wrenches which belong to the null space of the grasp matrix $G$ have a total virtual work equal to zero with any virtual displacement meeting the constraints. So, a set of potential end-effector wrenches can be found given a desired wrench $h_{o}^{d}$ to be applied to the object. A generalized inverse of grip transformation matrix $G^{*}$ can be expressed as,

$$
\left[\begin{array}{lll}
h_{1}^{d} & \ldots & h_{N}^{d} \tag{6.51}
\end{array}\right]^{T}=G^{*} h_{o}^{d}
$$

The desired motion of the end-effector $\dot{X}_{m a}^{d}$ can be determined if we have the desired motion of the object $\dot{X}_{o}^{d}$ by,

$$
\begin{equation*}
\dot{X}_{m a}^{d}=G^{T} \dot{X}_{o}^{d} \tag{6.52}
\end{equation*}
$$

where $\dot{X}_{m a}^{d}=\left[\left(\dot{X}_{1}^{d}\right)^{T} \ldots\left(\dot{X}_{N}^{d}\right)^{T}\right]$. It is clear that having $\dot{X}_{m a}^{d}$, individual manipulators will be able to do proper integration and derivation to calculate $X_{m a}^{d}$ and $\ddot{X}_{m a}^{d}$.

Theorem 3: Consider the object dynamics in (6.47) with the assumption that the grasp matrix $G$ and the inertia of the object $M_{o}$ are known. Then, from (6.51) and 6.52) we achieve the tracking for the cooperative manipulation as given in (6.53) without having internal wrenches.

$$
\begin{equation*}
h_{o}(t)=h_{o}^{d}(t) \quad \dot{X}_{o}(t)=\dot{X}_{o}^{d}(t) \tag{6.53}
\end{equation*}
$$

Proof: From (6.52), we have $\forall i: X_{m a}(t)=X_{m a}^{d}(t)$ which means that $\dot{X}_{m a}=\dot{X}_{m a}^{d}$ and $\ddot{X}_{m a}=\ddot{X}_{m a}^{d}$ meet the kinematic constraints. Combining (6.50) and 6.51) gives an expression of the object wrench as,

$$
\begin{equation*}
h_{o}=G G^{*} h_{o}^{d} . \tag{6.54}
\end{equation*}
$$

where $G G^{*}$ is an identity matrix. If we substitute this result in object dynamics 6.47) and choose $h_{o}^{d}=M_{o} \ddot{X}_{o}^{d}+C_{o} \dot{X}_{o}^{d}$, then this gives us $\ddot{X}_{o}(t)=\ddot{X}_{o}^{d}$ which means that $X_{o}(t)=X_{o}^{d}(t)$ for $X_{o}^{d}(0)=X_{o}(0)$ and $\dot{X}_{o}^{d}(0)=\dot{X}_{o}(0)$. This concludes that the motion of the manipulators meets the kinematic constraints so no internal wrenches are applied to the object [157] 1 . Then, in order to have the cooperative force control, an operational space reference velocity is defined as,

$$
\begin{equation*}
\dot{v}_{r i}=\dot{X}_{m a}^{d}-k_{a}\left(X_{m a}-X_{m a}^{d}\right)-k_{b}\left(h_{i}-h_{i}^{d}\right) . \tag{6.55}
\end{equation*}
$$

where $k_{a}, k_{b}$ are the positive constants, $X_{m a}^{d}$ is the desired trajectory for the end-effectors, $h_{i}$ is the wrench from the sensors and $h_{i}^{d}$ is the desired wrench to be exerted by the endeffector. The desired trajectory $X_{m a}^{d}$ is similar to $X_{d r}$ as,

$$
X_{m a}^{d}=X_{o}^{d}+\sigma_{i} .
$$

An operational space sliding vector for the control design is defined as $\delta_{i}=\dot{X}_{m a}-\dot{v}_{r i}$ and now the control input can be designed as,

$$
\begin{equation*}
u_{O i}=\ddot{v}_{r i}+u_{O i_{f}}-p \delta_{i}, \tag{6.56}
\end{equation*}
$$

where $u_{O_{f}}$ is designed as,

$$
\begin{equation*}
u_{O i_{f}}=\sum_{j \in \mathcal{N}_{i}} \frac{w_{i j}}{d_{i}}\left[\delta_{j}\left(t-T_{d}\right)-\delta_{i}(t)\right] . \tag{6.57}
\end{equation*}
$$

The closed loop dynamics now can be obtained by substituting (6.56) into 6.37) as,

$$
\begin{equation*}
\dot{\delta}_{i}=u_{O i_{f}}-p \delta_{i} . \tag{6.58}
\end{equation*}
$$

The results of operational space cooperative control are presented next.
Theorem 4: Consider the operational space dynamics in (6.37), when the object is being manipulated by the desired force, the operational space control 6.56) achieves the desired position of the end-effector.

Proof: Consider a Lyapunov Krasovskii functional candidate as,

$$
\begin{equation*}
V=\sum_{i \in N_{j}, N_{n}}\left[\frac{1}{2} \delta_{i}^{T} \delta_{i}+\frac{1}{2} w_{j i} \int_{t-T_{d}}^{t} \delta_{i}^{T}(\sigma) \delta_{i}(\sigma) d \sigma\right] \tag{6.59}
\end{equation*}
$$

Following Theorem 1 , we see that as $t \rightarrow \infty, \delta_{i}-\delta_{i}\left(t-T_{d}\right) \rightarrow 0$ and $\delta_{i}-\delta_{j}\left(t-T_{d}\right) \rightarrow 0$. Subsequently, as $t \rightarrow \infty, u_{O i_{f}} \rightarrow 0$, which means that according to 6.58) if $\delta_{i}$ is bounded then $\lim _{t \rightarrow \infty} \delta_{i}(t)=0$, then $\lim _{t \rightarrow \infty}\left(\dot{X}_{m a}(t)-\dot{v}_{r i}(t)\right)=0$.

[^0]
### 6.4 Simulation Results

This section presents the simulation results of three mobile manipulators for the desired trajectory tracking based on the controller designed in the previous sections. Fig 6.3 shows the simulation scenario of the mobile manipulators manipulating a common object [153]. The simulation parameters are given in Table 6.1 [149]. Consider the given mobile manipulator system of (6.19) for which the time dependent desired trajectory for the mobile platform and the end-effector $\left[\dot{x}_{d i}, \dot{y}_{d i}, x_{E E d i}, y_{E E d i}, z_{E E d i}\right]^{T}$ is selected as,

$$
\begin{cases}\dot{x}_{d i} & =0.1+0.05 \sin t \\ \dot{y}_{d i} & =0.1+0.05 \cos t \\ x_{E E d i} & =0.1 t-0.05 \cos t+0.05+1 \\ y_{E E d i} & =0.1 t+0.05 \sin t+1 \\ z_{E E d i} & =0\end{cases}
$$

The initial conditions for the mobile manipulators are $\left[\begin{array}{lllll}0 & 0 & 0 & 0 & 1\end{array}\right],\left[\begin{array}{llll}0 & 0 & 0 & 0\end{array} 1\right]$ and $\left[\begin{array}{lllll}0 & 0 & 1 & 1 & 1.05\end{array}\right]$.


Figure 6.3: A general scenario of the mobile manipulators holding an object

The controller gains $k_{a}$ and $k_{b}$ are chosen to be 2 and 8 respectively. The parameters
of the object are $m_{o}=20 \mathrm{~kg}$ and $I_{o}=4 \mathrm{kgm}^{2}$ where $M_{o}=\operatorname{diag}\left[m_{o}, m_{o}, m_{o}, I_{o}\right], C_{o}=$ $\operatorname{diag}[0,0,0,0]$ [86] and the desired object trajectory is with deviation of mobile platforms $\sigma_{i}=[1 / 2 \sqrt{3}, 0.5],[-1 / \sqrt{3}, 0],[1 / 2 \sqrt{3}, 0.5] m$, for the end-effectors and similarly $\sigma_{i}$ for all three mobile platforms is $[1 / 2 \sqrt{3}, 1.1],[-1 / \sqrt{3}+0.9,0],[1 / 2 \sqrt{3},-1.1] m$. The control gains $K_{i}$ and $\Gamma_{i}$ are chosen to be 100 and $20 I$.

Table 6.1: Simulation Parameters

|  | Value |  | Value |
| :---: | :---: | :---: | :---: |
| Mass of platform | 32 kg | Mass of link 1 | 3 kg |
| Mass of link 2 | 3 kg | Inertia of platform | $1 \mathrm{kgm}^{2}$ |
| Inertia of link 1 | $1 \mathrm{kgm}^{2}$ | Inertia of link 2 | $1 \mathrm{kgm}^{2}$ |
| Radius of wheel | 0.5 m | Length of link 1 | 1.5 m |
| Length of link 2 | 1.5 m | Gravitational force | $9.8 \mathrm{~ms}^{-2}$ |

### 6.4.1 Simulation Scenario 1

The simulation considers the communication topology $\mathcal{G}_{1}$ as in Fig. 6.4 where the Laplacian matrix is given by $\mathcal{L}=[10-1 ;-110 ; 0-11]$. The in-degree $d_{i}$ and the weights $w_{i j}$ are


Figure 6.4: Graph topology $\mathcal{G}_{1}$.
chosen to be 1 . The agents are strongly connected over a communication topology and the delay $T_{d}$ is considered to be 0.5 s . The main objective is to transport the object to a desired position following a desired trajectory while the end-effectors grasp the object rigidly. As discussed in previous sections, a reference velocity is designed for the agents to accomplish the transportation task. Figs $6.5(\mathrm{a}) 6.5(\mathrm{c})$ and $6.5(\mathrm{e})$ represent the end-effector errors of the mobile manipulators. It is evident from these results that under the proposed control with time delays, the networked mobile manipulators are stable. The system achieves the primary goal of the transportation of the object over a predefined trajectory.


Figure 6.5: End-effector errors and actuator torques

Figs. 6.5(b), 6.5(d) and 6.5(f) depict the actuator torques of the agents. Figs 6.6(a), 6.6(c) and 6.6(e) show the errors of the mobile platforms of the mobile manipulators while executing the task. As the priority is to deliver the object to a specified position, the platforms regulate or adjust their positions accordingly and thus exhibiting some errors in the position. Moreover, the controller for the mobile platforms is implemented only in the null space so the errors in the position are normal. Figs 6.6(b) 6.6(d) and 6.6(f) present the errors of the sliding vector and it is observed that the errors converge to almost zero as desired in the control design. The first 5 seconds simulation results for the sliding vector errors are shown in Figs 6.7(a), 6.7(b) and 6.7(c) for three mobile manipulators. It can be seen that
the errors are quite small although not exactly zero. For agent 1 , the sliding error $e_{x}$ is not greater than 0.02 and same is the case with agent 2 and agent 3 . Fig 6.7(d) shows the object trajectory errors. The object closely follows the predefined trajectory and achieves the desired position. Figs 6.8 and 6.9 show the end-effector positions of all three agents at $4 s$


Figure 6.6: Mobile platform position and sliding vector errors
and $12 s$. It is observed that the agents maintain a formation while transporting the object following a desired trajectory. The agents accomplish the required task of transportation of the object satisfactorily and move in synchrony for the required task.


Figure 6.7: Sliding vector and object tracking errors


Figure 6.8: End-effector positions ( $m$ ) of agents at $4 s$


Figure 6.9: End-effector positions ( $m$ ) of agents at $12 s$

### 6.4.2 Simulation Scenario 2

The simulation again considers the communication topology $\mathcal{G}_{1}$ as given in Fig.6.4. The agents are strongly connected over a communication topology and the delay $T_{d}$ is considered to be $1 s$ now. In this case, $\mathcal{L}, d_{i}$ and $w_{i j}$ are same as in the previous case. It is observed from the results in Figs 6.10(a), 6.10(c) and 6.10(e) that the increase in time delay does not significantly affect the tracking of the end-effector positions. The prioritized objective of the transportation of the object is still achieved with satisfactory trajectory tracking. The control torques for the actuators are shown in Figs.6.10(b), 6.10(d) and 6.10(f).


Figure 6.10: End-effector errors and actuator torques

The simulation results in Figs.6.11(a) 6.11(c) and 6.11(e) again show bounded errors in the tracking of the mobile platforms. Although the errors exist in the position tracking of the mobile platforms, the agents still manage to maintain the formation and successfully meet the task criteria. The reason again for these errors is the controller design in the null space. It can also be noted that the increase in $T_{d}$ affects the positions of the mobile platforms and the errors slightly increase as compared to the previous case. The sliding errors in Figs 6.11(b) 6.11(d) and 6.11(f) converge to almost zero quickly thus meeting the proposed design analysis. Again during the first 5 seconds, simulation results for the sliding


Figure 6.11: Mobile platform position and sliding vector errors
vector errors are shown in Figs 6.12(a), 6.12(b) and 6.12(c) for three mobile manipulators.

The object tracking errors are shown in Fig.6.12(d), It can be seen that although the errors do not precisely converge to zero but the object follows the desired trajectory closely thus meeting the task objective.


Figure 6.12: Sliding vector and object tracking errors

As in the previous case, Figs 6.13 and 6.14 show the end-effector positions of all three agents at $4 s$ and $12 s$. It can be observed that the agents maintain a formation while transporting the object following a desired trajectory.


Figure 6.13: End-effector positions ( $m$ ) of agents at $4 s$


Figure 6.14: End-effector positions ( $m$ ) of agents at $12 s$

### 6.5 Summary

In this work, a systematic way of distributed operational space and null space control was presented where the controller for the synchronous motion of the mobile manipulators while maintaining a formation was designed. In null space control, the controllers for the mobile platforms to follow a predefined trajectory were designed. As the main objective of this work was to deal with transportation of an object to a desired position while the manipulators rigidly hold the object, we analysed the system both in the operational and null space. We designed the operational space controller to achieve consensus of the agents and the tracking of the end-effector positions. The parametric uncertainties were taken into account in the control design. One of the obvious benefit that we got in distributed nature of control was to allow the individual agent to deal with the disturbance issues on its own. The work also focused on the decoupled control of the null space and operational space. As mentioned earlier, the motion of the mobile manipulators was decoupled in the null space and operational space thus allowing the prioritization of the tasks. The null space controller was designed for the control of the mobile platforms and the operational space controller controlled the motion of the object and the force while the manipulators grasped the object at different points. Unlike previous researches in the existing literature, we followed a load distribution methodology based on the grasp matrix which not only met the kinematic constraints of the rigid connection between the object and the end-effectors but also dealt with the non-motion inducing wrenches or internal wrenches. The proposed controller not only provided the velocity synchronization in the presence of constrained end-effector motion but proved to be flexible and efficient in networked mobile manipulators. The additional DOFs can always be used for other missions such as obstacle avoidance. Although
the proposed control scheme provided satisfactory results as required by the application of the object manipulation, it did not take into consideration the communication uncertainties like switching graph topology or link failure. Moreover, there was no consideration of any assumptions on the structure of the mobile platforms of the mobile manipulators like the slippage or skidding of the wheels. These considerations might require extensive modelling of the system but would provide more robust control and flexibility in task execution.

## Chapter 7

## Adaptive Robust Control of Multilateral Teleoperation Systems

The ever increasing demand of industrial applications like heavy object manipulation, safe and stable operation and complex task performances require a well designed control system to achieve all these goals. Traditional bilateral teleoperation systems are sometime not suitable for such applications and there comes the need to extend these systems to multilateral teleoperation. Another disadvantage of bilateral teleoperation systems having fixed base manipulators is the limited workspace and dexterity. Teleoperation of mobile manipulators emerges as a decent solution to all these problems and provides enough flexibility of achieving task execution goals with guaranteed stability and safety of operation. Additionally, the mobility of a robotic manipulator not only maximizes the task generality of the system but also provides an increased task space in structured or unstructured environments. This increase in the manipulation task capabilities of the mobile manipulators outclasses the conventional fixed base robotic manipulators however, this comes at the cost of additional control design challenges.

Although multilateral teleoperation of mobile manipulators is a solution to the requirements of the industrial applications, the system becomes complicated due to increased number of human operators, master robots, slave robots and the transmission of signals over the communication channel. The multilateral teleoperation control design poses challenges in handling the time delay, dynamics of the master and slave robots, the realism of the teleoperation system and the internal forces of the target object. The control algorithms for the mobile manipulators not only have to achieve a task specific criteria but also have to deal with other issues like redundancy resolution and simultaneous or decoupled control of the robotic arm and the mobile base. As we leverage the increased task space and dexterity of the mobile manipulator system, we face the challenges of high dimensionality and complexity in the control design [2, 64, 103].

This chapter addresses a novel multilateral teleoperation control scheme for single master multiple slave system, which can be extended to $n$ masters and $n$ slaves without the loss
of generality, where the master is a $n$ degrees of freedom manipulator arm and the slaves are $n$ degrees of freedom mobile manipulators. The human operator operates the master robot to remotely control the slaves handling a target object. The master position signal is transmitted to the slave side to generate a desired object trajectory as well as the reference mobile base velocity. An adaptive robust controller is designed for the slaves to follow the desired trajectory which not only provides the excellent trajectory tracking but also optimize the internal force distribution of the object. A null space controller is designed for the mobile platforms of the mobile manipulators to achieve the velocity consensus while achieving the main task of object transportation. The novel control design replaces the transmission of environmental force signal over the communication channel by the estimated parameters of the environment to avoid the passivity problem of the traditional teleoperation. The environmental force is predicted on the master side based on the estimated environmental parameters. The proposed control design can simultaneously achieve the objectives of stability, synchronization and optimal internal force distribution. The simulation results of a single master and three slaves teleoperation system validate the efficacy of the proposed control algorithm. The main contributions of this chapter are:

- To propose a novel control design for a single master multiple slave teleoperation system, which can be easily extended to $n$ masters and $n$ slaves, to cooperatively handle a target object in a remote environment.
- To achieve the control objectives of stability, synchronization and force distribution while the end-effectors and the mobile platforms are controlled separately.
- To predict the undelayed environment reaction force on the master side in such a way that the communication channel passivity is naturally avoided.
- To deal with the arbitrary time delay in communication channel as well as in the graph topology over which the slaves are connected.


### 7.1 System Description

This section presents the dynamical equations of the master, object and the environment and the slaves including their properties and assumptions.

### 7.1.1 Master System

A non-redundant $p$-link fixed-base manipulator can be described in joint space as [33],

$$
\begin{equation*}
M\left(q_{m}\right) \ddot{q}_{m}+C\left(q_{m}, \dot{q}_{m}\right) \dot{q}_{m}+G\left(q_{m}\right)=u_{m}+J_{m}^{T}\left(q_{m}\right) F_{h} \tag{7.1}
\end{equation*}
$$

where $q_{m} \in R^{p}$ represents the joint angle of the manipulator, $M\left(q_{m}\right) \in R^{p \times p}$ is the inertia matrix of the manipulator which is symmetric positive definite, $C\left(q_{m}, \dot{q}_{m}\right) \in R^{p}$ is the Centripetal and Coriolis torque, $G\left(q_{m}\right) \in R^{p}$ is the gravitational torque. The control input is represented as $u_{m} \in R^{p}$, the Jacobian matrix is $J_{m}\left(q_{m}\right)=\frac{\partial x_{m}}{\partial q_{m}} \in R^{p \times p}$ where $x_{m}=\Phi_{m}\left(q_{m}\right) \in R^{p}$ is representing the angle and the position of the end-effector of the manipulator. The force which is applied by the human operator to the end-effector of the master manipulator is represented by $F_{h} \in R^{p}$. The dynamics in (7.1) can be rewritten in Cartesian space as,

$$
\begin{equation*}
M_{c}\left(q_{m}\right) \ddot{x}_{m}+C_{c}\left(q_{m}, \dot{q}_{m}\right) \dot{x}_{m}+G_{c}\left(q_{m}\right)=u_{m_{c}}+F_{h_{c}}, \tag{7.2}
\end{equation*}
$$

where,

$$
\left\{\begin{array}{l}
M_{c}=J_{m}^{-T} M J_{m}^{-1} \\
C_{c}=J_{m}^{-T} C J_{m}^{-1}-J_{m}^{-T} M J_{m}^{-1} \dot{J}_{m} J_{m}^{-1} \\
G_{c}=J_{m}^{-T} G \\
u_{m_{c}}=J_{m}^{-T} u_{m}
\end{array}\right.
$$

### 7.1.2 Object and Environment

The dynamics of the object can be expressed as,

$$
\begin{equation*}
M_{o}\left(x_{o}\right) \ddot{x}_{o}+C_{o}\left(x_{o}, \dot{x}_{o}\right) \dot{x}_{o}+G_{o}\left(x_{o}\right)=\sum_{i=1}^{n} F_{i}-F_{e}, \tag{7.3}
\end{equation*}
$$

where $x_{o} \in R^{p}$ is describing the position of the object. The inertia matrix of the object is $M_{o}\left(x_{o}\right), C_{o}\left(x_{o}, \dot{x}_{o}\right)$ is the Centripetal and Coriolis torque and $G_{o}$ represents the gravitational torque. The force exerted on the object by the end-effector of the slaves is represented by $F_{i}$ and $F_{e}$ is the reaction force of the environment. The environment reaction force, under flexible contact model, can be written as [33],

$$
\begin{equation*}
F_{e}=B_{e} \dot{x}_{o}+K_{e} x_{o}+C_{e}=\theta_{e}^{T} \varphi_{e}\left(x_{o}, \dot{x}_{o}\right), \tag{7.4}
\end{equation*}
$$

where $\theta_{e}=\left[B_{e}, K_{e}, C_{e}\right]^{T}$ are known parameters and $\varphi_{e}=\left[\dot{x}_{o}, x_{o}, 1\right]$ is the regressor signal for the object. This model can consider $\theta_{e}=0$ which essentially means the free motion. There exists a kinematic chain between the object and the end-effectors of the slaves which can be expressed as [162],

$$
\begin{equation*}
x_{o}=\Phi_{o}\left(x_{s i}\right), \quad \dot{x}_{o}=L_{i}\left(x_{s i}\right) \dot{x}_{s i}, \quad f_{i}=L_{i}^{T} F_{i} \tag{7.5}
\end{equation*}
$$

where $L_{i}$ is the transformation matrix and $L_{i}=\frac{\partial x_{o}\left(x_{s i}\right)}{\partial x_{s i}}$. The constraints imposed on the movement of the object and the slaves due to the kinematic chain can be represented as,

$$
\begin{gather*}
x_{o}=x_{o}\left(x_{s i}\right)=x_{o}\left(x_{s i}\left(q_{s i}\right)\right)=\Psi\left(q_{s i}\right), \quad A_{i}=L_{i} J_{s i} \\
\ddot{x}_{o}=A_{i} \ddot{q}_{s i}+\dot{A}_{i} \dot{q}_{s i}, \quad \dot{x}_{o}=A_{i}\left(q_{s i}\right) \dot{q}_{s i} . \tag{7.6}
\end{gather*}
$$

### 7.1.3 Slave System

The dynamics of a networked system of $n$-link $N$ mobile manipulator slaves with $i=1, \ldots N$ can be described in Euler Lagrange (EL) form as follows [65, 86, 112].

$$
\begin{equation*}
M_{s i}\left(q_{s i}\right) \ddot{q}_{s i}+C_{s i}\left(q_{s i}, \dot{q}_{s i}\right) \dot{q}_{s i}+G_{s i}\left(q_{s i}\right)+f_{i}\left(q_{s i}\right)=B_{i}\left(q_{s i}\right) \tau_{s i} \tag{7.7}
\end{equation*}
$$

where $M_{s i}\left(q_{s i}\right) \in \mathcal{R}^{n \times n}$ is the inertia matrix which is a symmetric bounded positive definite matrix; $C_{s i}\left(q_{s i}, \dot{q}_{i}\right) \in \mathcal{R}^{n \times n}$ is the Centripetal and Coriolis matrix; $G_{s i}\left(q_{s i}\right) \in \mathcal{R}^{n}$ is the gravitational force vector; $f_{i}\left(q_{s i}\right)=\left[\begin{array}{ll}f_{i n}^{T} & f_{i h}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\left(A_{i}^{T}\left(q_{i p}\right) \lambda\right)^{T} & 0\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the generalized constraint force or torque, where $\lambda_{i}=\left[\begin{array}{ll}\lambda_{i n} & \lambda_{i h}\end{array}\right]^{T}$ is the Lagrangian multiplier, $\lambda_{i n}$ considers the nonholonomic constraint and $\lambda_{i h}$ considers the holonomic constraints and $A_{i}\left(q_{i p}\right)$ is the kinematic constraint matrix. $B_{i}\left(q_{i}\right) \in \mathcal{R}^{n \times m}$ is a full rank input transformation matrix and also assumed to be known, $\tau_{s i} \in \mathcal{R}^{m}$ is the control input to the system. $q_{s i}=\left[\begin{array}{ll}q_{i p}^{T} & q_{i a}^{T}\end{array}\right]^{T} \in \mathcal{R}^{n}$ is the vector of generalized coordinates. $q_{i p}$ denotes the generalized coordinates of the wheeled mobile platform and $q_{i a}$ denotes the generalized coordinates of the manipulator arm [64]. The terms, for brevity dropping the subscript $s$, can be further represented as,

$$
\begin{gathered}
M_{i}\left(q_{i}\right)=\left[\begin{array}{ll}
M_{i p} & M_{i p a} \\
M_{\text {iap }} & M_{i a}
\end{array}\right], C_{i}\left(q_{i}, \dot{q}_{i}\right)=\left[\begin{array}{cc}
C_{i p} & C_{i p a} \\
C_{i a p} & C_{i a}
\end{array}\right] \\
G_{i}\left(q_{i}\right)=\left[\begin{array}{l}
G_{i p} \\
G_{i a}
\end{array}\right], B_{i}\left(q_{i}\right)=\left[\begin{array}{cc}
B_{i p} & 0 \\
0 & B_{i a}
\end{array}\right], \tau_{i}=\left[\begin{array}{c}
\tau_{i p} \\
\tau_{i a}
\end{array}\right],
\end{gathered}
$$

where $M_{i p}$ and $M_{i a}$ describe the inertia matrices for the mobile platform and the manipulator arm respectively. $M_{i p a}$ and $M_{i a p}$ describe the coupling inertia matrices of the mobile platform and the manipulator arm. $C_{i p}$ and $C_{i a}$ are Centripetal and Coriolis torques for the mobile platform and the manipulator arm respectively. $C_{i p a}$ and $C_{i a p}$ are the coupling Centripetal and Coriolis torques of the mobile platform and the manipulator arm. $G_{i p}$ and $G_{i a}$ are the gravitational forces of the mobile platform and the manipulator arm respectively. $B_{i p}$ and $B_{i a}$ denote the input transformation matrices of the mobile platform and the manipulator arm respectively. $\tau_{i p}$ and $\tau_{i a}$ are the control input of the mobile platform and the robotic arm. The coordinates of the mobile platform can be described as,

$$
q_{i p}=\left[\begin{array}{c}
x_{i}  \tag{7.8}\\
y_{i} \\
\theta_{i p}
\end{array}\right]
$$

where $x_{i}, y_{i}$ are the coordinates of the center of the mobile platform and $\theta_{i p}$ is the orientation or the heading angle of the mobile platform. The nonholonomic kinematic constraint for the mid point of the wheel axle where the manipulator arm is mounted can be expressed as,

$$
\begin{equation*}
\dot{x}_{i} \sin \theta_{i p}-\dot{y}_{i} \cos \theta_{i p}=0 \tag{7.9}
\end{equation*}
$$

The constraint in (7.9) can also be written in the following form,

$$
\begin{equation*}
A_{i}\left(q_{i p}\right) \dot{q}_{i p}=0 \tag{7.10}
\end{equation*}
$$

where

$$
A_{i}\left(q_{i p}\right)=\left[\begin{array}{lll}
\sin \theta_{i p} & -\cos \theta_{i p} & 0 \tag{7.11}
\end{array}\right]
$$

Suppose there are $l$ numbers of non-integrable and independent velocity constraints and it is assumed to have the full rank $l$. The mobile platform here is assumed to be completely nonholonomic and we can write $A_{i}\left(q_{i p}\right)$ matrix of (7.10) as,

$$
A_{i}\left(q_{i p}\right)=\left[\begin{array}{lllll}
A_{1}^{T}\left(q_{i p}\right) & A_{2}^{T}\left(q_{i p}\right) & A_{3}^{T}\left(q_{i p}\right) & \ldots & A_{l}^{T}\left(q_{i p}\right)
\end{array}\right]^{T}
$$

The nonholonomic generalized constraint forces can be given as

$$
\begin{equation*}
f_{i n}=\left(A_{i}^{T}\left(q_{i p}\right) \lambda_{i n}\right)^{T} . \tag{7.12}
\end{equation*}
$$

$H_{i}\left(q_{i p}\right) \in \mathcal{R}^{n \times m}$ is a matrix with rank being $m$ formed by a set of smooth and linearly independent vectors spanning the null space of matrix $A_{i}\left(q_{i p}\right)$, i.e,

$$
\begin{equation*}
H_{i}^{T}\left(q_{i p}\right) A_{i}^{T}\left(q_{i p}\right)=0 \tag{7.13}
\end{equation*}
$$

where $H_{i}\left(q_{i p}\right)=\left[\begin{array}{lllll}H_{1}\left(q_{i p}\right) & H_{2}\left(q_{i p}\right) & \ldots & H_{n_{p}-l}\left(q_{i p}\right)\end{array}\right]$. Note that here $H_{i}^{T} H_{i}$ is of full rank. According to (7.10) and 7.13), the first order velocity kinematic model of a nonholonomic mobile platform which is also called the steering system can be written in the following form,

$$
\begin{equation*}
\dot{q}_{i p}=H_{i}\left(q_{i p}\right) \alpha_{i}, \tag{7.14}
\end{equation*}
$$

where $\alpha_{i}$ is an auxiliary function $\alpha_{i} \in \mathcal{R}^{2}$ and called the steering velocity of the kinematic system. $\alpha_{1}$ and $\alpha_{2}$ are the linear and angular velocities of the wheeled mobile platform and can be written as (7.15) or $\alpha_{1}$ and $\alpha_{2}$ are the left wheel velocity and the right wheel velocity of the mobile platform and can be written as (7.16,

$$
\begin{gather*}
\alpha_{i}=\left[\begin{array}{ll}
v_{i} & \omega_{i}
\end{array}\right]^{T}  \tag{7.15}\\
\alpha_{i}=\left[\begin{array}{ll}
\theta_{i R} & \theta_{i L}
\end{array}\right]^{T} . \tag{7.16}
\end{gather*}
$$

We can rewrite (7.14) in the specific kinematic form, in terms of linear and angular velocities of the wheeled mobile platform and in terms of right and left wheel velocities.

$$
\begin{gather*}
\dot{q}_{i p}=\left[\begin{array}{cc}
\cos \theta_{i p} & 0 \\
\sin \theta_{i p} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v_{i} \\
\omega_{i}
\end{array}\right],  \tag{7.17}\\
\dot{q}_{i p}=\left[\begin{array}{cc}
\frac{R}{2} \cos \theta_{i p} & \frac{R}{2} \cos \theta_{i p} \\
\frac{R}{2} \sin \theta_{i p} & \frac{R}{2} \sin \theta_{i p} \\
\frac{R}{2 D} & -\frac{R}{2 D}
\end{array}\right]\left[\begin{array}{c}
\theta_{i R} \\
\theta_{i L}
\end{array}\right], \tag{7.18}
\end{gather*}
$$

where in this work $R$ is the radius of the wheels and $D$ is the distance of the two wheels of the mobile platform.

Let $\eta_{i}=\left[\begin{array}{ll}\alpha_{i}^{T} & \dot{q}_{i a}^{T}\end{array}\right]^{T}$. Due to the nonholonomic constraint defined in (7.10) and (7.14), there exists a vector $\dot{\eta}_{i}$, such that [65],

$$
\begin{equation*}
\dot{q}_{i}=H_{i}\left(q_{i}\right) \dot{\eta}_{i} . \tag{7.19}
\end{equation*}
$$

A reduced dynamic model now can be obtained by substituting (7.19) and its derivative in (7.7) and pre-multiplying $H_{i}\left(q_{i}\right)^{T}$,

$$
\begin{equation*}
M_{\eta_{i}}\left(q_{i}\right) \ddot{\eta}_{i}+C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{\eta}_{i}+G_{\eta_{i}}\left(q_{i}\right)=\tau_{\eta_{i}} \tag{7.20}
\end{equation*}
$$

where,

$$
\left\{\begin{array}{l}
M_{\eta_{i}}\left(q_{i}\right)=H_{i}^{T}\left(q_{i}\right) M_{i}\left(q_{i}\right) H_{i}\left(q_{i}\right) \\
C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right)=H_{i}^{T}\left(q_{i}\right)\left[M_{i}\left(q_{i}\right) \dot{H}_{i}\left(q_{i}\right)+C_{i}\left(q_{i}, \dot{q}_{i}\right) H_{i}\left(q_{i}\right)\right] \\
G_{\eta_{i}}\left(q_{i}\right)=H_{i}^{T}\left(q_{i}\right) G_{i}\left(q_{i}\right) \\
\tau_{\eta_{i}}=H_{i}^{T}\left(q_{i}\right) B_{i}\left(q_{i}\right) \tau_{i}
\end{array}\right.
$$

A more specific dynamic model can be described by [64].

$$
\begin{gathered}
{\left[\begin{array}{c}
H_{i}^{T} B_{i p} \tau_{i p} \\
B_{i a} \tau_{i a}
\end{array}\right]=\left[\begin{array}{cc}
H_{i}^{T} M_{i p} H_{i} & H_{i}^{T} M_{i p a} \\
M_{i a p} H_{i} & M_{i a}
\end{array}\right]\left[\begin{array}{c}
\ddot{\alpha}_{i} \\
\ddot{q}_{i a}
\end{array}\right]} \\
+\left[\begin{array}{cc}
H_{i}^{T} M_{i p} \dot{H}_{i}+H_{i}^{T} C_{i p} H_{i} & H_{i}^{T} C_{i p a} \\
M_{i a p} \dot{H}_{i}+C_{i a p} H & C_{i a}
\end{array}\right]\left[\begin{array}{c}
\dot{\alpha}_{i} \\
\dot{q}_{i a}
\end{array}\right]+\left[\begin{array}{c}
H_{i}^{T} G_{i p} \\
G_{i a}
\end{array}\right]
\end{gathered}
$$

In this work, the mobile manipulators are subjected to the following assumptions.
Assumption 1: The mobile platform is driven with two wheels operated by two independent motors or actuators and the manipulator arm is fixed on this platform.

Assumption 2: The mobile manipulator is considered to be redundant and operating away from singularity.

Assumption 3: It is considered that $\dot{\eta}_{i}=\left[\begin{array}{lllll}\dot{\theta}_{i R} & \dot{\theta}_{i L} & \dot{\theta}_{1} & \ldots & \dot{\theta}_{k}\end{array}\right]^{T}$ where $\dot{\theta}_{j}$ is the angular velocity of the manipulator joints and $j=1, \ldots k$.

In most of the mobile manipulation applications, the desired trajectory is defined in the task space or operational space. Let $X_{i}$ contains all the variables which are required to define the task of the end-effector of the mobile manipulator then the kinematic equation of the end-effector can be written as,

$$
\begin{equation*}
X_{m a}=f_{i}\left(\eta_{i}\right) \tag{7.21}
\end{equation*}
$$

where $f_{i}($.$) being a nonlinear transformation describes the relation between the joint space$ of the system and the operational space of the end-effector [65]. The velocity of the endeffector can be derived by differentiating (7.21),

$$
\dot{X}_{m a}=J_{m a}\left(\eta_{i}\right) \dot{\eta}_{i}
$$

where $J_{m a}\left(\eta_{i}\right)=\frac{\partial f_{i}\left(\eta_{i}\right)}{\partial \eta_{i}}$ is the non-square Jacobian matrix of the end-effector and is noninvertible due to the redundancy of the system. The redundancy of the system can be utilized to achieve additional tasks. A user defined kinematic function for the motion of the mobile platform can be defined as,

$$
\begin{equation*}
X_{m p}=g_{i}\left(\eta_{i}\right) \tag{7.22}
\end{equation*}
$$

By differentiating (7.22), we have,

$$
\dot{X}_{m p}=J_{m p}\left(\eta_{i}\right) \dot{\eta}_{i}
$$

where the Jacobian matrix is $J_{m p}\left(\eta_{i}\right)=\frac{\partial g_{i}\left(\eta_{i}\right)}{\partial \eta_{i}}$. We can use the extended position $X_{i}=$ $\left[X_{m a}^{T} X_{m p}^{T}\right]^{T}$ to accomplish the secondary task while simultaneously achieving the primary task. Now the mobile manipulator system has an extended differential kinematic model as given by,

$$
\dot{X}_{i}=\left[\begin{array}{c}
J_{m a}\left(\eta_{i}\right)  \tag{7.23}\\
J_{m p}\left(\eta_{i}\right)
\end{array}\right] \dot{\eta}_{i}=J\left(\eta_{i}\right) \dot{\eta}_{i}
$$

where $J\left(\eta_{i}\right)$ is the extended square Jacobian matrix of the whole system and for the sake of brevity, we will use $J$ as $J\left(\eta_{i}\right)$. From (7.23), we can have,

$$
\begin{equation*}
\dot{\eta}_{i}=J^{-1} \dot{X}_{i}, \quad \ddot{\eta}_{i}=J^{-1} \ddot{X}_{i}-J^{-1} \dot{J} J^{-1} \dot{X}_{i} \tag{7.24}
\end{equation*}
$$

We get the extended operational space dynamic equation of the system, similar to (7.2), by substituting (7.24) in (7.20) and premultiplying $J^{-T}$ as follows,

$$
\begin{equation*}
M_{x_{i}}\left(q_{i}\right) \ddot{X}_{i}+C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right) \dot{X}_{i}+G_{x_{i}}\left(q_{i}\right)=\tau_{x_{i}} \tag{7.25}
\end{equation*}
$$

where,

$$
\left\{\begin{array}{l}
M_{x_{i}}\left(q_{i}\right)=J^{-T} M_{\eta_{i}}\left(q_{i}\right) J^{-1} \\
C_{x_{i}}\left(q_{i}, \dot{q}_{i}\right)=J^{-T}\left[-M_{\eta_{i}}\left(q_{i}\right) J^{-1} \dot{J}+C_{\eta_{i}}\left(q_{i}, \dot{q}_{i}\right)\right] J^{-1} \\
G_{x_{i}}\left(q_{i}\right)=J^{-T} G_{\eta_{i}}\left(q_{i}\right) \\
\tau_{x_{i}}=J^{-T} \tau_{\eta_{i}}
\end{array}\right.
$$

The combined dynamics of the slaves and the object can be written as,

$$
\begin{equation*}
M_{S}\left(x_{o}, q_{s i}\right) \ddot{x}_{o}+C_{S}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}\right) \dot{x}_{o}+G_{S}\left(x_{o}, q_{s i}\right)=u_{S}-F_{e} \tag{7.26}
\end{equation*}
$$

where,

$$
\left\{\begin{array}{l}
M_{S}=M_{o}+\sum_{i=1}^{n} A_{i}^{-T} M_{s i} A_{i}^{-1} \\
C_{S}=C_{o}+\sum_{i=1}^{n}\left(A_{i}^{-T} C_{s i} A_{i}^{-1}-A_{i}^{-T} M_{s i} A_{i}^{-1} \dot{A}_{i} A_{i}^{-1}\right) \\
G_{S}=G_{o}+\sum_{i=1}^{n} A_{i}^{-T} G_{s i} \\
u_{S}=\sum_{i=1}^{n} A_{i}^{-T} \tau_{s i}
\end{array}\right.
$$

The dynamic models in $(7.2)$ and 7.26 have the following properties which will be used in the controller design and stability analysis.

Property 1: The matrices $M_{c}$ and $M_{S}$ are symmetric positive definite and there exist positive constants $\mu_{m 1}, \mu_{m 2}, \mu_{o 1}$ and $\mu_{o 2}$ such that $\mu_{m 1} I \leq M_{c} \leq \mu_{m 2} I$, and $\mu_{o 1} I \leq M_{S} \leq$ $\mu_{o 2} I$, where $I$ is an $n \times n$ identity matrix.

Property 2: A part of the nonlinear system dynamics depends linearly on dynamic parameter vectors $\varphi_{m}$ and $\varphi_{o}$ such that,

$$
\begin{gather*}
M_{c}\left(q_{m}\right) \ddot{x}_{m, r}+C_{c}\left(q_{m}, \dot{q}_{m}\right) \dot{x}_{m, r}+G_{c}\left(q_{m}\right)=\varphi_{m}\left(q_{m}, \dot{q}_{m}, \dot{x}_{m, r}, \ddot{x}_{m, r}\right)^{T} \theta_{m},  \tag{7.27}\\
M_{S}\left(x_{o}, q_{s i}\right) \ddot{x}_{o, r}+C_{S}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}\right) \dot{x}_{o, r}+G_{S}\left(x_{o}, q_{s i}\right)=\varphi_{o}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}, \dot{x}_{o, r}, \ddot{x}_{o, r}\right)^{T} \theta_{o}, \tag{7.28}
\end{gather*}
$$

where $\theta_{m}$ and $\theta_{o}$ are the unknown parameters of the master, slaves and the object and $\varphi_{m}$ and $\varphi_{o}$ are the regressor matrices. The reference velocities and accelerations are represented by $\dot{x}_{m, r}, \ddot{x}_{m, r}, \dot{x}_{o, r}$ and $\ddot{x}_{o, r}$.

Property 3: Under a proper definition of the matrices, the matrices $\dot{M}_{c}-2 C_{c}, \dot{M}_{S}-2 C_{S}$ are skew symmetric.

Assumption 4: If we define the estimate and estimation error of the parameters as $\hat{\theta}$ and $\tilde{\theta}$ where $\tilde{\theta}=\hat{\theta}-\theta$, then we assume that the extent of the uncertainty in parameters is known such that,

$$
\begin{equation*}
\theta \in \Omega_{\theta} \triangleq\left\{\theta: \theta_{\min } \leq \theta \leq \theta_{\max }\right\} \tag{7.29}
\end{equation*}
$$

where $\theta_{\min }$ and $\theta_{\max }$ are known constant vectors or scalars.
Assumption 5: The signals $F_{h c}$ and $F_{e}$ are measurable and the position and velocities of the master and slaves are also available.

### 7.2 Control Architecture

This work proposes a novel structure of the communication channel for teleoperation where the slave side receives the signal $x_{m}$ and the master side receives the environment parameters $\theta_{e}$ which are estimated online. Unlike traditional teleoperation systems, the signal we receive at master side contain estimated values of the environmental parameters instead of the force signal $F_{e}$ which naturally avoids the passivity problem of the communication channel. At master side, a force predictor $\hat{F}_{e}$ is designed to predict the environmental force using the estimated environmental parameters $\hat{\theta}_{e}$ and the signals $x_{m}$ and $\dot{x}_{m}$. The human input signal $F_{h}$ is used to generate the desired master trajectories $x_{m}, \dot{x}_{m}$ and $\ddot{x}_{m}$. The signal received at the slave side $x_{m}$ is optimally processed to generate the desired object trajectory $x_{o d}$ for the end-effector of the slave control and a reference velocity signal is also generated for the mobile base of the slaves. An adaptive robust slave controller $u_{S}$ is designed to minimize the tracking error $x_{o}-x_{o d}$. Finally, the internal force control is implemented to obtain the slave control inputs. The control objectives of this work include:
Stability: To synthesize the input such that the robust stability is achieved in the presence of communication delays.
Synchronization: To make the object trajectory follow the desired trajectory precisely minimizing the tracking error.
Force Distribution: To control the internal force of the slaves to have an optimized distribution of the slave inputs.

A general schematic of the control architecture is shown in Fig.7.1.

### 7.2.1 Parameter Estimation

All the unknown parameters $\theta_{e}, \theta_{o}$ and $\theta_{m}$ are estimated using a projection type adaptation law [163]. The parameter $\hat{\theta}$ is estimated as,

$$
\begin{equation*}
\dot{\hat{\theta}}=P_{\hat{\theta}}(\Gamma \gamma), \quad \hat{\theta} \in \Omega_{\theta} \tag{7.30}
\end{equation*}
$$

where $\Gamma$ is a positive definite matrix and $\gamma$ is an adaptation parameter.

$$
P_{\hat{\theta}}(\bullet)= \begin{cases}\bullet & \text { if } \hat{\theta} \in \Omega \text { or } n_{\hat{\theta}}^{T} \bullet \leq 0  \tag{7.31}\\ \left(I-\Gamma \frac{n_{\hat{\theta}} n_{\hat{\theta}}^{T}}{n_{\hat{\theta}}^{T} \Gamma n_{\hat{\theta}}^{T}}\right) \bullet & \hat{\theta} \in \delta \Omega_{\theta} \text { and } n_{\hat{\theta}}^{T} \bullet>0\end{cases}
$$



Figure 7.1: Control architecture of SMMS teleoperation system.
where $\Omega$ and $\delta \Omega_{\theta}$ are the interior and the boundary of $\Omega_{\theta}$ and $n_{\hat{\theta}}^{T}$ denotes the unit normal vector at $\hat{\theta} \in \delta \Omega_{\theta}$. This projection type adaptation law has the following properties.

Property 4: The parameter estimates are always within the known bounded set $\bar{\Omega}_{\theta}$, that is, $\hat{\theta}(t) \in \bar{\Omega}_{\theta}, \forall t$. This means that from Assumption $4, \theta_{\min } \leq \hat{\theta}(t) \leq \theta_{\max }, \forall t$.

Property 5: It holds that,

$$
\begin{equation*}
\tilde{\theta}^{T}\left(\Gamma^{-1} P_{\hat{\theta}}(\Gamma \gamma)-\gamma\right) \leq 0, \forall \gamma, \tag{7.32}
\end{equation*}
$$

For the estimation of $\theta_{e}$, a filter $H_{f}(s)=\frac{1}{\left(\gamma_{f} s+1\right)^{2}}$ is used on both sides of 7.4.

$$
\begin{equation*}
F_{e f}=\varphi_{e f}^{T} \theta_{e} \tag{7.33}
\end{equation*}
$$

where $F_{e f}$ and $\varphi_{e f}$ are the filtered values of $F_{e}$ and $\varphi_{e}$. If we define the prediction output $\hat{F}_{e f}=\varphi_{e f}^{T} \hat{\theta}_{e}$, then the prediction error can be defined as,

$$
\begin{equation*}
\varepsilon=\hat{F}_{e f}-F_{e f}=\varphi_{e f}^{T} \tilde{\theta}_{e}, \tag{7.34}
\end{equation*}
$$

Now $\dot{\hat{\theta}}_{e}$ can be designed as,

$$
\begin{equation*}
\dot{\hat{\theta}}_{e}=P_{\hat{\theta}}\left(\Gamma_{e} \gamma_{e}\right), \tag{7.35}
\end{equation*}
$$

$$
\begin{gather*}
\dot{\Gamma}_{e}=\left\{\begin{array}{cc}
\alpha \Gamma_{e}-\frac{\Gamma_{e} \varphi_{e f} \varphi_{e f}^{T} \Gamma_{e}}{1+v \varphi_{e f}^{T} \Gamma_{e} \varphi_{e f}} & \text { if } \lambda_{\max }\left(\Gamma_{e}(t)\right) \leq \zeta_{M} \\
0 & \text { otherwise }
\end{array}\right.  \tag{7.36}\\
\gamma_{e}=\frac{\varphi_{e f} \varepsilon}{1+v \varphi_{e f}^{T} \Gamma_{e} \varphi_{e f}}, \tag{7.37}
\end{gather*}
$$

where $\alpha$ is the forgetting factor, $v \geq 0$ and $\zeta_{M}$ is the bound on $\left\|\Gamma_{e}(t)\right\|$.
Lemma 1: The parameter estimation $\hat{\theta}_{e}$ always stay within a known bound when the least square estimation algorithm 7.35 is used as $\theta_{e_{\min }} \leq \hat{\theta}_{e}(t) \leq \theta_{e_{\max }}, \forall t$. Additionally, when there are only uncertainties in the parameters of the systems, the persistent excitation (PE) condition given below is satisfied [163].

$$
\begin{equation*}
\int_{t}^{(t+T)} \varphi_{e f} \varphi_{e f}^{T} d \tau \geq \xi I, \forall t>t_{0} \text { for some } T, \xi>0 \tag{7.38}
\end{equation*}
$$

then $\hat{\theta}_{e}$ converges to its true value $\theta_{e}$.

### 7.2.2 Controller Design for the Master Side

This section presents a novel adaptive and robust controller design for the master manipulator. As the estimates of the environmental parameters are transmitted over the communication channel, the master side receives $\hat{\theta}_{e}(t-T)$ and predicts the force $\hat{F}_{e}$ as,

$$
\begin{equation*}
\hat{F}_{e}=\hat{\theta}_{e}^{T}(t-T(t)) \varphi_{e}\left(k_{m} \Phi_{o}\left(x_{m}\right), k_{m} L_{i} \dot{x}_{m}\right) \tag{7.39}
\end{equation*}
$$

The master manipulator is required to follow a desired trajectory $x_{m_{d t}}$, which is designed as follows,

$$
\begin{align*}
M_{d}\left(x_{m d}\right) \ddot{x}_{m d}+C_{d}\left(x_{m d}, \dot{x}_{m d}\right) \dot{x}_{m d}+G_{d}\left(x_{m d}\right) & =\varphi_{m}\left(x_{m d}, \dot{x}_{m d}, \ddot{x}_{m d}\right)^{T} \theta_{d} \\
& =L_{i}^{-T} F_{h_{c}}-k_{f} \hat{\theta}_{e}(t-T(t)) \varphi_{e}\left(k_{m} x_{m d}, k_{m} \dot{x}_{m d}\right) \tag{7.40}
\end{align*}
$$

$$
\begin{equation*}
x_{m_{d t}}=\Phi_{o}^{-1}\left(x_{m d}\right), \tag{7.41}
\end{equation*}
$$

where $x_{m d}$ is the virtual object trajectory, $k_{f}>0$ is the force scaling factor, and $\theta_{d}$ is the target parameter vector of the impedance behavior which is chosen to satisfy $x_{m d}$. The objective to design the controller is to ensure that $x_{m}$ tracks the desired trajectory $x_{m_{d t}}$
precisely.
Define $s_{m}$ as follows:

$$
\begin{equation*}
s_{m}=\dot{e}_{m}+k_{m 1} e_{m}, \quad e_{m}=x_{m}-x_{m_{d t}}, \tag{7.42}
\end{equation*}
$$

where $k_{m 1}>0$ is a diagonal matrix. Differentiate (7.42) and note (7.2),

$$
\begin{equation*}
M_{c} \dot{s}_{m}+C_{c} s_{m}=u_{m_{c}}+F_{h_{c}}-\varphi_{m}\left(q_{m}, \dot{q}_{m}, \dot{x}_{m, r}, \ddot{x}_{m, r}\right)^{T} \theta_{m} \tag{7.43}
\end{equation*}
$$

The controller is designed as follows:

$$
\begin{align*}
u_{m_{c}} & =\varphi_{m}\left(q_{m}, \dot{q}_{m}, \dot{x}_{m, r}, \ddot{x}_{m, r}\right)^{T} \hat{\theta}_{m}-F_{h_{c}}+u_{f}-K_{p} s_{m}, \\
\dot{\hat{\theta}}_{m} & =P_{\hat{\theta}_{m}}\left(\Gamma_{m} \gamma_{m}\right), \quad \gamma_{m}=\varphi_{m}\left(q_{m}, \dot{q}_{m}, \dot{x}_{m, r}, \ddot{x}_{m, r}\right) s_{m}, \tag{7.44}
\end{align*}
$$

where $u_{f}-K_{p} s_{m}$ is the robust control law, the term $\varphi_{m}\left(q_{m}, \dot{q}_{m}, \dot{x}_{m, r}, \ddot{x}_{m, r}\right)^{T} \hat{\theta}_{m}-F_{h_{c}}$ is the model compensation for tracking, $K_{p}$ is chosen to be a symmetric positive definite matrix and $u_{f}$ will be designed later. Substituting 7.44 into 7.43 and rearranging the terms,

$$
\begin{equation*}
M_{c} \dot{s}_{m}+C_{c} s_{m}=-K_{p} s_{m}+u_{f}+\varphi_{m}\left(q_{m}, \dot{q}_{m}, \dot{x}_{m, r}, \ddot{x}_{m, r}\right)^{T} \tilde{\theta}_{m} \tag{7.45}
\end{equation*}
$$

where $u_{f}$ can be designed to satisfy the conditions below:

$$
\begin{align*}
& \text { (a) } s_{m}^{T}\left(u_{f}+\varphi_{m}\left(q_{m}, \dot{q}_{m}, \dot{x}_{m, r}, \ddot{x}_{m, r}\right)^{T} \tilde{\theta}_{m}\right) \leq \sigma_{m} \\
& \text { (b) } s_{m}^{T} u_{f} \leq 0 \tag{7.46}
\end{align*}
$$

where $\sigma_{m}>0$ is a small design parameter.
Theorem 1: For a desired trajectory, the controller in (7.44) guarantees that all the signals of the master side are bounded.

Proof: Choose a Lyapunov function,

$$
\begin{equation*}
V_{m}=\frac{1}{2} s_{m}^{T} M_{c} s_{m} \tag{7.47}
\end{equation*}
$$

The derivative of $V_{m}$ is:

$$
\begin{align*}
\dot{V}_{m} & =s_{m}^{T} M_{c} \dot{s}_{m}+\frac{1}{2} s_{m}^{T} \dot{M}_{c} s_{m} \\
& =s_{m}^{T}\left(M_{c} \dot{s}_{m}+C_{c} s_{m}\right)  \tag{7.48}\\
& =-s_{m}^{T} K_{p} s_{m}+s_{m}^{T}\left(u_{f}+\varphi_{m}^{T} \tilde{\theta}_{m}\right) \leq-\lambda_{m} V_{m}+\sigma_{m}
\end{align*}
$$

Then it follows that,

$$
\begin{equation*}
V_{m} \leq e^{-\lambda_{m} t} V_{m}(0)+\frac{\sigma_{m}}{\lambda_{m}}\left[1-e^{-\lambda_{m} t}\right] \tag{7.49}
\end{equation*}
$$

$V_{m}$ will be bounded when,

$$
\begin{equation*}
V_{m} \leq e^{-\lambda_{m} t} V_{m}(0)+\frac{\sigma_{m}}{\lambda_{m}}\left[1-e^{-\lambda_{m} t}\right] \tag{7.50}
\end{equation*}
$$

where $\lambda_{m}=2 \sigma_{\min }\left(K_{p}\right) / \mu_{m 2}$ and $\sigma_{\min }(\bullet)$ is the minimum eigenvalue of a matrix.
Thus, $s_{m}$ is bounded and $e_{m}$ and $\dot{e}_{m}$ are also bounded from (7.42). Using the adaptation law 7.30, $\hat{\theta}_{m}$ is bounded thus the control input $u_{m_{c}}$ is bounded. As $x_{m_{d t}}, \dot{x}_{m_{d t}}$ and $\ddot{x}_{m_{d t}}$ are bounded, $x_{m}$ and $\dot{x}_{m}$ are also bounded.

### 7.2.3 Controller Design for the Slave Side

The controller design for the slaves can be divided into two parts where the first controller deals with the control of the mobile platform and the second one deals with the trajectory tracking of the end-effectors. We take advantage of the decoupling of the operational and null space of the mobile manipulators to design the controllers [153]. The motion of the mobile manipulators is decoupled in the operational space (end-effector) and the null space (mobile platform). This decoupling of the operational and null space allows the prioritization of the tasks in the event of a disagreement between the operational and null space. The decoupling of null space and operational space and the null space control of the mobile manipulators system has already been presented in sections 6.3.1 and 6.3.2. The desired trajectory $X_{m p}$ is generated from the signal $x_{m}(t-T(t))$ by applying a similar filter which is used to generate $x_{o d}$ as discussed below. Once the null space controller is designed, an adaptive robust controller (ARC) will be designed for the end-effectors of the slaves for trajectory tracking.

### 7.2.3.1 ARC for Slaves

According to the proposed control architecture, the slave side receives the delayed position signal $x_{m}(t-T(t))$ of the master. The desired object trajectory $x_{o d}$ can be obtained by an optimal processing on the master position signal. A filter, $H_{r}(s)=\frac{1}{\left(\tau_{r} s+1\right)^{2}}$ can be used with $x_{o d}=H_{r}(s)\left[k_{m} \Phi_{o}\left(x_{m}(t-T(t))\right)\right]$, which can simultaneously provide the desired velocity and acceleration of the object.

Define $s_{s}$ as follows:

$$
\begin{equation*}
s_{s}=\dot{e}_{s}+k_{s 1} e_{s}, \quad e_{s}=x_{o}-x_{o d} \tag{7.51}
\end{equation*}
$$

where $k_{s 1}>0$ is a diagonal matrix. Now differentiating (7.51) and noting (7.26),

$$
\begin{equation*}
M_{S} \dot{s}_{s}+C_{S} s_{s}=u_{S}-F_{e}-\varphi_{o}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}, \dot{x}_{o, r}, \ddot{x}_{o, r}\right)^{T} \theta_{o} \tag{7.52}
\end{equation*}
$$

where $\dot{x}_{o, r}=\dot{x}_{o d}-k_{s 1} e_{s}$ and $\ddot{x}_{o, r}=\ddot{x}_{o d}-k_{s 1} \dot{e}_{s}$.
Now the slave controller is designed as follows:

$$
\begin{align*}
& u_{S}=-K_{d} s_{s}+u_{r}+\varphi_{o}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}, \dot{x}_{o, r}, \ddot{x}_{o, r}\right)^{T} \hat{\theta}_{o}+F_{e} \\
& \dot{\hat{\theta}}_{o}=P_{\hat{\theta}_{o}}\left(\Gamma_{o} \gamma_{o}\right), \quad \gamma_{o}=-\varphi_{o}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}, \dot{x}_{o, r}, \ddot{x}_{o, r}\right) s_{s} \tag{7.53}
\end{align*}
$$

where $-K_{d} s_{s}+u_{r}$ is the robust control law, the term $\varphi_{o}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}, \dot{x}_{o, r}, \ddot{x}_{o, r}\right)^{T} \hat{\theta}_{o}+F_{e}$ is the model compensation for tracking, $K_{d}$ is chosen to be a symmetric positive definite matrix and $u_{r}$ will be designed later. Substituting (7.53) into (7.52) and rearranging the terms,

$$
\begin{equation*}
M_{S} \dot{s}_{s}+C_{S} s_{s}=-K_{d} s_{s}+u_{r}+\varphi_{o}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}, \dot{x}_{o, r}, \ddot{x}_{o, r}\right)^{T} \tilde{\theta}_{o} \tag{7.54}
\end{equation*}
$$

Now, $u_{r}$ can be designed to satisfy the conditions below.

$$
\begin{align*}
& \text { (a) } s_{s}^{T}\left(u_{r}+\varphi_{o}\left(x_{o}, \dot{x}_{o}, q_{s i}, \dot{q}_{s i}, \dot{x}_{o, r}, \ddot{x}_{o, r}\right)^{T} \tilde{\theta}_{o}\right) \leq \sigma_{s} \\
& \text { (b) } s_{s}^{T} u_{r} \leq 0 \tag{7.55}
\end{align*}
$$

where $\sigma_{s}>0$ is a small design parameter.
Theorem 3: The controller (7.53) can guarantee that all the slave side signals are bounded if the received signal $x_{m}(t-T(t))$ is bounded.

Proof: Choose a Lyapunov function,

$$
\begin{equation*}
V_{s}=\frac{1}{2} s_{s}^{T} M_{S} s_{s} \tag{7.56}
\end{equation*}
$$

$V_{s}$ will be bounded when,

$$
\begin{equation*}
V_{s} \leq e^{-\lambda_{s} t} V_{s}(0)+\frac{\sigma_{s}}{\lambda_{s}}\left[1-e^{-\lambda_{s} t}\right] \tag{7.57}
\end{equation*}
$$

where $\lambda_{s}=2 \sigma_{\min }\left(K_{d}\right) / \mu_{o 2}$ and $\sigma_{\min }(\bullet)$ is the minimum eigenvalue of a matrix. The derivative of $V_{s}$ is:

$$
\begin{align*}
\dot{V}_{s} & =s_{s}^{T} M_{S} \dot{\dot{s}}_{s}+\frac{1}{2} s_{s}^{T} \dot{M}_{S} s_{s} \\
& =s_{s}^{T}\left(M_{S} \dot{s}_{s}+C_{S} s_{s}\right)  \tag{7.58}\\
& =-s_{s}^{T} K_{d} s_{s}+s_{s}^{T}\left(u_{r}+\varphi_{o}^{T} \tilde{\theta}_{o}\right) \leq-\lambda_{s} V_{s}+\sigma_{s}
\end{align*}
$$

Then it follows that,

$$
\begin{equation*}
V_{s} \leq e^{-\lambda_{s} t} V_{s}(0)+\frac{\sigma_{s}}{\lambda_{s}}\left[1-e^{-\lambda_{s} t}\right] \tag{7.59}
\end{equation*}
$$

Thus, $s_{s}$ is bounded and $e_{s}$ and $\dot{e}_{s}$ are also bounded from 7.51. Using the adaptation law 7.30, $\hat{\theta}_{o}$ is bounded thus the control input $u_{S}$ is bounded. As $x_{m}(t-T(t))$ is bounded and the filter $H_{r}(s)$ is stable then the trajectories $x_{o d}, \dot{x}_{o d}$ and $\ddot{x}_{o d}$ are bounded, $x_{o}$ and $\dot{x}_{o}$ are also bounded.

There exists the redundancy of the slave controller 7.53 with $u_{S}=\sum_{i=1}^{n} A_{i}^{-T} u_{s i}$ where $u_{s i}$ are the input to the slaves. The inputs $u_{s i}$ with the internal force distribution are designed as follows [162]:

$$
\begin{equation*}
\left[u_{s 1} \cdots u_{s n}\right]=A_{s}^{\ddagger} u_{S}+F_{\text {int }} \tag{7.60}
\end{equation*}
$$

where $A_{s}^{\ddagger}=Q^{-1} A_{s}^{T}\left[A_{s} Q^{-1} A_{s}^{T}\right], A_{s}=\left[A_{1}^{-T} \ldots A_{n}^{-T}\right]$ and $Q$ is a weighting matrix which is used to optimize the norm of the control inputs. The internal force $F_{\text {int }}$ is chosen as $A_{s} F_{\text {int }}=$ 0 so that it has no effect on the motion of the object. Another possible selection of $F_{\text {int }}$ can be as follows:

$$
F_{\text {int }}=\left[\begin{array}{llll}
A_{1}^{T} & -A_{2}^{T} & A_{3}^{T} \cdots A_{n-1}^{T} & -A_{n}^{T} \tag{7.61}
\end{array}\right] f_{d}
$$

where $f_{d}$ is an arbitrary predefined force vector.
Remark 1: Theorem 1 guarantees the stability of the master side without being dependent on the stability of the slave side. Theorem 2 and Theorem 3 guarantee the stability of the slave side when the signal transmitted from the master side is bounded.

Remark 2: Unlike conventional teleoperation, the master side receives the estimated values of the environmental parameters and environmental force is predicted. When we have $\hat{\theta}_{e} \longrightarrow \theta_{e}$ in Lemma 1 and tracking performance of $x_{o}(t) \longrightarrow\left[k_{m} \Phi_{o}\left(x_{m}(t-T(t))\right)\right]$ then we achieve $\hat{F}_{e} \longleftrightarrow F_{e}(t+T(t))$ which provides the human operator the feeling of operation without any delay.

Remark 3: Theorem 2 guarantees that given a reference velocity, the mobile platforms of the manipulators achieve the velocity consensus.

Remark 4: Theorem 3 guarantees that $e_{s}=x_{o}-x_{o d}$ will be converging to the known bound when the parameters are unknown.

Remark 5: An optimized distribution of the control input for slaves can be achievable when internal force control (7.60) is used.

### 7.3 Simulation Results

In the simulation, a 2-DOF master robotic arm is operated by the human operator. The parameters of the 2-DOF mobile manipulators are given in Table 6.1. The parameter values of the master manipulator are $m_{1}=1 \mathrm{~kg}, m_{2}=1 \mathrm{~kg}, I_{1}=0.2 \mathrm{kgm}^{2}, I_{2}=0.2 \mathrm{kgm}^{2}, l_{c 1}=$ $0.05 \mathrm{~m}, l_{c 2}=0.05 \mathrm{~m}, L_{1}=0.1 \mathrm{~m}, L_{2}=0.1 \mathrm{~m}$. The parameters of the object are $M_{o}=$ $\operatorname{diag}\{5,1\}, C_{o}=\{0\}, G_{o}=\{0,5 * 9.8\}$. The kinematic chain between the object and the slave manipulators is given by $x_{o}=x_{1}=\operatorname{diag}(-1,1) \times x_{2}$. The parameters in 7.4) are chosen to be $B_{e}=[50,-30]^{T}, K_{e}=[50,10]^{T}$ and $C_{e}=[0,0]^{T}$. For the control design, the projection type estimation algorithm parameters are $\alpha=0.02, \zeta_{m}=5000$ and $v=0.1$. The initial estimates and the lower and upper bounds of the parameter variations are chosen to be $\theta_{e}(0)=[80,0,80,3,0,0]^{T}, \theta_{e_{\text {min }}}=[0,-40,0,0,0,0]^{T}$ and $\theta_{e_{\max }}=[100,100,80,80,0,0]^{T}$. The filter $H_{f}(s)$ is chosen to have $\gamma_{f}=0.005$. The scaling gains are $k_{m}=10$ and $k_{f}=0.1$ respectively. The weighting matrix for internal force control is $Q=\operatorname{diag}\{1,1\}$ and $f_{d}=0$. The slave gains are $k_{s 1}=\operatorname{diag}\{50,150\}$ and $K_{d}=\operatorname{diag}\{250,375\}$. The filter $H_{r}(s)$ is chosen to have $\tau_{r}=0.005$ in order to generate the desired object trajectory. The target parameter of the master side is chosen as $\theta_{d}=[2,0.4]^{T}$ this means that $M_{d}=\operatorname{diag}\{2,2\}, C_{d}=\{0\}$ and $G_{d}=[0,2 * 9.8]^{T}$. The master parameters are $\Gamma_{m}=\operatorname{diag}\{2,2,4,4\}, k_{m 1}=\operatorname{diag}\{150,150\}$ and $K_{p}=\operatorname{diag}\{75,37.5\}$. The gains for the mobile base are $k_{p v}=10$ and $k_{b p}=14$. The time delays in the simulation can be upto $1 s$.

### 7.3.1 Simulation Scenario:

The simulation considers the teleoperation of a single master multiple slave system (SMMS) where the slaves are connected with a communication topology $\mathcal{G}_{1}$ as in Fig. 6.4 where the Laplacian matrix is given by $\mathcal{L}=\left[\begin{array}{cccc}1 & 0 & -1 ;-11 & 0 ; 0-1\end{array}\right]$. The in-degree $d_{i}$ and the weights $w_{i j}$ are chosen to be 1 . The agents are strongly connected over a communication topology and the delay $T_{d}$ is considered to be 0.2 s . The main objective is to transport the object to a desired position following a desired trajectory while the end-effectors grasp the object rigidly. The communication delay between the master and slaves is set to be 0.5 s . The human inputs are simulated as $F_{h}(1)=0.5 \sin (\pi t)$ and $F_{h}(2)=\sin (\pi t)$ as shown in Figs.7.2(a) and 7.2(b). The desired and actual master trajectories are shown in Figs 7.3(a), 7.3(b), 7.3(c) and 7.3(d) and their corresponding errors are shown in Figs 7.3(e) and 7.3(f).


Figure 7.2: The human inputs


Figure 7.3: Master trajectories: desired, actual and their error

In the master side, the environmental force is predicted based on the estimated environmental parameters. The actual and predicted environmental forces are presented in Figs.7.4(a), 7.4(b), 7.4(c) and 7.4(d). It should be noted that although the actual environmental forces are delayed due to communication channel delay but the human operator is still able to feel the environmental force without any delays. This means that the proposed controller design not only ensures the stability of the system but also provides good realism in the teleoperation system.


Figure 7.4: The contact force $F_{e}$ and its prediction $\hat{F}_{e}$

The estimated environmental parameters of (7.4) are shown in Figs.7.5(a), 7.5(b), 7.5(c), $7.5(\mathrm{~d}), 7.5(\mathrm{e})$ and $7.5(\mathrm{f})$ respectively. It can be observed that the estimation starts with the initial estimates and converges to the true values of the parameters. This also ensures that the adaptation laws are working perfectly and the environmental force can be predicted with precision. The forces exerted on the object by the slave end-effectors are presented in Figs.7.6(a), 7.6(b), 7.6(c), 7.6(d), 7.6(e) and 7.6(f) respectively. It can be observed from the object trajectory that the slaves stay still for few seconds in the start of the simulation and then start moving the object to follow the desired trajectory. This affects the forces exerted on the object by the slaves. As the object starts moving, the forces are being exerted on the
object by the end-effectors. It should also be noted that the practical internal force of the object can essentially be just the difference of all the forces exerted on the object.


Figure 7.5: The estimates of environmental parameters $\hat{\theta}_{e}$
The desired object trajectory and its errors are shown in Figs.7.7(a), 7.7(b), 7.7(c) and 7.7(d). It is clear from the results that the object closely follows the desired trajectory and the task accomplishment of the transportation of the object can be achieved as desired. The tracking errors of the positions of the mobile platforms of the slaves are shown in Figs.7.8(a), 7.8(b) and 7.8(c), The mobile platforms regulate their position during the task accomplishment to achieve the prioritized mission of the object transportation. The results of mobile platforms show some errors but as the platforms are only controlled in the null


Figure 7.6: The forces exerted on the object
space only so these errors are acceptable as we achieve the main task.

From the results presented here, we can conclude that the teleoperation control structure for SMMS is efficient under communication delays. In contrast to traditional teleoperation schemes where the environment force signals are sent over the communication channel to the master side, our proposed control design is working perfectly when we transmit the estimated environmental parameters to the master side. The desired object trajectory is tracked with very small errors and the mobile platforms of the slaves adjust their positions to achieve the prioritized task of object transportation.


Figure 7.7: The desired object trajectory $x_{o d}$ and its tracking error


Figure 7.8: Mobile platform position errors

### 7.4 Summary

In this chapter, we proposed a novel control scheme for the teleoperation of single master multiple slave system where the master was considered to be a robotic manipulator whereas the slaves were the mobile manipulators. A human operator operated the master robot to remotely control the slaves to handle a target object. A desired master trajectory was generated at the master side so the master tracked that trajectory and the master position signal was transmitted to the slave side over the communication channel. An optimal processing was carried out on the position signal of the master to generate the desired object trajectory and the reference velocity signal for the mobile platforms. A robust adaptive controller and a null space controller were designed for the slaves and an internal force distribution was implemented. The slaves interacted with the target object and exerted forces on it. The force feedback signal of traditional teleoperation was replaced by the estimated environmental parameters to avoid the passivity problem of the communication channel. The environment force was effectively predicted using the estimated environmental parameters. The control design achieved the control objectives of stability, synchronization and force distribution. The simulation results of one master and three slaves teleoperation system validated the effectiveness of the proposed control scheme.

## Chapter 8

## Conclusions and Future Work

This chapter first summarizes the contribution of this research work and then provides some future directions to extend the proposed control designs for the teleoperation and cooperative control of multiple manipulators.

### 8.1 Conclusions

In this thesis, novel control design schemes have been proposed for the teleoperation and cooperative control of robotic manipulators. For the multilateral teleoperation control of fixed-base robotic manipulators several control schemes have been proposed in recent years and one of the widely used control scheme is Time Domain Passivity Control. Although, TDPC has provided efficient results in the bilateral and multilateral teleoperation of manipulators, its conventional control laws experience singular points or zero division. This zero division is not desirable in teleoperation control as it crashes the control law leading the whole system to be unstable. This instability can be dangerous not only for the hardware but the safety of the human operator is also compromised. To avoid zero division, this work has proposed an improved control design of TDPC for multilateral teleoperation of fixedbase manipulators which not only ensures the stability of the system but also provides the flexibility of assigning weights to the master and slaves during the operation. The weights can be assigned to to influence the velocity of the masters or the forces of the slaves depending on the nature of the application. The proposed control design has been tested in extensive simulations and experiments under constant and time varying delays and the results validate the efficacy of the proposed control design.

A couple of control designs have also been proposed for the cooperative/coordinated control of the mobile manipulators handling a target object which is rigidly attached to their end-effectors. One of the proposed controller is based on the adaptive backstepping for cooperative manipulation of the object under parametric uncertainties simultaneously controlling the end-effectors and the mobile bases. The controller was designed in two
stages where the first stage dealt with the velocity control of the mobile base/end-effectors and the second stage dealt with the torque control of the mobile manipulators. The simulation results of the proposed controller for two mobile manipulators system validated the effectiveness of the control design in transportation of the object following desired trajectories. Another control architecture has also been proposed for cooperative manipulation of an object and the controller design is divided in the operational and null space of the mobile manipulators. An adaptive synchronous motion controller is designed first then the redundancy resolution of the mobile manipulators has been achieved by decoupling the system into operational and null space. The operational space controller controls the end-effectors to follow a given trajectory and the null space controller controls the mobile platforms. The decoupling of the mobile manipulator system is done in such a way that the control of operational space and null space do not affect each other meaning that the torques of the null space do not affect the motion of the end-effectors. The controller design assumed that the agents are strongly connected over a fixed communication topology. The simulation was carried out for three mobile manipulators carrying a common object. The results validated the stability of the system while transporting the object to a desired position.

Finally, a novel adaptive robust control design has been proposed for the teleoperation of single master multiple slaves system. The teleoperation framework involves one fixed-base manipulator as the master and three mobile manipulators as the slaves. Unlike traditional teleoperation structure, the proposed framework predicts the environment reaction force on the master side instead of directly transmitting the force from the slave side. Although the signal transmission from the master is same like other teleoperation schemes as it transmits the velocity signal of the master to the slave side however, on the slave side the environmental parameters are estimated and then transmitted to the master side for force prediction. The advantage of this transmission of the estimated parameters of the environment to the master side is the undelayed force which the human operator feels. The adaptive robust control not only provided good tracking of the slaves but also improved the transparency of the system. An optimal internal force distribution was implemented to manipulate the target object attached to the end-effectors of the mobile manipulators. The null space control is applied to control the mobile platforms of the mobile manipulator system. The simulation results of SMMS system proved the efficacy of the proposed scheme.

### 8.2 Future Work

In terms of the transparency of the teleoperation systems, the proposed TDPC in Chapter 3 is comparatively conservative with the output of the passivity controllers. Transparency is one of the main performance metric in teleoperation systems and to provide the human operator the real feel of the operation in the remote environment, it is important to have better realism in teleoperation control. One possible future direction can be the improvement of the proposed TDPC to ensure the better transparency of the system.

For the cooperative/coordinated control or teleoperation of mobile manipulators in Chapter 5, 6 and 7, there is a possibility to test different control mechanism to control the internal force of the object which is being manipulated. The possible options can be the virtual linkage model or the use of grasp matrix for object manipulation. The integration of the proposed cooperative control with different internal force control methods may provide interesting results. Additionally, in Chapter 6 and 7 the proposed control did not consider the cases where the agents are not connected over a strong communication topology. Future directions may focus on testing the proposed control considering the switching graph topologies or the link failure scenarios to add to the robustness of the control. In chapter 7, the control design of mobile manipulator teleoperation assumes that the signals $F_{h c}$ and $F_{e}$ are measurable. In reality, sometimes the hardware is not equipped with the required sensors so it is necessary to realize a control design which can deal with the system when some of the signals are not measurable.

Moreover, the assumptions on the kinematic modeling of the mobile manipulator system may need consideration of the slippage or skidding of the wheels. These considerations would definitely need extensive mathematical modeling but will result in better flexible control schemes. The control schemes which have only been tested in simulations need real time testing too. Real time control of teleoperaion systems is highly desirable to test the proposed schemes under the constraint of time delays.
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## Appendix A

## Mathematical Equations

The mathematical formulation of the mobile manipulator system is taken from [64, 147].

## A. 1 The Jacobian

Jacobian of the mobile manipulator is given in terms of linear and angular velocities of the wheeled platform and also in terms of right and left wheel velocities of the platform.

$$
J=\left[\begin{array}{llll}
J_{11} & J_{12} & J_{13} & J_{14}  \tag{A.1}\\
J_{21} & J_{22} & J_{23} & J_{24} \\
J_{31} & J_{32} & J_{33} & J_{34} \\
J_{41} & J_{42} & J_{43} & J_{44} \\
J_{51} & J_{52} & J_{53} & J_{54}
\end{array}\right]
$$

where,

$$
\begin{aligned}
& J_{11}=\cos \theta_{b}, \quad J_{12}=0, \quad J_{13}=0, \quad J_{14}=0, \\
& J_{21}=\sin \theta_{b}, \quad J_{22}=0, \quad J_{23}=0, \quad J_{24}=0, \\
& J_{31}=\cos \theta_{b}, \\
& J_{32}=l_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right), \\
& J_{33}=l_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right), \\
& J_{34}=-l_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right), \\
& J_{41}=\sin \theta_{b}, \\
& J_{42}=-l_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right), \\
& J_{43}=-l_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right), \\
& J_{44}=-l_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right), \\
& J_{51}=0, \quad J_{52}=0, \quad J_{53}=0, \quad J_{54}=L_{2} \cos \theta_{2} .
\end{aligned}
$$

$$
\begin{aligned}
& J_{11}=\frac{R}{2} \cos \theta_{b}, \quad J_{12}=\frac{R}{2} \cos \theta_{b}, \quad J_{13}=0, \quad J_{14}=0, \\
& J_{21}=\frac{R}{2} \sin \theta_{b}, \\
& J_{22}=\frac{R}{2} \sin \theta_{b}, \\
& J_{23}=0, \\
& J_{24}=0, \\
& J_{31}=\frac{R}{2} \cos \theta_{b}-\left[L_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right] \frac{R}{2 D},\right. \\
& J_{32}=\frac{R}{2} \cos \theta_{b}+\left[L_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right] \frac{R}{2 D},\right. \\
& J_{33}=-L_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right), J_{34}=-L_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right), \\
& J_{41}=\frac{R}{2} \sin \theta_{b}+\left[L_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right] \frac{R}{2 D},\right. \\
& J_{42}=\frac{R}{2} \sin \theta_{b}-\left[L_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right] \frac{R}{2 D},\right. \\
& J_{43}=L_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}, J_{44}=-L_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right),\right. \\
& J_{51}=0, \quad J_{52}=0, \quad J_{53}=0, \quad J_{54}=L_{2} \cos \theta_{2} .
\end{aligned}
$$

## A. 2 The Dynamic Model

Let $L_{1}$ and $L_{2}$ denote the distance between the joints and the center of mass of the links. The coordinates of the center of mass of Link 1 can be written as,

$$
\begin{align*}
& x_{1}=x \\
& y_{1}=y \\
& z_{1}=L_{2} \tag{A.2}
\end{align*}
$$

The coordinates of the center of mass of link $z$ can be written as,

$$
\begin{align*}
& x_{2}=x_{1}+L_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right), \\
& y_{2}=y_{1}+L_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right), \\
& z_{2}=l_{1}+L_{2} \sin \theta_{2} . \tag{A.3}
\end{align*}
$$

The total kinetic energy can be written as follow,

$$
\begin{align*}
K(q, \dot{q}) & =\frac{1}{2} m_{b}\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{1}{2} I_{b} \dot{\theta}_{b}^{2}+\frac{1}{2} m_{1}\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{1}{2} I_{1}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)^{2} \\
& \left.+\frac{1}{2} m_{2}\left(\dot{x}^{2}+\dot{y}^{2}\right)+\frac{1}{2} I_{2}\left[\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)^{2}+\dot{\theta}_{2}\right)^{2}\right]^{2} . \tag{A.4}
\end{align*}
$$

The total potential energy is given by,

$$
\begin{equation*}
P(q)=m_{1} g l_{1}+m_{2} g l_{1}+L_{2} \sin \theta_{2} . \tag{A.5}
\end{equation*}
$$

The velocity constraints of the system is,

$$
\begin{equation*}
\dot{x} \sin (\psi)-\dot{y} \cos (\psi)=0 . \tag{A.6}
\end{equation*}
$$

From Routh equation, we obtain,

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\partial L}{\partial \dot{q}}\right)-\frac{\partial L}{\partial q}=Q+A(q)^{T} \lambda \tag{A.7}
\end{equation*}
$$

where, $L=K-P$

$$
\begin{aligned}
& Q=\text { The forces or torques acted on the platform and links } \\
& \lambda=\text { Langrangian multiplier }
\end{aligned}
$$

Substituting (A.4) and (A.5) into (A.7), we get (A.8).

$$
\begin{equation*}
M(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)+f=B(q) \tau \tag{A.8}
\end{equation*}
$$

where,

$$
\begin{aligned}
& M(q)=\left[\begin{array}{lllll}
M_{11} & M_{12} & M_{13} & M_{14} & M_{15} \\
M_{21} & M_{22} & M_{23} & M_{24} & M_{25} \\
M_{31} & M_{32} & M_{33} & M_{34} & M_{35} \\
M_{41} & M_{42} & M_{43} & M_{44} & M_{45} \\
M_{51} & M_{52} & M_{53} & M_{54} & M_{55}
\end{array}\right], \\
& C(q, \dot{q})=\left[\begin{array}{lllll}
C_{11} & C_{12} & C_{13} & C_{14} & C_{15} \\
C_{21} & C_{22} & C_{23} & C_{24} & C_{25} \\
C_{31} & C_{32} & C_{33} & C_{34} & C_{35} \\
C_{41} & C_{42} & C_{43} & C_{44} & C_{45} \\
C_{51} & C_{52} & C_{53} & C_{54} & C_{55}
\end{array}\right], \\
& M_{11}=M_{22}=m_{b}+m_{1}+m_{2}, \\
& M_{33}=I_{b}+I_{1}+I_{2}+m_{2} L_{2}^{2} \cos ^{2} \theta_{2}, \\
& M_{44}=I_{1}+I_{2}+m_{2} L_{2}^{2} \cos ^{2} \theta_{2}, \\
& M_{55}=I_{2}+m_{2} L_{2}^{2} \cos ^{2} \theta_{2} \text {, } \\
& M_{12}=M_{21}=M_{35}=M_{53}=M_{45}=M_{54}=0, \\
& M_{13}=M_{31}=M_{41}=M_{14}=-m_{2} L_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \text {, } \\
& M_{15}=M_{51}=-m_{2} L_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \\
& M_{23}=M_{32}=M_{24}=M_{42}=m_{2} L_{2} \cos \left(\theta_{2}\right) \cos \left(\theta_{b}+\theta_{1}\right) \text {, } \\
& M_{25}=M_{52}=-m_{2} L_{2} \sin \left(\theta_{b}+\theta_{1}\right) \text {, } \\
& M_{34}=M_{43}=I_{1}+I_{2}+m_{2} L_{2}^{2} \cos ^{2} \theta_{2} \text {, } \\
& C_{i j}=0, \quad i=1,2,3,4,5, j=1,2 \\
& C_{13}=C_{14}=-m_{2} L_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)+m_{2} L_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}, \\
& C_{15}=-m_{2} L_{2} \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}+m_{2} L_{2} \sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{2}\right), \\
& C_{23}=C_{24}=-m_{2} L_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)+m_{3} L_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}, \\
& C_{25}=-m_{2} L_{2} \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-m_{2} L_{2} \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}, \\
& C_{35}=C_{45}=m_{2} L_{2}^{2} \cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \text {, }
\end{aligned}
$$

$$
\begin{aligned}
C_{33} & =C_{34}=C_{43}=C_{44}=-m_{2} L_{2}^{2} \cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2}, \\
C_{53} & =C_{54}=m_{2} L_{2}^{2} \cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right), \\
C_{55} & =m_{2} L_{2}^{2} \cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2}, \\
G & =\left[0000 m_{2} g L_{2} \cos \theta_{2}\right]^{T} .
\end{aligned}
$$

## A. 3 Regressor Matrix

$$
\begin{aligned}
& Y=\left[\begin{array}{llllll}
Y_{11} & Y_{12} & Y_{13} & Y_{14} & Y_{15} & Y_{16} \\
Y_{21} & Y_{22} & Y_{23} & Y_{24} & Y_{25} & Y_{26} \\
Y_{31} & Y_{32} & Y_{33} & Y_{34} & Y_{35} & Y_{36} \\
Y_{41} & Y_{42} & Y_{43} & Y_{44} & Y_{45} & Y_{46}
\end{array}\right], \\
& p=\left[\begin{array}{llllll}
m_{t} & m_{2} L_{2} & m_{2} L_{2}^{2} & I_{b} & I_{1} & I_{2}
\end{array}\right]^{T}, \\
& Y_{11}=\frac{R^{2}}{4}(\dot{v}+\dot{\omega})+\frac{R^{2}}{4}\left(\sin ^{2} \theta_{b}-\cos ^{2} \theta_{b}\right) \omega, \\
& Y_{12}=2 \cos \theta_{2} \frac{R^{2}}{4 D}\left(\cos \left(\theta_{b}+\theta_{1}\right)-\sin \left(\theta_{b}+\theta_{1}\right) \cos \theta_{b}\right) \dot{v}+\frac{R}{2} \cos \theta_{2}\left(\cos \left(\theta_{b}+\theta_{1}\right) \sin \theta_{b}-\right. \\
& \left.\left.\sin \left(\theta_{b}+\theta_{1}\right) \cos \theta_{b}\right)\right) \ddot{\theta_{1}}-\frac{R}{2} \sin \theta_{2}\left(\cos \left(\theta_{b}+\theta_{1}\right) \cos \theta_{b}+\sin \left(\theta_{b}+\theta_{1}\right) \sin \theta_{b}\right) \ddot{\theta}_{2}+\frac{R^{2}}{4 D} \\
& \cos \theta_{2}\left(\cos \left(\theta_{b}+\theta_{1}\right) \cos \theta_{b}+\sin \left(\theta_{b}+\theta_{1}\right) \sin \theta_{b}\right) v-\frac{R^{2}}{4 D} \cos \theta_{b}\left(\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\right. \\
& \left.\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) v-\frac{R^{2}}{4 D} \sin \theta_{b}\left(\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\sin \theta_{2}\right. \\
& \left.\cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) v+\frac{R^{2}}{4 D} \cos \theta_{2}\left(\cos \theta_{b} \sin \left(\theta_{b}+\theta_{1}\right)+\sin \theta_{b} \cos \left(\theta_{b}+\theta_{1}\right)\right) \omega+\frac{R^{2}}{4 D} \cos \theta_{b} \\
& \left(\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \omega+\frac{R^{2}}{4 D} \sin \theta_{b}\left(\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\right. \\
& \left.\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \omega-\frac{R}{2} \cos \theta_{b}\left(\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\sin \theta_{2}\right. \\
& \left.\sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \dot{\theta}_{1}-\frac{R}{2} \sin \theta_{b}\left(\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \dot{\theta}_{1}+ \\
& \frac{R}{2} \cos \theta_{b}\left(\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \dot{\theta}_{2}-\frac{R}{2} \sin \theta_{b} \\
& \left(\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \dot{\theta}_{2} \\
& Y_{13}=\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{v}-\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{\omega}+\frac{R}{2 D} \cos ^{2} \theta_{2} \ddot{\theta}_{1}-\frac{R^{2}}{4 D^{2}} \cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} v+\frac{R^{2}}{4 D^{2}} \cos \theta_{2} \\
& \sin \theta_{2} \dot{\theta}_{2} \omega-\frac{R}{2 D} \cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} \dot{\theta}_{1}-\frac{R}{2 D} \cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \dot{\theta}_{2}, \\
& Y_{14}=\frac{R^{2}}{4 D^{2}} \dot{v}-\frac{R^{2}}{4 D^{2}} \dot{\omega}, \\
& Y_{15}=\frac{R^{2}}{4 D^{2}} \dot{v}-\frac{R^{2}}{4 D^{2}} \dot{\omega}+\frac{R}{2 D} \dot{\theta}_{1}, \\
& Y_{16}=\frac{R^{2}}{4 D^{2}} \dot{v}-\frac{R^{2}}{4 D^{2}} \dot{\omega}+\frac{R}{2 D} \dot{\theta}_{1},
\end{aligned}
$$

$$
\begin{aligned}
& Y_{21}=\frac{R^{2}}{4} \dot{v}+\frac{R^{2}}{4} \dot{\omega}+\frac{R^{2}}{4}\left(\sin ^{2} \theta_{b}-\cos ^{2} \theta_{b}\right) \omega, \\
& Y_{22}=2 \cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R^{2}}{4 D} \cos \theta_{b} \dot{\omega}-2 \cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R^{2}}{4 D} \sin \theta_{b} \dot{\omega} \\
& -\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \ddot{\theta}_{1}+\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \ddot{\theta}_{1} \\
& -\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \ddot{\theta}_{2}+\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \ddot{\theta}_{2} \\
& -\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R^{2}}{4 D} \sin \theta_{b} v-\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R^{2}}{4 D} \cos \theta_{b} v \\
& -\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R^{2}}{4 D} \cos \theta_{b} v+\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R^{2}}{4 D} \cos \theta_{b} v \\
& -\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R^{2}}{4 D} \sin \theta_{b} v+\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R^{2}}{4 D} \sin \theta_{b} v \\
& -\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R^{2}}{4 D} \cos \theta_{b} \omega-\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R^{2}}{4 D} \sin \theta_{b} \omega \\
& +\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R^{2}}{4 D} \cos \theta_{b} \omega-\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R^{2}}{4 D} \cos \theta_{b} \omega \\
& +\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R^{2}}{4 D} \sin \theta_{b} \omega-\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R^{2}}{4 D} \sin \theta_{b} \omega \\
& -\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R}{2} \cos \theta_{b} \dot{\theta}_{1}+\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R}{2} \cos \theta_{b} \dot{\theta}_{1} \\
& -\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R}{2} \sin \theta_{b} \dot{\theta}_{1}+\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R}{2} \sin \theta_{b} \dot{\theta}_{1} \\
& +\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R}{2} \cos \theta_{b} \dot{\theta}_{2}-\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R}{2} \cos \theta_{b} \dot{\theta}_{2} \\
& -\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R}{2} \sin \theta_{b} \dot{\theta}_{2}-\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2} \frac{R}{2} \sin \theta_{b} \dot{\theta}_{2}, \\
& Y_{23}=-\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{v}+\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{\omega}-\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \ddot{\theta}_{1}+\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} \frac{R^{2}}{4 D^{2}} v \\
& -\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} \frac{R^{2}}{4 D^{2}} \omega+\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} \frac{R}{2 D} \dot{\theta}_{1}+\cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R}{2 D} \dot{\theta}_{2}, \\
& Y_{24}=-\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{v}+\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{\omega}, \\
& Y_{25}=-\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{v}+\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{\omega}+\frac{R}{2 D} \ddot{\theta}_{1}, \\
& Y_{26}=-\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{v}+\frac{R^{2}}{4 D^{2}} \cos ^{2} \theta_{2} \dot{\omega}+\frac{R}{2 D} \ddot{\theta}_{1} \text {, } \\
& Y_{31}=0, \\
& Y_{32}=-\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \dot{v}+\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \dot{v}-\cos \theta_{2} \\
& \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \dot{\omega}+\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \dot{\omega}+\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \frac{R}{2} \sin \theta_{b} v+\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} v+\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \omega \\
& +\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \omega, \\
Y_{33}= & \frac{R}{2 D} \cos ^{2} \theta_{2} \dot{v}-\frac{R}{2 D} \cos ^{2} \theta_{2} \dot{\omega}+\cos ^{2} \theta_{2} \ddot{\theta}_{1}-\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} \frac{R}{2 D} v+\cos \theta_{2} \\
& \sin \theta_{2} \dot{\theta}_{2} \frac{R}{2 D} \omega-\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} \dot{\theta}_{1}+\cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \dot{\theta}_{2}, \\
Y_{34}= & 0, \\
Y_{35}= & \frac{R}{2 D} \dot{v}-\frac{R}{2 D} \dot{\omega}+\ddot{\theta}_{1}, \\
Y_{36}= & \frac{R}{2 D} \dot{v}-\frac{R}{2 D} \dot{\omega}+\ddot{\theta}_{1}, \\
Y_{41}= & 0, \\
Y_{42}= & \sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \dot{v}-\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \dot{v}-\sin \theta_{2} \\
& \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \dot{\omega}-\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \dot{\omega}+\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \\
& \frac{R}{2} \sin \theta_{b} v+\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} v+\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \cos \theta_{b} \omega \\
& +\sin \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \frac{R}{2} \sin \theta_{b} \omega, \\
Y_{43}= & \cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R}{2 D} v-\cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \frac{R}{2 D} \omega+\cos \theta_{2} \sin \theta_{2} \\
& \left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \dot{\theta}_{1}+\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2} \dot{\theta}_{2}, \\
Y_{44}= & 0, \\
Y_{45}= & 0, \\
Y_{46}= & 0 .
\end{aligned}
$$

## A.3.1 Regressor Matrix in Terms of Linear and Angular Velocities

$$
\begin{aligned}
& Y=\left[\begin{array}{llllllll}
Y_{11} & Y_{12} & Y_{13} & Y_{14} & Y_{15} & Y_{16} & Y_{17} & Y_{18} \\
Y_{21} & Y_{22} & Y_{23} & Y_{24} & Y_{25} & Y_{26} & Y_{27} & Y_{28} \\
Y_{31} & Y_{32} & Y_{33} & Y_{34} & Y_{35} & Y_{36} & Y_{37} & Y_{38} \\
Y_{41} & Y_{42} & Y_{43} & Y_{44} & Y_{45} & Y_{46} & Y_{47} & Y_{48}
\end{array}\right], \\
& p=\left[\begin{array}{llllllll}
m_{b} & m_{1} & m_{2} & m_{2} L_{2} & m_{2} L_{2}^{2} & I_{b} & I_{1} & I_{2}
\end{array}\right]^{T}, \\
& Y_{11}=Y_{12}=Y_{13}=\dot{\eta}_{1}, \\
& Y_{14}=\cos \theta_{2}\left(\cos \left(\theta_{b}+\theta_{1}\right) \sin \theta_{b}-\sin \left(\theta_{b}+\theta_{1}\right) \cos \theta_{b}\right) \dot{\eta}_{2}+\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right) \\
& \left(\sin \theta_{b}-\cos \theta_{b}\right) \dot{\eta}_{3}-\sin \theta_{2}\left(\cos \left(\theta_{b}+\theta_{1}\right) \cos \theta_{b}+\sin \left(\theta_{b}+\theta_{1}\right) \sin \theta_{b}\right) \dot{\eta}_{4}+\cos \theta_{b} \\
& \left(\sin \left(\theta_{b}+\theta_{1}\right) \sin \theta_{2} \dot{\theta}_{2}-\cos \left(\theta_{b}+\theta_{1}\right) \cos \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)\right)\left(\eta_{2}+\eta_{3}\right)+\sin \theta_{b}\left(\cos \left(\theta_{b}+\theta_{1}\right)\right. \\
& \left.\sin \theta_{2} \dot{\theta}_{2}-\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)\right)\left(\eta_{2}+\eta_{3}\right)+\cos \theta_{b}\left(\sin \left(\theta_{b}+\theta_{1}\right) \sin \theta_{2}\right. \\
& \left.\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\cos \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \eta_{4}+\sin \theta_{b}\left(\cos \left(\theta_{b}+\theta_{1}\right) \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right)-\sin \theta_{2}\right. \\
& \left.\cos \left(\theta_{b}+\theta_{1}\right) \dot{\theta}_{2}\right) \eta_{4}, \\
& Y_{15}=Y_{16}=Y_{17}=Y_{18}=0, \\
& Y_{21}=Y_{22}=Y_{23}=0, \\
& Y_{24}=\cos \theta_{2}\left(\cos \left(\theta_{b}+\theta_{1}\right) \sin \theta_{b}-\sin \left(\theta_{b}+\theta_{1}\right) \cos \theta_{b}\right) \dot{\eta}_{1}+\cos \theta_{2}\left(\sin \left(\theta_{b}+\theta_{1}\right) \sin \theta_{b}+\cos \left(\theta_{b}\right.\right. \\
& \left.\left.+\theta_{1}\right) \cos \theta_{b}\right) \dot{\theta}_{b} \eta_{1}, \\
& Y_{25}=\cos ^{2} \theta_{2} \dot{\eta}_{2}+\cos ^{2} \theta_{2} \dot{\eta}_{3}+\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2}\left(\dot{\eta}_{2}+\dot{\eta}_{3}\right)+\cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \dot{\eta}_{4}, \\
& Y_{26}=\eta_{2} \text {, } \\
& Y_{27}=Y_{28}=\dot{\eta}_{2}+\dot{\eta}_{3}, \\
& Y_{31}=Y_{32}=Y_{33}=Y_{36}=0, \\
& Y_{34}=\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\sin \theta_{b}-\cos \theta_{b}\right) \dot{v}+\cos \theta_{2} \sin \left(\theta_{b}+\theta_{1}\right)\left(\sin \theta_{b}+\cos \theta_{b}\right) \dot{\theta_{2}} v, \\
& Y_{35}=\cos ^{2} \theta_{2} \dot{\eta}_{2}+\cos ^{2} \theta_{2} \dot{\eta}_{3}-\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2}\left(\dot{\eta}_{2}+\dot{\eta}_{3}\right)-\cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \dot{\eta}_{4}, \\
& Y_{36}=0 \text {, } \\
& Y_{37}=Y_{38}=\dot{\eta}_{2}+\dot{\eta}_{3},
\end{aligned}
$$

$Y_{41}=Y_{42}=Y_{43}=0$,
$Y_{44}=-\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\cos \theta_{b}-\sin \theta_{b}\right) \dot{v}+\sin \theta_{2} \cos \left(\theta_{b}+\theta_{1}\right)\left(\sin \theta_{b}+\cos \theta_{b}\right) \dot{\theta}_{b} v$,
$Y_{45}=\cos ^{2} \theta_{2} \dot{\eta}_{2}+\cos ^{2} \theta_{2} \dot{\eta}_{3}+\cos \theta_{2} \sin \theta_{2} \dot{\theta}_{2}\left(\dot{\eta}_{2}+\dot{\eta}_{3}\right)+\cos \theta_{2} \sin \theta_{2}\left(\dot{\theta}_{b}+\dot{\theta}_{1}\right) \dot{\eta}_{4}$,
$Y_{46}=Y_{47}=0$,
$Y_{48}=\dot{\eta}_{4}$.
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