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ABSTRACT 

 

 

Sleep/wake behaviour is regulated by a network of sleep- and wake-promoting 

neurons that exhibit reciprocal activity patterns. This circuit is under the influence of the 

circadian clock, which maintains stable diurnal sleep/wake rhythms, and homeostatic 

control, which regulates sleep based on prior time spent awake. Astrocytes can modulate 

synaptic plasticity through high-affinity transporters like glutamate transporter 1 (GLT1). 

It was previously unknown whether GLT1 plays a role in the coordinated activation and 

silencing of sleep/wake neurons during challenges to sleep homeostasis. 

 With quantitative immunoconfocal analysis, I examined the spatial relationship 

between GLT1 and sleep/wake neurons from two brain regions involved in the 

homeostatic regulation of sleep. These include orexin (ORX) and melanin concentrating 

hormone (MCH) neurons in the lateral hypothalamus (LH), and cholinergic and 

parvalbumin-expressing neurons in the basal forebrain (BF) of the rat. Following acute 

sleep deprivation (SD; 6 h) there was no change in GLT1 juxtaposition with BF neurons 

compared to a time-matched undisturbed group (Rest). In the LH, SD decreased GLT1 

juxtaposition with wake-promoting ORX neurons and increased GLT1 juxtaposition with 

sleep-promoting MCH neurons compared to Rest. These changes were reversed by a 

short subsequent period of sleep opportunity (3 h). 

 Using whole-cell patch-clamp electrophysiology, I demonstrated that SD-induced 

changes in GLT1 juxtaposition modulated excitatory synaptic transmission to LH 

neurons. Following SD, but not Rest, there was tonic presynaptic inhibition of excitatory 

transmission to ORX neurons through group III metabotropic glutamate receptors. This 

may represent a homeostatic mechanism promoting transition to sleep. In contrast, no 

presynaptic change was detected in MCH neurons, yet a large, slow kainate receptor-

mediated EPSC induced by train-stimulation was significantly reduced following SD. 

This synaptic plasticity in the LH is consistent with decreased glutamate clearance at 

times when GLT1 juxtaposition is reduced. 

 Finally, SD increased the intrinsic excitability of both ORX and MCH neurons. 

ORX neurons exhibited a reduced afterhyperpolarizing potential and spike frequency 

adaptation, while MCH neurons exhibited reduced A-current, following SD.  

 These synaptic and intrinsic changes may have novel and important implications 

for homeostatic and non-homeostatic sleep regulation. 
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1.1 INTRODUCTION TO SLEEP 

 

1.1.1 BASICS OF SLEEP BEHAVIOUR 
 
Sleep is a conserved behaviour present in virtually every animal species 

investigated to date, from the nematode to the human (Joiner, 2016). Mammalian sleep, 

best studied in humans and rodents, is a state of behavioural inactivity characterised by 

reduced arousal (Joiner, 2016), reduced reactivity to sensory stimuli (Livingstone and 

Hubel, 1981; Portas et al., 2000; Czisch et al., 2002), and reduced muscle tone (Mignot, 

2008). Why we sleep is still a contentious issue, and sleep has been proposed to serve a 

variety of functions including memory consolidation (Girardeau et al., 2009; Rothschild 

et al., 2016), synaptic pruning/homeostasis (Vyazovskiy et al., 2008; Li et al., 2017), 

metabolic clearance (Xie et al., 2013), and energy conservation (Nofzinger et al., 2002; 

Wisor et al., 2012). 

 

1.1.2 SOCIETAL IMPACT OF SLEEP LOSS 
 

Insufficient sleep is endemic in our society. Recent data from the National Sleep 

Foundation on self-reported sleep durations indicated that 30 percent of Canadians 

between 25 and 55 years of age are regularly getting less than the recommended 7-9 

hours of sleep per night (National Sleep Foundation, 2013; Watson et al., 2015). 

Although why we sleep is unclear, there is little doubt that sleep is imperative; 

insufficient sleep leads to a variety of negative consequences. A recent report from the 

RAND Corporation, a non-profit global policy think tank, estimated that the annual loss 

to the Canadian economy resulting from insufficient sleep is equivalent to 0.85 to 1.56 

percent of the gross domestic product (up to 24.7 billion USD; Hafner et al., 2016). While 

the RAND model accounted for loss in workforce productivity, it did not assess the 

additional economic burden of associated health care costs. For example, chronic sleep 

loss is associated with increased all-cause mortality (Kronholm et al., 2011; Yeo et al., 

2013; Shen et al., 2016) and increased risk for cardiometabolic diseases such as obesity, 

cardiovascular disease, and type II diabetes (Lyytikäinen et al., 2011; Rangaraj and 

Knutson, 2016; Xiao et al., 2016).  
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Short periods of sleep deprivation impair cognition, particularly through 

reductions in sustained attention (Basner and Dinges, 2011; Goel et al., 2013). A single 

night of prior sleep loss impairs new learning on the subsequent day (Yoo et al., 2007), 

slows reaction times (Basner and Dinges, 2011; Cain et al., 2011) and results in 

impairment equivalent to a blood alcohol content of 0.1 % on a variety of cognitive tasks 

(Williamson and Feyer, 2000). Chronic sleep loss exacerbates these effects. One study 

demonstrated dose-dependent increases in impairment on a variety of cognitive tasks 

through 14 consecutive days of sleep restriction (sleep was limited to 4 h or 6 h/day; Van 

Dongen et al., 2003). Interestingly, participants in this study were largely unaware of their 

increasing cognitive deficits (Van Dongen et al., 2003). It is therefore unsurprising that 

sleep loss has been identified as a contributing factor to accidents both on the road 

(Martiniuk et al., 2013; Herman et al., 2014; Howard et al., 2014) and in the workplace 

(Uehli et al., 2014; Kling et al., 2010). 

Insufficient sleep clearly results in large economic, safety, and health burdens. It 

is therefore vital that we understand the fundamentals of sleep/wake biology to inform 

better policy, and develop more effective interventions and treatments for sleep loss. Due 

to the significant homology in sleep regulation within mammalian species, the rodent 

model has provided troves of relevant information regarding mammalian sleep regulation 

(Mistlberger, 2005; Abel et al., 2013; Joiner, 2016). Most of the following research was 

conducted in the rodent model. 

 

1.2  SLEEP NEUROBIOLOGY 

 

1.2.1 THE TWO-PROCESS MODEL 
 

Sleep is regulated by two biological processes that are continuously interacting: 

the circadian process and the homeostatic process (Borbély, 1982; Daan et al., 1984; 

Borbély et al., 2016). The circadian process is primarily regulated by a hypothalamic area 

called the suprachiasmatic nucleus (SCN; Mistlberger, 2005; Colwell, 2011). The SCN 

houses a genetic transcription/translation “clock” oscillating with a roughly 24-hour 

period that serves as the principal clock in mammals  (Büttner and Wollnik, 1984; 

Czeisler et al., 1999; Welsh et al., 2010). The circadian signal from this genetic clock 
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promotes wake during the subjective day and sleep during the subjective night 

(Mistlberger, 2005). The endogenous circadian clock is normally entrained by light 

(Sharma, 2009; LeGates et al., 2014) as the principal Zeitgeber, and can also be entrained 

by other stimuli such as exercise (Tahara et al., 2017). Acute misalignment between the 

circadian clock and the external environment results in a series of symptoms commonly 

referred to as jet lag (Thorpy, 2012). Luckily for globetrotters, the circadian clock can 

shift over time to accommodate a new environment. Chronic misalignment between the 

endogenous circadian clock and the external clock, which frequently occurs among shift 

workers, can lead to a high incidence of developing cancer and cardiometabolic diseases 

(Potter et al., 2016). 

While the circadian process maintains stable diurnal rhythms of sleep and wake, 

the homeostatic process regulates sleep and wake according to recent sleep/wake 

behaviour (Borbély et al., 2016). As such, homeostatic sleep pressure increases as a 

function of prior time spent awake. As sleep debt builds, the homeostatic process 

promotes adequate amounts of subsequent sleep to offset the debt accrued during 

previous wake. Both the circadian and homeostatic processes can be overridden to an 

extent by environmental challenges, which is clearly advantageous. It would permit one 

to seek food during subjective night in situations of food scarcity, and prioritize the 

immediate necessity of danger avoidance over the less immediate need for sleep. In 

principle, however, it is a combination of both the circadian process and the homeostatic 

process that determines the timing of sleep and wakefulness (Borbély, 1982; Daan et al., 

1984; Borbély et al., 2016). 

 

1.2.2 INVESTIGATING THE HOMEOSTATIC PROCESS: ACUTE SLEEP 

DEPRIVATION 
 

One straightforward way to experimentally examine the homeostatic process of 

sleep regulation is with acute sleep deprivation (SD). By comparing the behaviour, 

physiology, and anatomy of an organism that has received an acute period of SD to those 

of a time-matched organism that was permitted to sleep during the same period, one 

effectively removes the confounding circadian component of sleep regulation, permitting 

assessment of the homeostatic process. This principle has been demonstrated in the 
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human (Goel et al., 2013), the rodent (Elliott et al., 2014), the zebrafish (Chiu and Prober, 

2013), and the fruit fly (Donlea et al., 2014). While this technique is effective at 

examining the homeostatic process, it is important to note that the isolation from 

circadian effects is incomplete, as the circadian and homeostatic process continuously 

interact (Borbély et al., 2016). 

In rodent research, SD by gentle handling is a commonly employed technique for 

acute total SD. It is designed to prevent the spurious effects of stress on sleep studies 

(Fenzl et al., 2007). During SD by gentle handling, the animal is permitted to freely 

behave. When it assumes a sleeping posture or appears drowsy, the experimenter 

intervenes to prevent sleep onset. These interventions can take several forms such as 

presenting the animal with a new toy, rustling its bedding, and lightly tapping its cage 

(Deurveilher et al., 2011). It is rarely necessary, in my experience, to physically interfere 

with the animal (e.g. petting) when using gentle handling for acute SD periods of up to 6 

h. Acute SD studies in rodents are also conveniently timed; unlike humans, many rodents 

are nocturnal, and the common lab rat spends up to 80 % of the day sleeping (Shiromani 

et al., 2000). Acute SD for 3-6 h has been shown to induce similar patterns of immediate-

early gene expression as spontaneous wakefulness (Pompeiano et al., 1994; Cirelli et al., 

1995). 

 

1.2.3 THE STAGES OF SLEEP 
 

Sleep in mammals can be further divided into two broad categories: rapid eye 

movement (REM) sleep, and non-REM (NREM) sleep. Wake, NREM, and REM sleep 

can be observed and distinguished using a combination of electroencephalogram (EEG) 

recordings, which measure global brain electrical activity, and electromyogram (EMG) 

recordings, which measure electrical activity in skeletal muscles (Hobson and Pace-

Schott, 2002; Cui et al., 2008; Brown et al., 2012). Wake is characterized by a strong 

EMG signal, and high-frequency low-amplitude EEG activity that reflects neuronal 

desynchrony during wakefulness. NREM sleep is characterized by a reduction in the 

EMG signal, as well as an increase in low-frequency, high-amplitude EEG activity that 

results from neuronal synchrony. REM sleep, like wake, is characterized by high-

frequency, low-amplitude EEG activity. However, except for phasic muscle activities 



6 
 

such as rapid eye movements, muscle atonia predominates during REM sleep (Brown et 

al., 2012). 

NREM and REM sleep are both important for mammalian physiology and 

behaviour, yet they serve different functions (Siegel, 2005; Abel et al., 2013). Likewise, 

many of the neuronal populations involved in sleep/wake regulation show distinctions in 

their activity patterns between these two sleep states and compared to wake, indicating 

that these neurons have different roles in sleep/wake behaviour (see below). 

 

1.2.4 SELECT ANATOMY OF THE SLEEP/WAKE NEUROCIRCUIT 
 

The regulation of sleep/wake behavior involves many different neuronal 

populations from regions such as the brainstem, the hypothalamus, and the basal forebrain 

(BF; Richter et al., 2014; Weber and Dan, 2016). They include both wake-promoting and 

sleep-promoting neuronal populations that are often mutually inhibitory (Richter et al., 

2014; Weber and Dan, 2016). This circuitry is under the influence of the circadian 

process regulated by the principal clock in the SCN. The homeostatic process is thought 

to be associated with this neurocircuit via cellular mechanisms involving both neurons 

and glia (Frank, 2013). Multiple neuronal populations underlie the emerging behavioural 

states under the influence of both processes. Here, I will highlight several important 

neuronal populations that will reappear in later chapters of this thesis. The sleep/wake 

activity profiles of these regulatory neurons are summarized in Table A.1 

A number of sleep/wake-regulatory neuronal populations are monoaminergic. In 

the brainstem, noradrenaline (NA) neurons from the locus coeruleus and serotonergic (5-

HT) neurons from the raphe nuclei are primarily wake-active (Takahashi et al., 2010; 

Sakai, 2011). NA neurons are particularly important for arousal. They send extensive 

projections throughout the brain, including many to other sleep/wake regulatory areas 

(Samuels and Szabadi, 2008). Optogenetic activation of neurons in the locus coeruleus 

promotes transitions from sleep to wake (Carter et al., 2010), and chemogenetic activation 

of NA neurons speeds recovery from anaesthesia (Vazey and Aston-Jones, 2014). 

Histaminergic (HA) neurons from the tuberomammillary nucleus of the posterior 

hypothalamus are also wake-active (Takahashi et al., 2006). HA neurons project widely 

throughout the brain (Panula et al., 1989), and hypothalamic HA levels increase with 
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wake in a circadian manner (Mochizuki et al., 1992). Mice lacking the HA synthesizing 

enzyme histidine decarboxylase show increased sleep fragmentation and difficulty 

maintaining wake (Parmentier et al., 2002; Anaclet et al., 2009). Additionally, HA has a 

direct excitatory effect on NA neurons (Korotkova et al., 2005). These wake-promoting 

centers have reciprocal, often mutually inhibitory connections with sleep-promoting 

GABAergic neurons in the ventrolateral preoptic nucleus (Weber and Dan, 2016). 

In the lateral hypothalamus (LH), there are two mutually inhibiting peptidergic 

neuronal populations regulating sleep/wake behaviour: the orexin (ORX; also known as 

hypocretin) neurons and the melanin concentrating hormone (MCH) neurons. ORX 

neurons are wake-active, wake-promoting neurons (Lee et al., 2005; Modirrousta et al., 

2005; Adamantidis et al., 2007) that project throughout the brain (Peyron et al., 1998; 

Horvath et al., 1999), including to the BF and NA, 5-HT, and HA wake-promoting cell 

groups (Horvath et al., 1999; Liu et al., 2002; Schöne et al., 2012). NA and 5-HT neurons 

send reciprocal projections to ORX neurons, although NA projections are sparse (Sakurai 

et al., 2005; Yoshida et al., 2006). ORX peptides have an excitatory effect on these three 

monoaminergic neuronal populations (Hagan et al., 1999; Horvath et al., 1999; Brown et 

al., 2002; Liu et al., 2002; Yamanaka et al., 2002), yet the effects of these 

neuromodulators on ORX neurons are more complex. For example, histamine has little 

effect on ORX neurons (Li et al., 2002; Yamanaka et al., 2003), and the effect of NA on 

ORX neurons in rat changes from excitatory to inhibitory following short (2 h) periods of 

prolonged wake (Grivel et al., 2005; Uschakov et al., 2011). However, this SD-dependent 

change from excitation to inhibition may not be common among all rodents. ORX 

neurons in mice are inhibited by NA regardless of time-of-day or sleep pressure 

(Yamanaka et al., 2006).  

In contrast to ORX neurons, MCH neurons are inactive during wake and primarily 

active during REM sleep (Modirrousta et al., 2005; Hassani et al., 2009b), although a 

recent study has identified that MCH neurons can become active during wake under 

certain conditions (González et al., 2016). Stimulation of MCH neurons promotes sleep 

(Konadhode et al., 2013; Blanco-Centurion et al., 2016), particularly REM sleep (Jego et 

al., 2013; Vetrivelan et al., 2016), with some diurnal differences. The MCH peptide 

inhibits ORX neurons (Rao et al., 2008). While orexin peptides are excitatory to MCH 
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neurons (van den Pol et al., 2004; Li and van den Pol, 2006), ORX neurons can inhibit 

MCH neurons either through a local inhibitory pathway (Apergis-Schoute et al., 2015) or 

through release of the inhibitory cotransmitter dynorphin (Li and van den Pol, 2006). 

MCH neurons also receive input from monoaminergic sleep/wake centers (González et 

al., 2016), and the effects of monoamines on MCH neurons are inhibitory (van den Pol et 

al., 2004; Bayer et al., 2005; Parks et al., 2014a). MCH, in turn, inhibits these 

monoaminergic neuronal populations (Jego et al., 2013; Monti et al., 2013; Devera et al., 

2015). 

Finally, there are two populations of sleep/wake neurons in the BF that are 

relevant to this thesis. Both cholinergic neurons and parvalbumin-expressing GABAergic 

neurons are active during wake and REM sleep, but silent during NREM sleep (Duque et 

al., 2000; Manns et al., 2000; Hassani et al., 2009a; Kim et al., 2015). Both have been 

implicated in sleep/wake regulation and cortical arousal (Kaur et al., 2008; Kim et al., 

2015). These BF neurons project heavily to the cortex, while providing transmitter-

specific innervation of many additional forebrain and midbrain regions (Do et al., 2016). 

GABAergic and glutamatergic, but not cholinergic BF neurons form synapses on LH 

neurons (Henny and Jones, 2006a, 2006b; Agostinelli et al., 2016), where they have 

inhibitory effects on MCH neurons and excitatory effects on ORX neurons (Bayer et al., 

2005; Zhou et al., 2015; Agostinelli et al., 2016). In turn, ORX neurons project to the BF 

(España et al., 2005), and ORX has a direct excitatory effect on cholinergic and possibly 

parvalbumin expressing BF neurons (Arrigoni et al., 2010). Locally within the BF, 

cholinergic neurons have an excitatory effect on BF parvalbumin neurons (Yang et al., 

2014; Xu et al., 2015), yet these parvalbumin neurons do not innervate cholinergic BF 

neurons (Xu et al., 2015). 

Many of these sleep/wake regulatory neurons drive sleep/wake behaviour under 

both circadian influence and homeostatic pressure (Richter et al., 2014; Weber and Dan, 

2016), and their activities are therefore under the regulation of the homeostatic process. 

 

1.2.5 MOLECULAR DETERMINANTS OF THE HOMEOSTATIC PROCESS 
 

As stated in Section 1.2.1, homeostatic sleep pressure accumulates throughout 

periods of wake and dissipates during subsequent sleep. One of the first molecules 



9 
 

demonstrated to mediate the homeostatic response is adenosine. Adenosine is a metabolic 

by-product of neuronal activity that results from the breakdown of ATP and can be 

released into the extracellular space via equilibrative nucleoside transporters (Bjorness 

and Greene, 2009). ATP released by glia also contributes to adenosine via extracellular 

enzymatic breakdown (Bjorness and Greene, 2009). Extracellular adenosine accumulates 

in the BF during prolonged periods of both spontaneous wake and SD (Porkka-Heiskanen 

et al., 1997, 2000; Basheer et al., 1999). Adenosine acts to inhibit both cholinergic and 

parvalbumin expressing neurons through activation of A1 receptors (Arrigoni et al., 2006; 

Yang et al., 2013a). Administering exogenous adenosine or an adenosine transport 

inhibitor by microdialysis has confirmed the sleep-promoting effects of adenosine, 

increasing NREM sleep and concurrent EEG delta power (a well-established measure of 

sleep propensity or pressure), as well as REM sleep, at the expense of wake (Porkka-

Heiskanen et al., 1997; Basheer et al., 1999). Additionally, in the LH, neuronal activity-

derived adenosine inhibits excitatory transmission to ORX neurons through A1 receptors 

(Xia et al., 2009), essentially providing negative feedback to these wake-active neurons.  

Other substances, such as nitric oxide (NO), also mediate the homeostatic process 

and may precede and initiate the accumulation of adenosine during wake and SD 

(Kalinchuk et al., 2006b). NO production increases in the BF during prolonged wake and 

promotes NREM sleep rebound (Kalinchuk et al., 2006a, 2006b). It is therefore 

unsurprising that NO reduces the activity of wake-active BF neurons (Kostin et al., 2008, 

2009). The expression of inducible NO synthase, a synthesizing enzyme for NO, 

increases in BF cholinergic neurons during SD (Kalinchuk et al., 2015); therefore, NO 

can inhibit the very neurons that produce it. NO production also increases in the LH with 

SD, and NO has an inhibitory effect on wake-active (and therefore potentially ORX) LH 

neurons (Kostin et al., 2011).  

In addition to these extrinsic factors, synaptic plasticity within the sleep/wake 

neuronal network could mediate the homeostatic process of sleep regulation. This has 

previously been demonstrated for ORX neurons, where SD (4 h) increases both the 

frequency and amplitude of quantal excitatory events (Rao et al., 2007). Likewise, 

intrinsic plasticity of membrane properties of sleep/wake neurons could be altering their 

excitability based on sleep-need, thus impacting synaptic integration and neuronal output 
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in a behaviourally relevant manner (Sehgal et al., 2013). This has also been demonstrated 

in ORX neurons, where SD (4 h) results in a mild depolarization of their resting 

membrane potential (Liu et al., 2011). 

While much is known regarding the anatomy of the sleep/wake network 

underlying the homeostatic process, surprisingly little is known about whether synaptic or 

intrinsic plasticity of sleep/wake regulatory neurons are involved in this process.   

 

1.3 ASTROCYTES AND SLEEP 
 

 As briefly reviewed in Section 1.2.4, detailed knowledge exists for the neuronal 

systems regulating sleep and wake states under circadian and homeostatic influences 

(Richter et al., 2014; Weber and Dan, 2016). Yet neurons are not the only brain cells that 

regulate behaviour. Increasing evidence has implicated a class of glial cells called 

astrocytes in sleep regulation (Jackson, 2011; Frank, 2013; Petit and Magistretti, 2016).  

 

1.3.1 THE MANY ROLES OF ASTROCYTES 
 

Astrocytes are a multifunctional population of brain cells. Their name, a 

combination of astro- meaning “star” and -cyte meaning “cell”, derives from their stellate 

morphology when visualized using conventional staining methods such as Golgi staining 

and glial fibrillary acidic protein (GFAP) immunostaining (Oberheim et al., 2012). 

Astrocyte morphology, however, is much more extensive and complex than first 

appreciated, with the extent of GFAP only representing roughly 15 % of total astrocytic 

volume (Bushong et al., 2002).  Astrocytes in the grey matter of the central nervous 

system can be intimately associated, via their fine processes, with blood vessels, neuronal 

cell bodies, dendrites, and synapses (Ventura and Harris, 1999; Leybaert, 2005). They 

have traditionally been considered the support cells of the brain due to their roles in ion 

buffering (Wallraff et al., 2006), metabolic support (Bélanger et al., 2011), and clearance 

of synaptically-released neurotransmitters (Bak et al., 2006). Yet, since the discovery that 

astrocytes can release neuroactive molecules of their own, called gliotransmitters, it has 

become widely accepted that astrocytes play an active role in a variety of neuronal 
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functions and behaviours (Perea et al., 2014). One such gliotransmitter is ATP (Harada et 

al., 2015). 

 

1.3.2 ASTROCYTIC ROLES IN SLEEP/WAKE REGULATION 
 

As mentioned in Section 1.2.5, ATP is converted to adenosine which acts on A1 

receptors to inhibit wake-active neurons in both the BF (Arrigoni et al., 2006; Yang et al., 

2013a) and the LH (Xia et al., 2012). Blocking exocytotic release specifically in 

astrocytes prevents the accumulation of adenosine in the BF during SD and attenuates the 

build-up of sleep pressure (EEG delta power) and subsequent rebound sleep through a 

reduction in A1 receptor activity (Halassa et al., 2009). This suggests that astrocytes are 

necessary for the normal accumulation of adenosine-mediated homeostatic sleep pressure. 

One recent paper, however, has placed doubt on this interpretation, based on the 

demonstration that impaired exocytotic release in this transgenic model may not be as 

specific to astrocytes as previously claimed (Fujita et al., 2014). However, it has since 

been demonstrated that reducing astrocytic, but not neuronal, adenosine kinase, the 

primary metabolizing enzyme for adenosine, results in increased homeostatic sleep 

pressure and rebound sleep (Bjorness et al., 2016). Astrocytes are therefore key regulators 

of adenosine-mediated homeostatic pressure. 

Another likely astrocytic marker for sleep propensity is lactate. Extracellular 

lactate concentrations in the BF and cerebral cortex increase during wake and SD, and 

decrease during subsequent sleep (Shram et al., 2002; Wigren et al., 2009). In the LH, 

ORX neurons increase their firing rate in response to increasing lactate concentrations, a 

neuronal metabolic substrate often derived from astrocytes (Parsons and Hirasawa, 2010). 

Additionally, astrocytes in the locus coeruleus increase the activity of local (potentially 

NA) neurons through lactate release (Tang et al., 2014). Since lactate increases the 

activity of wake-promoting neurons rather than inhibiting them, lactate is not likely a 

molecular determinant of homeostatic sleep pressure, but rather an indicator of prior time 

spent in wake. Yet, it is indeed an avenue by which astrocytes could impact sleep/wake 

regulation, particularly according to metabolic status (Petit and Magistretti, 2016). 

Finally, optogenetic stimulation of astrocytes in the posterior hypothalamus during 

the subjective day increases time spent sleeping, suggesting that hypothalamic astrocytes 
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are involved in sleep/wake regulation (Pelluru et al., 2016). It is unclear through which 

mechanism astrocytes were promoting sleep, but it is possibly through ATP-derived 

adenosine or a yet-unidentified pathway. 

 

1.3.3 ASTROCYTES AND GLUTAMATE REUPTAKE 
 

Astrocytes also impact behaviour through the reuptake of synaptically-released 

glutamate by high-affinity glutamate transporters like glial glutamate transporter 1 

(GLT1) (Danbolt, 2001; Petr et al., 2015). GLT1 is the most abundant protein in the brain 

(Lehre and Danbolt, 1998), and it is predominantly, though not exclusively, astrocytic 

(Danbolt et al., 2016). For example, axon terminals in the CA1 region of the hippocampus 

express GLT1 (Furness et al., 2008). Whether there is also neuronal expression of GLT1 

in the brain regions involved in sleep homeostasis (such as the BF and LH) is unknown. 

Conditionally knocking out GLT1 from astrocytes results in a more pronounced 

phenotype than knocking out GLT1 specifically from neurons; the astrocyte knockout 

results in increased susceptibility to seizures and increased mortality (Petr et al., 2015). 

GLT1 can shorten glutamate activity at the synapse, limiting the activation of 

synaptic and extrasynaptic glutamate receptors, and impacting synaptic plasticity 

(Rusakov and Kullmann, 1998; Oliet et al., 2001; Zheng et al., 2008). This has been 

demonstrated in several brain regions, including the supraoptic nucleus of the 

hypothalamus (Oliet et al., 2001), the barrel cortex (Genoud et al., 2006), the cerebellum 

(Marcaggi et al., 2003), and the hippocampus (Huang et al., 2004; Omrani et al., 2009). In 

the hippocampus, GLT1 has been shown to impact learning and memory through a 

variety of mechanisms (Bechtholt-Gompf et al., 2010; Yang et al., 2013b; Matos-Ocasio 

et al., 2014). 

While it is clearly well-established that astrocytes can modulate behaviour through 

glutamate transport, this possibility had never been investigated in brain regions 

implicated in the homeostatic regulation of sleep (like BF and LH), where astrocytic 

glutamate uptake could be modulating the homeostatic process of sleep regulation. BF 

neurons receive glutamatergic afferents from many brain regions (Carnes et al., 1990; 

Jolkkonen et al., 2002; Hur et al., 2009), including those involved in sleep/wake 

regulation, such as the midbrain reticular formation and parabrachial nuclei (Carnes et al., 
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1990; Wu et al., 2004; España et al., 2005). LH ORX neurons receive glutamatergic 

afferents from other wake-promoting brain areas (Henny and Jones, 2006a, 2006b; 

Yoshida et al., 2006) and local neurons (Li et al., 2002; Acuna-Goycolea et al., 2004; 

Yamanaka et al., 2010). The source of glutamatergic afferents to MCH neurons is not 

well-defined, but may include other sleep/wake brain areas (Henny and Jones, 2006b; 

González et al., 2016), as well as the local neurons known to innervate ORX neurons (Li 

et al., 2002; Acuna-Goycolea et al., 2004; Yamanaka et al., 2010). 

 

1.4 RATIONALES AND HYPOTHESES 
 

While much is known about the neuronal networks underlying the regulation of 

sleep and wake, comparatively little was previously known about whether the coordinated 

activation and silencing of sleep/wake neuronal populations involves homeostatic 

changes at the synaptic and cell-intrinsic levels. In many brain regions, astrocytes 

modulate synaptic plasticity through GLT1, yet whether astrocytes regulate sleep/wake 

neuronal populations via GLT1 was unknown. The principal hypothesis of this thesis is: 

Prior sleep history induces synaptic plasticity through GLT1, and intrinsic plasticity, in 

sleep/wake regulatory neurons. Specific hypotheses for each study in this thesis are stated 

below. 

 

1.4.1 CHANGES IN GLT1 JUXTAPOSITION WITH SLEEP/WAKE REGULATORY 

NEURONS: CONSEQUENCES FOR SYNAPTIC TRANSMISSION (CHAPTER 2 AND 

CHAPTER 3) 
 
If GLT1 plays a functional role in sleep/wake regulation, this may be apparent as 

a change in its spatial relationship with sleep/wake regulatory neurons following acute 

SD.   

Hypothesis 1: GLT1 apposition with sleep/wake regulatory neurons changes 

following SD. 

Hypothesis 2: SD-dependent changes in GLT1 apposition are opposite for sleep-

active and wake-active neurons. 
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Hypothesis 3: SD-dependent changes in GLT1 apposition with sleep/wake 

regulatory neurons are reversed by a short period of sleep 

opportunity. 

 

To test these hypotheses, I analyzed brain tissue samples obtained from rats that 

either received acute SD or were left undisturbed (Rest). To investigate GLT1 apposition 

with neurons, I performed quantitative immunohistochemical analyses on LH and BF 

tissue slices. I measured apposition between GLT1 and ORX and MCH neurons in the 

LH, and apposition between GLT1 and cholinergic and parvalbumin-expressing neurons 

in the BF (Chapter 2). Note that SD-dependent change was observed in the LH but not the 

BF. Therefore, all further experiments were conducted only in the LH.  

Next, I investigated the physiological consequences of SD-dependent changes in 

GLT1 apposition with sleep/wake LH neurons using whole-cell patch-clamp 

electrophysiology. In particular, I examined the impact of SD-dependent changes in 

GLT1 apposition on excitatory synaptic transmission to LH neurons (Chapters 2 and 3).  

Hypothesis 4: SD dependent changes in GLT1 apposition with sleep/wake LH 

neurons impact excitatory synaptic transmission to sleep/wake LH 

neurons 

Hypothesis 5: SD/GLT1-dependent changes in excitatory synaptic transmission 

are opposite for sleep- and wake-active LH neurons 

Hypothesis 6: SD/GLT1-dependent changes in excitatory synaptic transmission to 

sleep/wake LH neurons support the homeostatic process 

 

1.4.2 EFFECTS OF ACUTE SD ON INTRINSIC MEMBRANE PROPERTIES OF 

SLEEP/WAKE REGULATORY NEURONS (CHAPTER 4) 
 

It is possible that SD also induces intrinsic plasticity in sleep/wake LH neurons 

independent of GLT1.  

 Hypothesis 7: SD induces intrinsic plasticity in sleep/wake LH neurons. 
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Hypothesis 8: SD-dependent intrinsic plasticity has opposite functional 

consequences for sleep-active and wake-active neurons, which 

support the homeostatic process. 

 

To test these hypotheses, I performed whole-cell patch-clamp electrophysiology in 

acute LH slices obtained from rats that either received acute SD or were left undisturbed 

(Rest). I assessed several intrinsic membrane properties including the resting membrane 

potential (RMP), A-current and after hyperpolarizing potential (AHP). 
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CHAPTER 2 

 

SLEEP DEPRIVATION DIFFERENTIALLY ALTERS GLT1 

APPOSITION AND EXCITATORY TRANSMISSION TO OREXIN 

AND MCH NEURONS 
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2.2.1  INTRODUCTION 
 

Research on the regulation of sleep/wake behavior historically focused on 

neurons, resulting in detailed knowledge of the neuronal systems regulating sleep and 

wake states under homeostatic and circadian influences (Saper et al., 2010; Weber and 

Dan, 2016). Increasing evidence however has implicated glia, particularly astrocytes, in 

sleep regulation. Astrocytes can promote sleep by releasing ATP, which is degraded to 

adenosine (Porkka-Heiskanen et al., 1997; Pascual et al., 2005). Extracellular adenosine 

levels increase during sleep deprivation (SD) in the basal forebrain (BF) (Porkka-

Heiskanen et al., 1997), where adenosine inhibits excitatory transmission in several types 

of wake-active BF neurons via A1 receptors (Arrigoni et al., 2006; Yang et al., 2013a). 

Blocking gliotransmission prevents adenosine accumulation and reduces sleep rebound 

during subsequent sleep (Halassa et al., 2009). A recent study identified astrocytic 

adenosine kinase as the key regulator of extracellular adenosine levels according to sleep 

need (Bjorness et al., 2016). Astrocytes also play a causal role in shifting neocortical 

neuronal activity to synchronized slow-oscillations, a hallmark of slow-wave sleep, by 

altering extracellular glutamate (Poskanzer and Yuste, 2016). While these forms of 

astrocytic regulation appear fairly non-selective in terms of neuronal effects, astrocytes 

can also fine tune single synapses (Oliet et al., 2001; Takata et al., 2011; Pannasch et al., 

2014). As sleep/wake cycles are closely coordinated by interactions between discrete 

groups of neurons  (Saper et al., 2010; Weber and Dan, 2016), it is important to determine 

whether astrocytes regulate synaptic inputs to sleep- and wake-promoting neurons, 

thereby coordinating their reciprocal activity patterns according to homeostatic and other 

demands. 

One key function of astrocytes is to uptake synaptically-released glutamate via 

high-affinity glutamate transporters like glial glutamate transporter 1 (GLT1) (Petr et al., 

2015), the main glutamate transporter in the forebrain (Danbolt, 2001). GLT1 regulates 

glutamate diffusion and spillover, thus controlling the activation of extrasynaptic 

glutamate receptors, heterosynaptic signaling, and synaptic plasticity, as demonstrated in 

various brain regions (Oliet et al., 2001; Marcaggi et al., 2003; Huang et al., 2004; 

Genoud et al., 2006; Omrani et al., 2009). However, the possibility that GLT1 is involved 



18 
 

in regulating neuronal activity patterns underlying the sleep/wake cycle or sleep 

homeostasis was not investigated.   

The lateral hypothalamus (LH) houses two populations of peptidergic neurons 

with opposite roles in sleep/wake regulation. Orexin (ORX) neurons are active during 

spontaneous or forced wake periods and silent during sleep, and their activation promotes 

wakefulness (Lee et al., 2005; Modirrousta et al., 2005; Adamantidis et al., 2007). In 

contrast, melanin-concentrating hormone (MCH) neurons are active during rapid eye 

movement (REM) sleep, and quiescent during wake or SD (Modirrousta et al., 2005; 

Hassani et al., 2009b). Their activation has been reported to promote REM sleep (Jego et 

al., 2013; Vetrivelan et al., 2016) or both non-REM and REM sleep (Konadhode et al., 

2013; Blanco-Centurion et al., 2016), with some diurnal differences.  

Here we aimed to determine whether and how astrocytic GLT1 modulates the two 

functionally reciprocal populations of neurons located in a single brain region, the LH, 

and how acute SD alters this modulation. To the best of our knowledge, this is the first 

study to address the role of glutamate transport in the synaptic regulation of sleep/wake-

regulatory neurons. 

 

2.2  METHODS: IMMUNOCONFOCAL EXPERIMENTS 

 

2.2.1 ANIMALS 

 
All procedures were conducted in accordance with the Canadian Council on 

Animal Care and were approved by the Dalhousie University Committee on Laboratory 

Animals. A total of 36 adult male Wistar rats (Charles River Canada, St. Constant, QC, 

Canada) were used in this study. Animals weighed 225–250 g on arrival and were housed 

in pairs under a 12 h light/12 h dark cycle (lights on at 07:00) in a colony room. Food and 

water were available ad libitum.  

One week following arrival, animals were transferred in their home cages (2 

rats/cage) to individual experimental chambers for 3-4 days of habituation. Each chamber 

was equipped with a fan and an incandescent light controlled by a timer to maintain the 

same light/dark cycle as in the colony room. The pairs of rats were randomly assigned to 

one of 4 behavioral treatment groups on the experimental day at 09:00. One group was 
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left undisturbed and, thus, received 6 h of sleep opportunity (Rest, R; n = 12); a second 

group was subjected to 6 h of sleep deprivation (SD; n = 12); a third group received 9 h of 

sleep opportunity (extended Rest, ER; n = 6); a fourth group was subjected to 6 h of SD 

followed by 3 h of sleep opportunity (Recovery; n = 6). The first two groups were 

euthanized immediately at 15:00. The last two groups were euthanized immediately at 

18:00. SD was conducted by gentle handling, a commonly used SD method that 

minimizes stress (Deurveilher et al., 2011). 

 

2.2.2 PERFUSION AND SECTIONING 
 

Animals were injected with an overdose of an anesthetic mixture (208 mg/kg 

ketamine, 9.6 mg/kg xylazine, and 1.8 mg/kg acepromazine, i.p.), and perfused 

intracardially with 100 ml of 0.1 M phosphate-buffered saline (PBS; pH = 7.4) followed 

by 400 ml of 4% paraformaldehyde in 0.1 M phosphate buffer (pH 7.4). The brains were 

quickly removed, postfixed for 2 h in the same fixative, and then placed in 30% sucrose 

in 0.01 M phosphate buffer for a minimum of 2 days at 4 °C. Coronal brain sections (30 

μm) through the basal forebrain (BF; from bregma to 1.5 mm posterior to it) and the 

lateral hypothalamus (LH; from 2.5 mm to 3.5 mm posterior to bregma) were cut on a 

freezing microtome.  Sections through these two anatomical regions were collected in 6 

serial sets in 0.05 M Tris-buffered saline (TBS, pH 7.4). 

 

2.2.3 IMMUNOHISTOCHEMISTRY 

 
BF section sets were first incubated with a polyclonal guinea pig anti-GLT1 

antibody (1:2000; AB1783; Millipore, Temecula, CA) overnight at room temperature or 

for 2 days at 4°C. The anti-GLT1 antibody was raised against the C-terminal sequence of 

the GLT1 protein that is conserved among human, mouse, and rat. Sections were 

subsequently incubated for 1-2 h at room temperature with a Cy3-conjugated donkey anti-

guinea pig IgG antibody (1:200). Adjacent BF sets were then incubated overnight at room 

temperature or for 2 days at 4°C with a polyclonal goat anti-choline acetyltransferase 

(ChAT) antibody (1:50; AB144P; Millipore), or either a monoclonal mouse anti-

parvalbumin (PV) antibody (1:800; P3088; Sigma-Aldrich Canada, Oakville, ON) or a 
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rabbit anti-PV antibody (1:100; supplied by Dr. K. G. Baimbridge) to identify cortically 

projecting GABAergic BF neurons (Duque et al., 2000; Gritti et al., 2003; Hassani et al., 

2009a). Sections were subsequently incubated for 1-2 h at room temperature with either a 

Cy2 (1:100) or Dylight 488-conjugated donkey anti-goat IgG antibody (1:200), a Cy2-

conjugated donkey anti-mouse IgG antibody (1:100), or a Cy2-conjugated donkey anti-

rabbit IgG antibody (1:100), as appropriate. 

LH section sets were first processed to visualize GLT1, as described above. 

Adjacent LH sets were then incubated overnight at room temperature or for 2 days at 4 °C 

with either a polyclonal goat anti-orexin A antibody (1:300; sc-8070; Santa Cruz 

Biotechnology, Dallas, TX) or a rabbit anti-MCH antibody (1:1500; H-070-47; Phoenix 

Pharmaceuticals, Belmont, CA). Sections were subsequently incubated for 1-2 h at room 

temperature with either a Cy2 (1:100) or Dylight 488-conjugated donkey anti-goat IgG 

antibody (1:200), or a Cy2 (1:100) or Dylight 488-conjugated donkey anti-rabbit IgG 

antibody (1:200), as appropriate. All LH sections were incubated for a further 20 min 

with Neurotrace Deep-Red fluorescent stain (1:75; N-21483; Molecular Probes, Eugene, 

OR). While ORX and MCH immunostains did not appear to fill the entire cytoplasm, 

Neurotrace Nissl stain clearly and reliably outlined the somata of the peptide-containing 

neurons for GLT1 apposition analysis (Figure 2.1A) (Cronk et al., 2012; Derecki et al., 

2012).  

Sections were mounted on glass slides, air dried, and coverslipped with Cytoseal 

60 mounting medium (Richard-Allan Scientific, Kalamazoo, MI). 

 

2.2.4 CONFOCAL IMAGING 

 
Immunofluorescent images were acquired with a laser scanning confocal 

microscope (Zeiss LSM 510 Meta). The Dylight 488 and Cy2 fluorophores were excited 

with an argon laser (at 488 nm). Cy3 and NeuroTrace deep-red were each excited with 

HeNe lasers, at 548 nm and 633 nm, respectively. Separate emission channels were 

captured sequentially to limit non-specific fluorescence. Laser power and emission filters 

were also adjusted to minimize bleed-through artifacts. 
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For each section, the brain region of interest (either BF or LH) was identified at a 

low magnification (25x oil immersion lens; NA = 0.8) with the Dylight 488/Cy2 channel, 

to locate the neuronal somata of interest.  The objective was then switched to one of 

higher magnification (63x oil immersion; NA = 1.4) for image acquisition. Neurons were 

selected throughout the rostro-caudal regional distribution of cells of interest, while the 

experimenter remained blind to the GLT1 fluorescence channel. Neuronal somata were 

selected randomly using the criteria of the presence of the nucleus and clear 

immunostaining. Images were acquired using the ZEN software package (Carl Zeiss 

Meditec, Oberkochen, Germany). Roughly 20 neurons per cell-type were imaged per rat. 

Briefly, a neuronal soma was centered in the field of view. The confocal pinhole was 

adjusted to the size of a single airy disk for each emission channel. Gain and offset were 

also adjusted for each emission channel such that all pixels were set within the dynamic 

range of the photodetector (one single pixel at 0 % saturation, and one pixel at 100 % 

saturation). Labelling was sampled through each neuronal soma by taking optical slices 

with a thickness of 0.4 µm (z-stack).  Stacks of 1024 x 1024 pixel images were collected. 

Each pixel measured 130 nm x 130 nm. 

 

2.2.5 IMAGE PROCESSING AND ANALYSIS 

 
 Each image was corrected for electrical noise using the mixed Poisson-Gaussian 

noise filter plugin, PureDenoise (by F. Luisier; Biomedical Imaging Group; 

http://bigwww.epfl.ch/algorithms/denoise/) (Luisier et al., 2007, 2011) for ImageJ (public 

domain, developed by the National Institutes of Health). Image stacks were then 

deconvolved using a theoretical point-spread function using Huygens Professional 

(Scientific Volume Imaging, Hilversum, Netherlands). The point-spread function was set 

using parameters from the Zeiss confocal microscope. 

 Following deconvolution, one image from each z-stack was selected for analysis. 

The selection criteria were: 1) the location through the middle of the neuronal soma as 

indicated by a clearly visible nucleus surrounded by visible cytoplasm, and 2) optimal 

labelling of the relevant transmitter marker, GLT1, and, where applicable, Neurotrace 

Nissl stain. GLT1 apposition was assessed using methods modified from Doucet et al. 

(2009), and a combination of steps with Adobe Photoshop CS4 (Adobe Systems Canada, 
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Ottawa, ON), and ImageJ.  Briefly, each image was cropped to 400 x 400 pixels with the 

neuron soma located at the center of the image to limit possible unevenness in 

immunofluorescence within each image, due to technical reasons. Greyscale images for 

cell body markers (the transmitter marker with or without Neurotrace Nissl stain) and for 

GLT1 immunofluorescence were treated separately (Figure 2.1B, C). Binary images were 

generated from these two greyscale images (Figure 2.1D, E). The threshold for positive 

GLT1 immunoreactivity was set using the pixel intensity histogram and the following 

formula: 

 

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝑀𝑜𝑑𝑒 𝑃𝑖𝑥𝑒𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 + 0.18(𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝑃𝑖𝑥𝑒𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦

− 𝑀𝑜𝑑𝑒 𝑃𝑖𝑥𝑒𝑙 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦) 

 

This threshold permitted selection of pixels that appeared clearly and definitively labeled 

to the eye in a pilot study. 

Next, a one pixel (130 nm)-wide cell body outline was generated to delineate the 

neuronal soma (Figure 2.1F). When either a proximal dendrite or an axon extending from 

the soma was present in the image, the cell body outline was discontinued immediately 

prior to this outward protrusion in the outline (e.g., Figure 2.2C2, D2). Consequently, the 

reported somatic perimeter was, on average, slightly underestimated relative to true 

somatic perimeter. The somatic outline was then superimposed onto the binary GLT1 

image, also in a 130 nm pixel resolution. Neurons were excluded from analysis if more 

than 15% of the area within the cell body outline was positive for GLT1, which suggested 

the possibility of an overabundance of non-specific staining. The combined GLT1/cell 

body outline image produced a visualization of both the somatic perimeter in apposition 

with GLT1 (red) and the perimeter not in apposition with GLT1 (blue) (Figure 2.1G). 

GLT1 and the somatic perimeter outline were judged to be in apposition when pixels 

containing respective markers were directly adjacent to each other without any gap. 

Several measurements were taken from this perimeter using the Simple Neurite Tracer 

plugin for ImageJ (Longair et al., 2011): total perimeter length, number of discrete GLT1 

appositions, average apposition length, and percent apposition.  
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2.3  METHODS: ELECTROPHYSIOLOGY EXPERIMENTS 

 

2.3.1 ANIMALS 

 
All procedures were conducted in accordance with the Canadian Council on 

Animal Care and were approved by the Memorial University Institutional Animal Care 

Committee. Male Sprague Dawley rats were obtained from the breeding colony at 

Memorial University or from Charles River Canada (St. Constant, QC, Canada). Animals 

were housed in pairs under a 12 h light/12 h dark cycle (lights on at 08:00) in a colony 

room. Food and water were available ad libitum. Experiments were performed on brain 

slices from rats aged 29 to 58 days old.  

  Rats were randomly assigned to one of two treatment groups at 08:00, and 

individually housed during behavioural treatment; one group underwent 6 h of sleep 

opportunity (Rest), and the other was subjected to 6 h of SD by gentle handling as 

previously described (Deurveilher et al., 2011). Both groups were euthanized 

immediately after the respective conditions at 14:00 for generating brain slices (see 

below). A total of 171 cells from 94 rats were included in the analyses reported in this 

study.    

 

2.3.2 IN VITRO ELECTROPHYSIOLOGY 

 
 Rats were deeply anesthetized with isoflurane and decapitated, and brains were 

quickly removed. Coronal brain slices (250 µm thick) through the hypothalamus were cut 

in ice-cold artificial cerebrospinal fluid (ACSF) containing (in mΜ): 126 NaCl, 2.5 KCl, 

1.2 NaH2PO4, 1.2 MgCl2, 18 NaHCO3, 2.5 glucose, 2 CaCl2. Slices were then incubated 

in ACSF at 33-34 °C for 30-45 mins and then at room temperature until recording. ACSF 

was continuously bubbled with O2 (95%) and CO2 (5%).     

 Patch-clamp recordings were performed on hemisected hypothalamic slices 

superfused with 30-34 °C ACSF at 2-2.5 ml/min. Under a differential interference 

contrast microscope (DM LFSA; Leica Microsystems), LH neurons that were located 

dorsomedial to the fornix and had a soma diameter of 10-20 µm were selected for 

recording. Recordings were performed using a Multiclamp 700B amplifier and pClamp 
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10.3 software (Molecular Devices, Sunnyvale, CA). The whole-cell internal solution 

contained (in mM): 123 potassium gluconate, 2 MgCl2, 8 KCl, 10 Hepes, 0.2 EGTA, 5 

Na2-ATP, 0.3 Na2-GTP, adjusted to pH 7.29-7.30 with KOH. Biocytin (0.1-0.2%) was 

added to the internal solution to label recorded cells. Filled recording electrodes had a tip 

resistance of 3-7 MΩ. 

 Once whole-cell access was achieved, a series of hyperpolarizing and depolarizing 

current steps (300 or 600 ms each) was applied to the cell to characterize its 

electrophysiological properties. ORX and MCH neurons, which have overlapping 

anatomical distributions, were tentatively identified by their well-established 

electrophysiological properties. ORX neurons are spontaneously active, have a 

depolarized resting membrane potential (RMP), display H-current when hyperpolarized, 

display rebound depolarization when hyperpolarizing current is removed, and have a 

uniphasic afterhyperpolarizing potential (Eggermann et al., 2003; Parsons et al., 2012b; 

Linehan et al., 2015). MCH neurons are not spontaneously active in vitro, have a 

hyperpolarized RMP, lack H-current and rebound depolarization, and display spike-

adaptation upon positive current injection (Alberto et al., 2011). A subset of cells was 

filled with biocytin and the brain slices were processed for post-hoc 

immunohistochemistry to confirm the neurochemical identity of recorded cells (see 

below). 

 For EPSC recording, neurons were held at -70 mV and membrane currents were 

filtered at 1 kHz, digitized at 5-10 kHz and stored for offline analysis. Picrotoxin (50 µM) 

was always present in the bath to block GABAA receptors and isolate EPSCs. In order to 

study evoked EPSCs (eEPSCs), a bipolar tungsten stimulating electrode was placed 

within the LH lateral to the recorded cell. Paired pulses were applied at 25 Hz every 15 s, 

and PPR was calculated as the amplitude of eEPSC2/eEPSC1. The rate of decay (τ) was 

measured by fitting a single exponential curve to the decay slope of eEPSC1. Train 

stimulation consisted of 20 pulses at 50 Hz every 30 s. The amplitude of the fast eEPSCs 

with peaks within 10 ms following each pulse was measured, along with the amplitude of 

the slow EPSC, measured at 25 ms after the final stimulation artifact, and the subsequent 

area of the slow EPSC for 750 ms. A 20-mV hyperpolarizing pulse (100 ms) was applied 

every 15-30 s, and the steady-state and capacitive currents were monitored as measures of 
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input resistance and series/access resistance, respectively. Cells that showed significant 

change (>20%) in these parameters during electrophysiological recordings were excluded 

from analysis. 

 Recordings were performed during the remainder of the light phase, and were 

discontinued prior to the beginning of the dark phase at 20:00. Neither time-since-

dissection (Appendix B), nor age of the rat (Appendix C), were correlated with measures 

in this study. 

 

2.3.3 POST-HOC IMMUNOHISTOCHEMISTRY 
 

Immediately following recording, brain slices containing biocytin-filled cells were 

placed in 10% formalin and fixed for >24 h at 4 °C. To confirm the transmitter 

phenotypes of recorded cells, fixed slices were individually incubated with a cocktail of 

goat anti-orexin A (1:2000; same as above) and rabbit anti-MCH (1:2000; same as above) 

antibodies for 3 days at 4 °C. Next, slices were incubated with secondary antibodies 

(1:500; Alexa 594-conjugated donkey anti-goat IgG, and Alexa 488-conjugated donkey 

anti-rabbit IgG) as well as Alexa 350-conjugated streptavidin to visualize biocytin in 

recorded cells. Stained slices were examined with an epifluorescence microscope to 

examine for co-localization of orexin A or MCH with biocytin. Immunohistochemical 

phenotype confirmed the electrophysiological phenotype in >90% of neurons examined. 

 

2.3.4 DRUGS 

 
All drugs were bath-perfused at final concentrations indicated, by diluting stock 

solutions in the ACSF immediately before use.  Picrotoxin and biocytin were purchased 

from Sigma Aldrich Canada (Oakville, ON, Canada), and DHK, CPPG and L-AP4 from 

Tocris Bioscience (Minneapolis, MN). 

 

2.3.5  DATA ANALYSIS 

 
eEPSCs were analyzed using Clampfit 10.3 software (Molecular Devices, 

Sunnyvale, CA). Statistical analyses were conducted with GraphPad Prism 6 (GraphPad 

Software, La Jolla, CA). Independent t-tests were used to compare means between sleep 
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state conditions (Rest or SD) within each neuronal population. Linear regressions were 

performed to examine correlations between variables. eEPSC amplitude and paired pulse 

ratio (PPR) during baseline and peak drug effect were compared using paired t-tests for 

single drug conditions, and using one-way repeated measures ANOVA when multiple 

drugs were applied sequentially to the same cell. For group comparisons of drug effects, 

the drug effect was normalized to its respective baseline for each cell, and then compared 

using a one-way ANOVA for comparisons within sleep state conditions, and using 

independent t-tests when comparing between sleep history conditions. When sleep 

conditions were compared in the 20 pulses x 50 Hz experiments, a mixed model ANOVA 

was used; when baseline was compared to the drug effect within a sleep condition, a two-

way repeated measures ANOVA was used.  The Holm-Sidak post hoc test was used for 

all multiple comparisons. P values < 0.05 were considered statistically significant. Values 

are expressed as means ± SEM. 

 

2.4  RESULTS 

 

2.4.1 ACUTE SD BIDIRECTIONALLY ALTERS PERISOMATIC GLT1 APPOSITION 

WITH ORX AND MCH NEURONS 

 
We used confocal microscopy to examine the immunohistochemical juxtaposition 

of GLT1 (Figure 2.1) with LH and BF neurons following acute (6 h) SD and in a time-

matched undisturbed control group that was mainly asleep as typical of nocturnal rodents 

in the light phase (Rest). In addition to ORX and MCH neurons in the LH, we analyzed 

cholinergic (ChAT) and parvalbumin (PV)-containing GABAergic neurons in the BF for 

comparison. Unlike ORX and MCH neurons, they are both active during wake and rapid 

eye movement (REM) sleep (Duque et al., 2000; Manns et al., 2000; Hassani et al., 

2009a; Kim et al., 2015). GLT1 immunoreactivity was present in juxtaposition with every 

soma from all four neuronal populations (Figure 2.2A-D).  

SD had no effect on the somatic perimeter length of these neurons (n = 59-

135/treatment group/neuron type; Figure 2.2E and Table 2.1) or the number of discrete 

GLT1 appositions with their somata compared to Rest (Figure 2.2F and Table 2.1). In 

contrast, SD altered the mean length of each GLT1 apposition with ORX and MCH 
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neurons in an opposite direction (Figure 2.2G and Table 2.1). Consequently, the 

percentage of the total somatic perimeter in apposition with GLT1 was reduced by 10.1 % 

in ORX neurons (P = 0.0281, unpaired t-test), and increased by 15.9 % in MCH neurons 

(P = 0.0210, unpaired t-test; Figure 2.2H and Table 2.1). Linear regression analyses 

confirmed that mean length of individual GLT1 appositions was the best predictor of total 

percent GLT1 apposition regardless of sleep history (Figure 2.3). Unlike LH neurons, 

there was no change in these measures in ChAT and PV neurons in the BF (Figure 2.2G, 

H and Table 2.1), indicating that the changes in GLT1 apposition are specific to neuron 

type and brain region.  

Next, we asked whether the changes in GLT1 apposition with ORX and MCH 

neurons observed after SD were reversible. After an additional 3 h period of sleep 

opportunity following 6 h of SD (Recovery), no GLT1 apposition measure was 

significantly different from that obtained from time-matched Rest animals (extended 

Rest, or ER; n = 62-82/treatment group/neuronal type), indicating that the SD-induced 

changes in GLT1 apposition are reversible (Figure 2.4 and Table 2.2).  

These data indicate that 6 h of SD results in opposite and reversible changes in the 

extent of GLT1 surrounding the somata of ORX vs. MCH neurons, via shortening or 

lengthening of individual GLT1 appositions without changing their numbers. 

 

2.4.2 GLT1 FACILITATES EXCITATORY TRANSMISSION TO ORX NEURONS BY 

PREVENTING ACTIVATION OF PRESYNAPTIC GROUP III MGLURS  

 
 To determine the physiological consequences of SD-dependent GLT1 apposition 

dynamics in LH neurons, we conducted patch-clamp recordings, initially under the Rest 

condition. First, to investigate the role of GLT1 in glutamatergic transmission to ORX 

neurons, we tested the effects of the GLT1-specific inhibitor dihydrokainate (DHK) in 

hypothalamic slices obtained from undisturbed rats (Rest). DHK (100 µM) reduced the 

amplitude of evoked excitatory postsynaptic currents (eEPSCs) by 46% (n = 8, P = 

0.0009, paired t-test; Figure 2.5A, F) while increasing paired pulse ratio (PPR; P < 

0.0001, paired t-test; Figure 2.5A, G), indicating a decrease in presynaptic release 

probability. It had no effect, however, on the decay rate of eEPSCs (Figure 2.5B). A 

decrease in glutamate clearance may result in activation of presynaptic receptors such as 
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inhibitory group III metabotropic glutamate receptors (mGluRs) known to be expressed 

by glutamatergic afferents to ORX neurons (Acuna-Goycolea et al., 2004). We therefore 

examined whether these mGluRs mediate the observed presynaptic inhibition. Indeed, 

pre-treatment with the group III mGluR antagonist CPPG (200 µM) prevented the effects 

of DHK on both eEPSC amplitude (n = 5, P = 0.0690, paired t-test; Figure 2.5C, F) and 

PPR (P = 0.1664, paired t-test; Figure 2.5G). Furthermore, the group III mGluR agonist 

L-AP4 (50 µM) mimicked and occluded the effects of DHK on eEPSC amplitude (n = 7, 

one-way repeated measures ANOVA, baseline vs. L-AP4, P = 0.0014; L-AP4 vs. L-

AP4+DHK, P = 0.3525; Figure 2.5D, F) and PPR (one-way repeated measures ANOVA, 

baseline vs. L-AP4, P = 0.0247; L-AP4 vs. L-AP4+DHK, P = 0.9366; Figure 2.5G). 

Collectively these data show that blocking GLT1 results in the activation of 

inhibitory presynaptic group III mGluRs, indicating that GLT1 normally prevents the 

activation of these receptors and consequently facilitates glutamatergic synaptic 

transmission to ORX neurons. In addition, under Rest conditions glutamate clearance by 

GLT1 appears to be efficacious at completely preventing the activation of these 

presynaptic receptors, as CPPG alone had no effect on eEPSC amplitude (n = 8, P = 

0.4646, paired t-test; Figure 2.5E, F) or PPR (P = 0.9794, paired t-test; Figure 2.5G). 

 

2.4.3 SD REDUCES RELEASE PROBABILITY AT GLUTAMATERGIC SYNAPSES TO 

ORX NEURONS 

 
We next investigated the effect of SD on excitatory transmission using 

hypothalamic slices from rats that underwent 6 h of SD. We found that SD increased PPR 

relative to the Rest condition (n = 43 cells for Rest, and n = 31 cells for SD; P = 0.0066, 

unpaired t-test; Figure 2.6A), suggesting that SD decreases the release probability of 

glutamatergic synapses to ORX neurons. This appears to be due to tonic presynaptic 

inhibition via the activation of group III mGluRs, as CPPG alone increased eEPSC 

amplitude (n = 11, P = 0.0456, paired t-test; Figure 2.6B, E) and decreased PPR (P = 

0.0094, paired t-test; Figure 2.6C, E). This contrasts with a lack of CPPG effect in Rest 

(Figure 2.6B, C). The GLT1 blocker DHK reduced eEPSC amplitude under SD (n = 7, P 

= 0.0185, paired t-test; Figure 2.6B, F) again via group III mGluRs, as it was prevented 

by pre-treatment with CPPG (n = 6, CPPG alone vs. CPPG+DHK, P = 0.1018, paired t-
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test; Figure 2.6E).  However, the DHK effect on eEPSC amplitude and PPR was 

significantly attenuated by SD (n = 8 cells for Rest, and n = 7 cells for SD; Δ eEPSC 

amplitude, P = 0.0189; Δ PPR, P > 0.0001, unpaired t-tests; Figure 2.6B, C). There was 

no significant effect of DHK on the decay rate of eEPSCs under SD (Figure 2.6D).  

Together, these data indicate that SD reduces the release probability of excitatory 

synapses to ORX neurons. This is due to reduced efficacy of GLT1 in preventing tonic 

activation of the inhibitory group III mGluRs, which is consistent with the reduction in 

GLT1 appostion with ORX neurons under the SD condition. 

 

2.4.4 SD REDUCES SYNAPTIC DEPRESSION OF FAST GLUTAMATERGIC 

TRANSMISSION TO ORX NEURONS: GLT1-DEPENDENT METAPLASTICITY 

 
It is possible that SD-induced changes in the glutamate-clearing efficacy of GLT1 

are more pronounced during intense synaptic activation, as a greater amount of glutamate 

will be released at the synapse. To test this possibility, we employed a train-stimulation 

protocol (20 pulses at 50 Hz) under both Rest and SD conditions. In the Rest condition 

train stimulation induced strong short-term synaptic depression in ORX neurons, which 

was significantly attenuated after SD (n = 12 cells for Rest, and n = 13 cells for SD; P = 

0.0006 for sleep state, mixed model ANOVA; Figure 2.7A). This SD effect was reversed 

by CPPG (n = 5, P = 0.0059 for drug x time interaction; Figure 2.7B) while mimicked by 

DHK (10 µM) in the Rest condition (n = 5, P = 0.0012 for drug effect, 2-way repeated 

measures ANOVA; Figure 2.7C).  

These data demonstrate that SD results in attenuation, relative to the Rest 

condition, of activity dependent short-term synaptic depression in ORX neurons. This 

metaplasticity involves GLT1 and presynaptic group III mGluRs. 

 

2.4.5 SD REDUCES A SLOW EPSC IN MCH NEURONS 

 
Our quantitative immunohistochemical study indicated that GLT1 apposition with 

MCH neurons was reduced by SD, a change in the opposite direction compared to ORX 

neurons (Figure 2.2G, H). We therefore asked whether SD also had the opposite effect on 

fast excitatory transmission to MCH neurons. In these neurons, SD had no effect on PPR 
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(n = 38 for Rest, and n = 13 for SD; P = 0.7391, unpaired t-test; Figure 2.8A). 

Furthermore, DHK failed to alter the amplitude (n = 10, P = 0.7915, paired t-test; Figure 

2.8B, C), PPR (P = 0.2420, paired t-test; Figure 2.8D), or the decay constant of fast 

eEPSCs (Figure 2.8E). 

During a train stimulation (20 pulses at 50 Hz), it was apparent that EPSCs 

consisted of a fast and a slow component in MCH neurons (Figure 2.8F). Fast EPSCs 

immediately followed each stimulation with fast decay, while a slow inward current 

accumulated with repeated stimuli and persisted up to 500 ms beyond the train 

stimulation (Figure 2.8F), consistent with a previous report (Huang and van den Pol, 

2007). The amplitude of fast EPSCs displayed an initial transient synaptic facilitation, 

which was not affected by SD (n = 5 for Rest, and n = 5 for SD; P = 0.9018 for sleep 

state, mixed-model ANOVA; Figure 2.8G). In contrast, the slow EPSC was decreased by 

SD in both amplitude (n = 12 for Rest, and n = 9 for SD; P = 0.0021, unpaired t-test; 

Figure 2.8H) and area (n = 12 for Rest, and n = 9 for SD; P = 0.0159, unpaired t-test; 

Figure 2.8I). The slow EPSC component was present but much smaller in ORX neurons 

under the Rest condition, and there was no change after SD (n = 11 for Rest, and n = 15 

for SD; P = 0.9907, unpaired t-test; Figure 2.9). 

These results indicate that the altered GLT1 apposition with MCH neurons after 

SD may directly affect the postsynaptic response without involving presynaptic 

mechanisms. Thus, the opposite changes in GLT1 apposition with ORX and MCH 

neurons in SD vs. Rest do not translate to opposite functional consequences via the same 

mechanisms.   

 

2.5  DISCUSSION 
 

We demonstrate that acute (6 h) SD induces reversible and cell type-specific 

changes in GLT1 apposition with sleep/wake-regulatory neurons in the LH, resulting in 

distinct functional plasticity of excitatory synapses to these neurons (Figure 2.10). 

Immunomicroscopically, perisomatic GLT1 apposition decreased in ORX neurons and 

increased in MCH neurons following SD. These changes were reversed by a subsequent 

brief (3 h) period of sleep opportunity, demonstrating that GLT1 remodeling is rapid and 

dynamic, occurring on the order of hours. The bidirectional changes in GLT1 apposition 
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in ORX and MCH neurons after SD is somewhat surprising as these neurons have 

overlapping perikaryal distributions within the LH  (Hahn, 2010), and receive 

monosynaptic inputs from similar neuronal groups within the brain (González et al., 

2016). ORX neurons in particular have almost six excitatory synapses for every inhibitory 

synapse on their somata (Horvath and Gao, 2005), indicating that perisomatic changes in 

GLT1 could have profound effects on excitatory transmission to these neurons.  No SD-

dependent changes in GLT1 apposition occurred in wake/REM sleep-active cholinergic 

and PV-containing GABAergic neurons in the BF (Duque et al., 2000; Gritti et al., 2003; 

Hassani et al., 2009; Kim et al., 2015), indicating that the SD-induced GLT1 plasticity is 

cell type and region specific. It is possible that the increased activity of these BF neurons 

not only during wake but also during REM sleep obscures differences in GLT1 apposition 

in response to Rest vs. SD.  

In light of well-documented state-dependent activity profiles of ORX and MCH 

neurons (Lee et al., 2005; Modirrousta et al., 2005; Hassani et al., 2009b), we infer that in 

both neuronal populations a decrease in GLT1 apposition occurs after a period (6 h) of 

increased neuronal activity (i.e., SD for ORX neurons, and Rest for MCH neurons). Two 

mechanisms could explain this fairly rapid plasticity. First, GLT1 could redistribute 

within astrocytic processes to change its spatial relationship with neurons at synaptic 

sites. This is supported by the findings that GLT1 is primarily located in astrocytic 

membranes facing synapses (Chaudhry et al., 1995), and can diffuse laterally within the 

astrocytic membrane away from the site of glutamate release (Murphy-Royal et al., 

2015). In addition, GLT1 can undergo substrate transport-induced internalization 

(Nakagawa et al., 2008). Second, changes in GLT1 localization could be explained by 

structural withdrawal or protrusion of astrocytic processes relative to the synaptic cleft 

(Pannasch et al., 2014; Perez-Alvarez et al., 2014). In the hippocampus and 

somatosensory cortex, the motility of distal astrocytic processes increases following the 

activation of astrocytic group I mGluRs by neuronally released glutamate, thus altering 

the positioning of astrocytic processes relative to dendritic spines (Perez-Alvarez et al., 

2014). Structural remodeling of astrocytes in response to homeostatic signals has also 

been reported to occur in the supraoptic nucleus (Theodosis and Poulain, 1993). This 

possibility is consistent with Santiago Ramón y Cajal’s conjecture that the “contraction” 
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and “relaxation” of astrocytic processes regulate synapses to induce or prevent sleep 

(García-Marín et al., 2007). These two possible mechanisms are not mutually exclusive.  

GLT1 activity can shorten the glutamate transient at the synapse and thereby 

curtail the activation of synaptic and extrasynaptic glutamate receptors (Rusakov and 

Kullmann, 1998; Oliet et al., 2001; Zheng et al., 2008). However, we found that blocking 

GLT1 with DHK had no effect on the decay kinetics or amplitude of fast eEPSCs in ORX 

or MCH neurons in the absence of presynaptic modulation. This apparent lack of effect 

on synaptic, as opposed to extrasynaptic, receptor activation is similar to that in the 

hippocampal CA1 region, where glutamate transporters such as GLT1 act mainly to limit 

glutamate spillover (Isaacson and Nicoll, 1993; Rusakov and Kullmann, 1998) and 

maintain low tonic levels of extracellular glutamate (Isaacson and Nicoll, 1993; Tanaka et 

al., 1997). Indeed, our data show that reduced somatic GLT1 apposition with ORX 

neurons following SD was accompanied by the activation of presynaptic group III mGluR 

(depicted in Figure 2.10), an effect mimicked in the Rest condition by the GLT1 blocker. 

In MCH neurons, we found that SD-induced increase in GLT1 apposition was 

accompanied by the inhibition of a slow EPSC, a current previously identified as being 

mediated by postsynaptic group I mGluRs and sensitive to changes in glutamate transport 

(Huang and van den Pol, 2007). Therefore, we conclude that the role of GLT1 for these 

LH neurons is to regulate the activity of extrasynaptic glutamate receptors. 

One consequence of unmasking presynaptic inhibition in SD for ORX neurons is 

modulation of short-term synaptic depression. In the Rest condition, glutamatergic 

transmission to ORX neurons was most effective at low frequency, essentially acting as a 

low-pass filter. This type of synapse could potentially activate ORX neurons through 

relatively low activity levels thereby facilitating transitions from sleep to wakefulness 

should even sparse arousal-promoting signals arrive from other brain regions (Sakurai et 

al., 2005; Yoshida et al., 2006) or local neurons (Li et al., 2002; Acuna-Goycolea et al., 

2004) including ORX neurons, which are known to co-release glutamate (Yamanaka et 

al., 2010). However, following SD, release probability at this synapse decreases due to 

unmasking of group III mGluR-mediated presynaptic inhibition, making it less prone to 

synaptic fatigue while sparse signals are selectively suppressed. This may be a synaptic 

correlate of sleepiness, or an increase in homeostatic drive for transition to sleep, where 
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stronger (high-frequency) wake-promoting signals to ORX neurons are necessary for 

these neurons to maintain and stabilize the wake state via reinforcement of other wake-

promoting systems (Hagan et al., 1999; Saper et al., 2010).   

Unlike ORX neurons, the sleep history-dependent synaptic modulation in MCH 

neurons does not appear to involve presynaptic mechanisms. The magnitude of slow 

EPSCs induced by train stimulation decreased following SD, likely a direct result of 

reduced glutamate spillover onto postsynaptic group I mGluRs, since GLT1 apposition 

with MCH neurons increased in this condition. Intriguingly, these changes are in keeping 

with maintenance of the wake state during SD, as less excitatory signal to MCH neurons 

would hinder sleep. We speculate that in MCH neurons, the astrocytic correlate of 

homeostatic drive for sleep might be found in their inhibitory, rather than excitatory, 

inputs such as those from ORX neurons (Apergis-Schoute et al., 2015) and from stress-

related GABAergic limbic neurons (González et al., 2016).   

 

2.6  CONCLUSIONS 
 

In conclusion, our study demonstrates that via GLT1, astrocytes can regulate the 

activity of wake- and sleep-promoting LH neurons in a cell-type specific and reversible 

manner in response to acute sleep loss. In ORX neurons, SD reduced GLT1 apposition 

and the efficacy of glutamate clearance via GLT1, resulting in presynaptic inhibition and 

metaplasticity at glutamatergic synapses via activation group III mGluRs. These changes 

are consistent with a role for GLT1 and group III mGluRs in the homeostatic regulation 

of sleep/wake states. In contrast, in MCH neurons, SD increased GLT1 apposition and 

inhibited a slow EPSC. Thus, MCH neurons receive strong excitatory signals during sleep 

and less during wake, which may permit wake maintenance despite increasing sleep drive 

during SD. These consequences of SD are consistent with a role for GLT1 in both 

homeostatic and non-homeostatic regulation of sleep and wake states. This GLT1-

mediated plasticity in LH neurons revealed by forced wakefulness is expected to be 

similarly involved in the regulation of spontaneous sleep/wake cycles. 
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Figure 2.1. Image analysis procedures for GLT1 apposition. (A) A triple-fluorescence 

image of an ORX neuron (green) surrounded by GLT1 immunoreactivity (red). The ORX 

neuron is fluorescent Nissl-stained (blue). Scale bar: 10 μm. (B) Grayscale image of the 

somatic markers (combined orexin A and fluorescent Nissl). (C) Grayscale image of 

GLT1 immunoreactivity. Both grayscale images are then converted to binary images, 

where black pixels represent areas positive for fluorescence, using a threshold formula 

(See Section 2.2.5). (D) The binary image for somatic markers. (E) The binary image for 

GLT1. A one pixel-wide outline is generated to delineate the neuronal soma (F). This 

outline is superimposed onto the binary image representing GLT1 immunoreactivity (G), 

revealing the portions of the somatic perimeter in direct apposition (i.e., without any pixel 

gap) with GLT1 (red) and those that are not (blue). 
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Figure 2.2. Sleep deprivation (6 h) alters somatic GLT1 apposition with ORX and MCH 

neurons, but not ChAT or PV neurons. (A-D) Fluorescence images showing an ORX 

neuron (A1), an MCH neuron (B1), a ChAT neuron (C1), or a PV neuron (D1) with 

somatic apposition with GLT1. Binary images (A2 - D2) display pixels positive for GLT1 

immunoreactivity (white) with overlaid somatic perimeters. Perimeter segments in red are 

directly juxtaposed with GLT1 immunoreactivity and perimeter segments in blue are 

negative for GLT1 apposition. Scale bar: 10 µm. (E) Total somatic perimeter length is 

unaffected by sleep state. (F) Number of GLT1 appositions is unaffected by sleep state. 

(G) Mean length of GLT1 apposition by sleep state. There are opposite changes following 

SD in ORX vs. MCH neurons. No change is seen in ChAT and PV neurons. (H) Percent 

somatic apposition with GLT1 by sleep state. There are opposite changes following SD in 

ORX vs. MCH neurons, consistent with the opposite changes in mean apposition length 

(G). Responses are normalized to their respective mean in Rest (represented by the 

dashed line at 100%). R: Rest condition, SD: 6h sleep deprivation. *P < 0.05. 

  



37 
 

 

 

 

 

 

 

  



38 
 

Figure 2.3. Correlation analyses of GLT1 apposition measures, indicating that mean 

contact length is the best predictor of percent apposition in LH neurons. (A,D) 

Correlations between percent apposition and perimeter length. There is no correlation 

between these measures for ORX (A) or MCH (D) neurons. (B,E) Correlations between 

percent apposition and number of GLT1 appositions. There is a positive correlation 

between these measures for ORX (B) and MCH (E) neurons independent of sleep history. 

(C,F) Correlations between percent apposition and mean apposition length. There is a 

positive correlation between these measures for ORX (C) and MCH (F) neurons 

independent of sleep history. Mean apposition length best accounts for the variation in 

percent apposition. 
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Figure 2.4. A 3 h period of sleep opportunity (Recovery, Rec) subsequent to 6 h of SD 

reverses the effects of SD on GLT1 apposition with ORX and MCH neurons. Extended 

Recovery (ER) represents the time-matched control group that was left undisturbed 

during the same period (9 h). (A) Sleep state condition has no effect on somatic perimeter 

length. (B) Sleep state condition has no effect on number of GLT1 appositions. (C) There 

is no longer a difference in average GLT1 apposition length following recovery. (D) 

Following recovery, there is no longer a significant difference in percent somatic 

apposition with GLT1 relative to the time-matched ER condition. Responses are 

normalized to their respective mean in ER (represented by the dashed line at 100%).  
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Figure 2.5. GLT1 prevents the activation of inhibitory presynaptic group III mGluRs in 

glutamatergic synapses to ORX neurons in the Rest condition. (A) Left: Representative 

time-effect plot showing the inhibitory effect of DHK (100 µM) in an ORX neuron under 

Rest. Right: Averaged traces at baseline (a) and during DHK (b), and those scaled to the 

first EPSC and superimposed show changes in eEPSC amplitude and paired pulse ratio 

(PPR). (B) DHK has no effect on the decay rate of eEPSCs in Rest. (C) Representative 

time-effect plot demonstrating that CPPG (200 µM) prevents the effects of DHK in an 

ORX neuron. (D) Representative time-effect plot showing that L-AP4 (50 µM) mimics 

and occludes the DHK effects in an ORX neuron. (E) Representative time-effect plot 

showing that CPPG alone has no effect on an ORX neuron from Rest. (F and G) Bar 

graphs illustrating the relative changes in eEPSC amplitude (E) and PPR (F) across drug 

conditions. ‡ P < 0.05, ‡‡ P < 0.01, ‡‡‡ P < 0.001, ‡‡‡‡ P < 0.0001 compared to their 

respective baseline; **P < 0.01, ***P < 0.001. 
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Figure 2.6. Sleep deprivation decreases release probability at glutamatergic synapses to 

ORX neurons through GLT1 and group III mGluRs. (A) Paired pulse ratio (PPR) in Rest 

and SD demonstrating that SD decreases release probability. (B-C) Effects of DHK and 

CPPG on eEPSC amplitude (B) and PPR (C) by sleep condition. The effect of DHK on 

eEPSC amplitude and PPR is attenuated or abolished in SD compared to Rest. In contrast, 

CPPG has no effect in Rest, but increases eEPSC amplitude while decreasing PPR in SD, 

indicating tonic presynaptic inhibition via group III mGluRs specifically in SD. (D) DHK 

has no effect on the decay rate of eEPSCs in SD. (E) Left: Representative time-effect plot 

of eEPSC amplitude from SD. Right:  Averaged traces from baseline (a), in the presence 

of CPPG (b), and CPPG plus DHK (c). Baseline and CPPG traces are scaled to the first 

eEPSC to show the change in PPR. (F) Left: Representative time-effect plot showing the 

attenuated inhibitory effects of DHK on eEPSCs in an ORX neuron in the SD condition 

compared to the Rest condition (cf. Figure 2.5A). Right: Averaged traces from baseline 

(d) and DHK (e). ‡ P < 0.05, ‡‡ P < 0.01, ‡‡‡ P < 0.001, ‡‡‡‡ P < 0.0001 compared to 

their respective baseline. *P < 0.05, ** P < 0.01, ****P < 0.0001. 
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Figure 2.7. Sleep deprivation reduces synaptic depression via GLT1 and group III 

mGluRs. (A-C) eEPSC amplitude during a train stimulation (20 pulses at 50 Hz), 

normalized to the amplitude of the first eEPSC (represented by the dashed line at 100%). 

Differences by sleep condition are shown in panel A. Notice the attenuation in synaptic 

depression following SD when compared to Rest. In panel B, CPPG (200 µM) shifts the 

SD response towards the baseline pattern in Rest (cf. panel A). Conversely in panel C, 

DHK (10 µM) under Rest shifts the response towards the pattern observed under SD (cf. 

panel A). ‡ P < 0.05, ‡‡ P < 0.01, ‡‡‡ P < 0.001, ‡‡‡‡ P < 0.0001 compared to their 

respective baseline. *P < 0.05, ****P < 0.0001. 
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Figure 2.8. SD reduces the strength of a slow EPSC induced by train stimulation in MCH 

neurons independent of presynaptic mechanisms. (A) Paired pulse ratio (PPR) at 

glutamatergic synapses in MCH neurons by sleep state, demonstrating that SD has no 

effect on release probability. (B-C) Representative time-effect plot (B) and summary 

graph (C) showing lack of DHK effect (100 µM) on fast eEPSC amplitude in MCH 

neurons in Rest. (D, E) DHK has no effect on PPR (D), or the decay rate of eEPSCs (E) 

in MCH neurons in Rest. (F) Representative scaled average traces from Rest and SD 

showing fast and slow EPSCs evoked in MCH neurons by train stimulation (20 pulses at 

50 Hz). (G) SD has no effect on fast eEPSC amplitude. Responses are normalized to the 

amplitude of the first fast eEPSC (represented by the dashed line at 100%). (H-I) SD 

reduces the amplitude (H) and area (I) of the slow EPSC following train stimulation. 

Responses are normalized to the amplitude of the first fast eEPSC. *P < 0.05, **P < 0.01. 
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Figure 2.9. SD has no effect on slow EPSCs in ORX neurons. (A) Representative 

average traces of the slow inward current induced by train stimulation (20 pulses at 50 

Hz) in an ORX neuron from Rest (black) and SD (orange). (B) SD had no effect on the 

amplitude of this current. 

  



51 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  



52 
 

Figure 2.10. Changes in GLT1 apposition with LH neurons have cell type-specific 

consequences for glutamatergic transmission. ORX neurons (wake-active and wake-

promoting): Following Rest, a period of neuronal inactivity for these neurons, GLT1 

apposition is high, limiting glutamate diffusion. There is no detectable activation at 

presynaptic group III mGluRs under these conditions. When GLT1 is pharmacologically 

blocked, however, these group III mGluRs are activated, decreasing release probability. 

GLT1 therefore facilitates excitatory transmission to ORX neurons under Rest, perhaps to 

expedite transitions to wake. Following SD, a period of neuronal activity for these 

neurons, there is reduced GLT1 apposition. Under these conditions, glutamate diffusion is 

expected to be greater, causing tonic activation of presynaptic group III mGluRs. This 

presynaptic inhibition reduces the release probability of excitatory synapses to ORX 

neurons. Under these conditions, stronger excitatory drive is required to activate ORX 

neurons, which may represent a synaptic correlate of sleepiness or an increase in 

homeostatic drive for sleep. MCH neurons (REM sleep-active and sleep-promoting): 

Following Rest, a period of likely neuronal activity, GLT1 apposition is low, enabling 

greater glutamate diffusion. Under these conditions or pharmacological blockade of 

GLT1, there is no detectable presynaptic inhibition, suggesting that glutamatergic inputs 

to MCH neurons are not regulated via presynaptic mechanisms as in ORX neurons. 

However, a large slow EPSC appears following high frequency synaptic activity in these 

neurons, which may be mediated by ionotropic glutamate receptors (iGluRs) or mGluRs. 

Following SD, a period of neuronal inactivity, this slow EPSC becomes smaller as 

glutamate diffusion is limited by increased GLT1 apposition. Therefore, in the SD 

condition excitatory inputs to MCH neurons elicit a weaker response than in the Rest 

condition, likely permitting wake state maintenance. 
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Table 2.1. Properties of GLT1 apposition with sleep/wake regulatory neurons by 

sleep-history condition. 
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Table 2.2. Properties of GLT1 apposition with sleep/wake regulatory neurons by 

sleep-history condition: Recovery. 
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CHAPTER 3 

 

GLUTAMATE TRANSPORTER 1 MODULATES MCH NEURON 

KAINATE RECEPTORS 
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3.1  INTRODUCTION 
 

Growing evidence implicates neuron-glia interactions in brain function. One 

population of glial cells, namely astrocytes, influences neuronal activity in several 

important ways, via ion buffering, metabolic support, and the release of neuroactive 

molecules (Parsons, 2010; Larsen et al., 2014; Pan et al., 2015). Astrocytes are also 

involved in the quick reuptake of synaptically released glutamate and GABA through 

high-affinity transporters, thus terminating their action (Zhou and Danbolt, 2013). One 

such transporter, glial glutamate transporter 1 (GLT1), modulates diffusion and spillover 

of synaptically-released glutamate, thereby regulating the activation of synaptic and/or 

extrasynaptic receptors (Rusakov and Kullmann, 1998; Oliet et al., 2001; Zheng et al., 

2008). Consequently, changes in GLT1 properties, expression, or localization modulate 

synaptic transmission in many regions throughout the central nervous system such as the 

supraoptic nucleus (Oliet et al., 2001), the hippocampus (Huang et al., 2004; Omrani et 

al., 2009), the cerebellum (Marcaggi et al., 2003), the cerebral cortex (Genoud et al., 

2006), and the spinal cord (Weng et al., 2007).  

The studies reported in Chapter 2 demonstrated that anatomical plasticity of GLT1 

occurs in the lateral hypothalamus (LH), where GLT1 juxtaposition with sleep/wake 

neuronal populations was altered by acute (6 h) sleep deprivation (SD; Chapter 2). One 

such population is melanin concentrating hormone (MCH) neurons, which are active 

during the rapid eye movement (REM) sleep and inactive during both spontaneous wake 

and SD (Modirrousta et al., 2005; Hassani et al., 2009). Specifically, SD resulted in an 

increase in perisomatic GLT1 apposition with MCH neurons (Figure 2.2H). This was 

accompanied by a decrease in high-frequency stimulation-induced slow excitatory 

postsynaptic currents (EPSCs; Figure 2.8H,I), likely a result of reduced glutamate 

diffusion following SD (Chapter 2). However, the question of which postsynaptic 

receptors were mediating this slow EPSC remained unexplored. 

In the present study, we used whole-cell patch-clamp electrophysiology to 

investigate which type or types of glutamatergic receptors mediate slow EPSCs in MCH 

neurons and how GLT1 regulates the activation of these receptors (e.g. whether intense 

neuronal activity such as high-frequency stimulation is required, whether GLT1 prevents 

AP-independent activation of these receptors, etc.). We determined that GLT1 regulates a 
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basal glutamate tone and glutamate spillover during intense synaptic activity, preventing 

the activation of kainate receptors in MCH neurons. The efficacy of GLT1 to modulate 

kainate receptor-mediated slow EPSC is altered by SD, in agreement with the anatomical 

change in perisomatic GLT1 apposition shown in Chapter 2. Together with Chapter 2, 

these results demonstrate that GLT1 modulates kainate receptor activity in sleep-

promoting MCH neurons depending on prior sleep history. 

 

3.2  METHODS 
 

3.2.1 ANIMALS 
 

All procedures were conducted in accordance with the Canadian Council on 

Animal Care and were approved by the Memorial University Institutional Animal Care 

Committee. The source, age, housing conditions and behavioral manipulations (SD or 

Rest) of model animals were the same as in the electrophysiological studies reported in 

Chapter 2, Section 2.3. Briefly, Male Sprague Dawley rats were obtained from the 

breeding colony at Memorial University or from Charles River Canada (St. Constant, QC, 

Canada). Animals were housed in pairs under a 12 h light/12 h dark cycle (lights on at 

08:00) in a colony room. Food and water were available ad libitum. Experiments were 

performed on brain slices from rats aged 29 to 58 days old.  

  Rats were randomly assigned to one of two treatment groups at 08:00, and 

individually housed during behavioural treatment; one group underwent 6 h of sleep 

opportunity (Rest), and the other was subjected to 6 h of SD by gentle handling as 

previously described (Deurveilher et al., 2011). Both groups were euthanized 

immediately after the respective conditions at 14:00 and brain slices were generated (see 

below). A total of 62 cells from 47 rats were included in the analyses reported in this 

study.   

 

3.2.2 IN VITRO ELECTROPHYSIOLOGY 
 

The artificial cerebrospinal fluid (ACSF), slice preparation conditions, internal 

solution, and patch-clamp recording conditions were the same as in Chapter 2. Briefly, 

rats were deeply anesthetized with isoflurane and decapitated, and brains were quickly 
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removed. Coronal brain slices (250 µm thick) through the hypothalamus were cut in ice-

cold artificial cerebrospinal fluid (ACSF) containing (in mΜ): 126 NaCl, 2.5 KCl, 1.2 

NaH2PO4, 1.2 MgCl2, 18 NaHCO3, 2.5 glucose, 2 CaCl2. Slices were then incubated in 

ACSF at 33-34 °C for 30-45 mins and then at room temperature until recording. ACSF 

was continuously bubbled with O2 (95%) and CO2 (5%).     

 Patch-clamp recordings were performed on hemisected hypothalamic slices 

superfused with 30-34 °C ACSF at 2-2.5 ml/min. Under a differential interference 

contrast microscope (DM LFSA; Leica Microsystems), LH neurons that were located 

dorsomedial to the fornix and had a soma diameter of 10-20 µm were selected for 

recording. Recordings were performed using a Multiclamp 700B amplifier and pClamp 

10.3 software (Molecular Devices, Sunnyvale, CA). The whole-cell internal solution 

contained (in mM): 123 potassium gluconate, 2 MgCl2, 8 KCl, 10 Hepes, 0.2 EGTA, 5 

Na2-ATP, 0.3 Na2-GTP, adjusted to pH 7.29-7.30 with KOH. Biocytin (0.1-0.2%) was 

added to the internal solution to label recorded cells. Filled recording electrodes had a tip 

resistance of 3-7 MΩ. 

 Once whole-cell access was achieved, a series of hyperpolarizing and depolarizing 

current steps (300 or 600 ms each) was applied to the cell to characterize its 

electrophysiological properties. Since the LH also contains other neuronal populations, 

MCH neurons were tentatively identified by their well-established properties; MCH 

neurons exhibit spike adaptation upon positive current injection, have a hyperpolarized 

resting membrane potential (RMP), lack spontaneous firing in vitro, lack H-current, and 

lack rebound depolarization upon relief from a hyperpolarizing current (Alberto et al., 

2011) (Figure 3.1Aa). Only cells displaying each electrophysiological characteristic 

typical of MCH neurons (Alberto et al., 2011) were included in these experiments. A 

subset of cells was filled with biocytin and the brain slices were processed for post-hoc 

immunohistochemistry to confirm the neurochemical identity of recorded cells (see 

below). 

 Experimental current-clamp recordings were performed at a holding current of 0 

pA to record RMP. Every 30 seconds, a series of hyperpolarizing and depolarizing 

current steps (300 ms each) was applied to the cell to assess excitability. For voltage 

clamp recordings, neurons were held at -70 mV. Membrane currents were filtered at 1 
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kHz, digitized at 5-10 kHz and stored for offline analysis. To study evoked EPSCs, a 

bipolar tungsten stimulating electrode was placed within the LH lateral to the recorded 

cell. Paired pulses were applied at 25 Hz every 15 s, and the amplitude of the slow EPSC 

was measured 25 ms after the final stimulation artifact. Train stimulation consisted of 20 

pulses at 50 Hz every 30 s, and the amplitude of the fast evoked EPSC following each 

pulse (within 10 ms) was measured, along with the subsequent slow EPSC, which was 

measured for 750 ms beginning 25 ms after the final stimulation artifact. A 20-mV 

hyperpolarizing pulse (100 ms) was applied every 15-30 s, and the steady-state and 

capacitive currents were monitored as measures of input resistance and series/access 

resistance, respectively. Cells that showed significant change (>20%) in these parameters 

during electrophysiological recordings were excluded from analysis.  

Recordings were performed during the remainder of the light phase, and were 

discontinued prior to the beginning of the dark phase at 20:00. Neither time-since-

dissection (Appendix B), nor age of the rat (Appendix C), were correlated with measures 

in this study. 

 

3.2.3 POST-HOC IMMUNOHISTOCHEMISTRY 
 

Post-hoc immunohistochemistry was conducted as in Chapter 2. Immediately 

following recording, brain slices containing biocytin-filled cells were placed in 10% 

formalin and fixed for >24 h at 4 °C. To confirm the transmitter phenotype of recorded 

cells, fixed slices were individually incubated with a cocktail of goat anti-orexin A 

(1:2000; sc-8070; Santa Cruz Biotechnology, Dallas, TX) and rabbit anti-MCH (1:2000; 

H-070-47; Phoenix Pharmaceuticals, Belmont, CA) antibodies for 3 days at 4 °C. Next, 

slices were incubated with secondary antibodies (1:500; Alexa 594-conjugated donkey 

anti-goat IgG, and Alexa 488-conjugated donkey anti-rabbit IgG) as well as Alexa 350-

conjugated streptavidin to visualize biocytin in recorded cells. Stained slices were 

examined with an epifluorescence microscope to examine for co-localization of biocytin 

with MCH (or orexin-A, another prominent LH neuropeptide). In the biocytin-positive 

cells, immunohistochemical phenotype confirmed the electrophysiological MCH 

phenotype in 92.2% of cases (47 out of 51 cell). In the remaining cases, the 
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immunohistochemistry was ambiguous. In no case was the electrophysiological MCH 

phenotype mismatched with the orexin-A immunohistochemical phenotype. 

 

3.2.4 DRUGS 
 

All drugs were bath-perfused at final concentrations indicated, by diluting stock 

solutions in the ACSF immediately before use.  Picrotoxin and biocytin were purchased 

from Sigma Aldrich Canada (Oakville, ON, Canada); DHK, MPEP, LY367685, DNQX, 

and GYKI52466 were purchased from Tocris Bioscience (Minneapolis, MN); and TTX 

was purchased from Alomone Labs (Jerusalem, Israel). 

 

3.2.5 DATA ANALYSIS 
 

RMP, latency to 1st spike, evoked EPSCs, and DHK-induced inward current were 

analyzed using Clampfit 10.3 software (Molecular Devices, Sunnyvale, CA). RMP and 

threshold potential values were corrected for the liquid junction potential (Neher, 1992), 

which was +15.2 mV in our preparation. Statistical analyses were conducted with 

GraphPad Prism 6 (GraphPad Software, La Jolla, CA). For the drug effect compared to 

baseline, paired t-tests or two-way repeated measures ANOVA was used as appropriate. 

For group comparisons of drug effects, the drug effect was normalized to its respective 

baseline before comparison by independent t-test or a one-way ANOVA. The Holm-

Sidak post hoc test was used for all post-hoc multiple comparisons. P values < 0.05 were 

considered statistically significant. Values are expressed as means ± SEM. 

 

3.3 RESULTS 

 

3.3.1 GLT1 RESTRICTS THE EXCITABILITY OF MCH NEURONS 
 
 We first examined the endogenous role of GLT1 on MCH neuron excitability in 

the Rest condition by using the GLT1-specific transport blocker dihydrokainate (DHK; 

Figure 3.1A). MCH neurons had a RMP of -83.51 ± 2.77 mV and typically did not fire 

APs in response to a 100 pA current step (n = 5; Figure 3.1Aa). DHK (100 μM) induced a 

large depolarization of MCH neurons (+20.08 ± 2.30 mV, P = 0.0010, paired t-test; 
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Figure 3.1B), although this was not sufficient to induce spontaneous APs in any of the 

cells tested. Nonetheless, DHK increased the number of APs induced by each positive 

current step (P < 0.0001 for drug effect, 2-way repeated measures ANOVA; Figure 3.1C). 

Furthermore, DHK decreased the latency between stimulus onset and the first AP for both 

the 200 and 300 pA current steps (P < 0.0028 for drug effect, 2-way repeated measures 

ANOVA; Figure 3.1D). 

 Together these data demonstrate that GLT1 continuously limits the excitability of 

MCH neurons.  

 

3.3.2 GLT1 RESTRICTS MCH NEURON EXCITABILITY AFTER BOTH REST AND 

SD 
 

GLT1 apposition with MCH neurons is increased following SD (Chapter 2, Figure 

2.2H). We therefore sought to determine whether GLT1 is more effective at reducing 

MCH neuron excitability following SD compared to Rest. DHK induced a large 

depolarization in MCH neurons following SD, but its magnitude was similar to that 

observed after Rest (P = 0.8756, unpaired t-test; Figure 3.2A). DHK also increased AP 

numbers during positive current steps following SD),but there was no difference in the 

DHK-dependent increase in the number of APs between the Rest and SD conditions (P = 

0.2201 for sleep state, 2-factor mixed model ANOVA; Figure 3.2B). Finally, DHK had a 

similar effect on latency to 1st spike in both the Rest and SD conditions (n = 5 cells for 

Rest, and n = 6 cells for SD; P = 0.6323 for sleep state, 2-factor mixed model ANOVA; 

Figure 3.2C). Interestingly, two out of six MCH neurons fired spontaneous APs in the SD 

condition when DHK was present. While this contrasts with a total lack of spontaneous 

firing following Rest in the presence of DHK, little can be concluded due to the small 

sample sizes. 

 These data demonstrate that blocking GLT1 has similar effects regardless of 

sleep-state conditions.  
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3.3.3 GLT1 LIMITS MCH NEURON EXCITABILITY DURING INTENSE 

EXCITATORY SYNAPTIC ACTIVATION PRIMARILY BY PREVENTING THE 

ACTIVATION OF POSTSYNAPTIC KAINATE RECEPTORS 
 

The effect of DHK in MCH neurons was visible in voltage clamp as a slow 

inward current (Figure 3.3A). This slow current was similar in the Rest and SD conditions 

(P = 0.5519, unpaired t-test; Figure 3.3B, Table 3.1), in accordance with similar effects 

on neuronal excitability in both sleep-state conditions.  

We next blocked action potentials with tetrodotoxin (TTX; 1 μM), a sodium 

channel blocker, to determine whether the DHK-induced slow current requires neuronal 

firing. TTX also had no effect on this current (P = 0.6081, unpaired t-test, DHK vs. 

TTX+DHK; Figure 3.3E,F), indicating that AP-dependent glutamate release is not 

necessary for sufficient accumulation of extracellular glutamate to activate extrasynaptic 

glutamate receptors in the absence of GLT1 activity. 

To determine which postsynaptic receptors were mediating the large slow current 

induced by blocking GLT1, we pretreated the tissue with several glutamate receptor 

antagonists prior to applying DHK (100 μM) in the Rest condition. First, a combination 

of the mGluR5 antagonist MPEP (20 μM) and the mGluR1a antagonist LY367385 (LY; 

100 μM) did not appear to prevent the DHK-induced slow current (P = 0.6702, one way 

ANOVA, DHK vs. MPEP+LY+DHK; Figure 3.3C, Table 3.1). Likewise, the AMPA 

receptor-specific inhibitor GYKI52466 (GYKI; 100 μM) did not prevent the DHK-

induced slow current (P = 0.2397, one way ANOVA, DHK vs. GYKI+DHK; Figure 

3.3C, Table 3.1). In contrast, DNQX (10 μM), an antagonist to both AMPA receptors and 

kainate (KA) receptors, reduced the amplitude of the DHK-induced slow current by 

74.6% (P < 0.0001, one way ANOVA, DHK vs. DNQX+DHK; Figure 3.3C,D, Table 

3.1). Because blocking AMPA receptors alone had no effect on the DHK-induced slow 

current, the effect of DNQX on blocking DHK current is likely explained by antagonism 

at KA receptors. These KA receptors are not tonically active when GLT1 is properly 

functioning, as DNQX alone without DHK had no effect on holding current in MCH 

neurons (not shown). 

DHK is structurally similar to kainic acid and may directly activate KA receptors. 

We therefore tested a non-specific glutamate transporter inhibitor that is structurally 
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dissimilar to kainic acid and DHK, L-trans-2,4-PDC (PDC), to ensure that the observed 

DHK effects were due to impaired glutamate uptake. Like DHK, PDC induced an inward 

current in MCH neurons in a dose-dependent manner (P = 0.0004, unpaired t-test, 300 

μM vs. 900 μM PDC; Figure 3.3F, Table 3.1). There was no difference in the magnitude 

of inward current induced by DHK and by 900 μM PDC (P = 0.0698, unpaired t-test, 

DHK vs. 900 μM PDC; Figure 3.3F, Table 3.1). This result suggests that glutamate 

transporters play a significant role in limiting the effect of endogenous glutamate on KA 

receptors. 

Together, these data indicate that GLT1 is actively maintaining a low level of 

endogenous extracellular glutamate tone, thereby preventing the activation of 

postsynaptic KA receptors and limiting excitability in MCH neurons. The magnitude of 

KA receptor-mediated current induced by blocking GLT1-alone is unaffected by prior 

sleep history, suggesting that KA receptors on MCH neurons are insensitive to behavioral 

states. 

 

3.3.4 POSTSYNAPTIC KAINATE RECEPTORS MEDIATE THE SLOW EPSC 

DURING INTENSE SYNAPTIC ACTIVITY IN MCH NEURONS 
 

A previous report had demonstrated that slow EPSCs in mouse MCH neurons are 

regulated by glutamate transport (Huang and van den Pol, 2007). We sought to confirm 

whether glutamate transport also modified the slow EPSCs in rats. We found that a paired 

pulse protocol was sufficient to uncover a slow EPSC in MCH neurons from the Rest 

condition (Figure 3.4A). DHK had no effect on fast EPSCs in MCH neurons (Chapter 2, 

Figure 2.8B-E), but it reduced the amplitude of the slow EPSC evoked by the paired pulse 

protocol (n = 10 cells; P = 0.0001, paired t-test; Figure 3.4A, B), likely by occluding the 

effects of evoked glutamate release on postsynaptic receptors.  

To test whether the postsynaptic receptors mediating the activity-dependent slow 

EPSC were indeed the same as those mediating the DHK-induced slow current, we 

employed a train-stimulation protocol to induce a robust slow EPSC (20 pulses at 50 Hz; 

Figure 3.5A) and tested the effects of GYKI or DNQX. 100 μM GYKI reduced fast EPSC 

amplitude by 54.2%, indicating that fast EPSCs are primarily mediated by AMPA 

receptors (n = 5 cells; P = 0.0005, baseline vs. GYKI, main drug effect, 2-way repeated 
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measures ANOVA; Figure 3.5B,E). DNQX also decreased fast EPSC amplitude (P < 

0.0001, baseline vs. DNQX, main drug effect, 2-way repeated measures ANOVA; Figure 

3.5B,E), reducing it by a further 20.5% beyond the effect of GYKI (P = 0.01 to < 0.0001, 

GYKI vs. DNQX, post-hoc comparisons, 2-way repeated measures ANOVA; Figure 

3.5B,E). This indicates that AMPA and KA receptors are mediating a large portion of fast 

EPSC.  

GYKI alone also reduced slow EPSC amplitude (n = 5 cells; P = 0.0169, baseline 

vs. GYKI, one-way repeated measures ANOVA; Figure 3.5C,F), but the effect was much 

smaller than that on fast EPSC amplitude (P = 0.0062, % baseline fast vs. slow EPSC 

amplitude, unpaired t-test; Figure 3.5E,F). Furthermore, GYKI had no effect on slow 

EPSC area (P = 0.0750, baseline vs. GYKI, one-way repeated measures ANOVA; Figure 

3.5D,G), suggesting that AMPA receptors play a small role in mediating the slow EPSC. 

Interestingly, DNQX almost doubled the effect of GYKI on slow EPSC amplitude (P = 

0.0169, GYKI vs. DNQX, one-way repeated measures ANOVA; Figure 3.5C,F). 

Additionally, DNQX also reduced slow EPSC area by 27.8% beyond the GYKI effect (P 

= 0.0496, baseline vs. DNQX; P = 0.0496, GYKI vs DNQX, one-way repeated measures 

ANOVA; Figure 3.5D,G), suggesting that KA receptors play a larger role than AMPA 

receptors in mediating the slow EPSC. 

 Together these data illustrate that while the fast EPSCs induced by evoking 

synaptic glutamate release onto MCH neurons are primarily mediated by AMPA 

receptors, KA receptors mediate a larger portion of the slow EPSC than AMPA receptors. 

Synaptic activity-dependent slow EPSCs are mediated by a similar mechanism to DHK-

induced slow currents. 

 

3.4 DISCUSSION 
 

We demonstrate that GLT1 plays a role in maintaining the hyperpolarized RMP of 

MCH neurons by preventing the activation of KA receptors. It does so by maintaining a 

low glutamate tone in the extracellular space. Perisomatic apposition of GLT1 with MCH 

neurons is increased by SD compared to Rest (Chapter 2; Figure 2.2H), suggesting that 

MCH neurons may be even less excitable following SD. However, we did not observe a 

change in RMP following SD. Additionally, DNQX does not induce a change in holding 
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current in MCH neurons in the Rest condition when GLT1 apposition is lower, suggesting 

that KA receptors are not tonically active following Rest. These data indicate that in both 

sleep state conditions, GLT1 activity is sufficient to regulate the background glutamate 

tone and prevent tonic activation of KA receptors. Consistently, blocking GLT1 with 

DHK depolarizes MCH neurons (by roughly 20 mV under the current experimental 

conditions), increases the number of APs induced by positive current steps, reduces the 

latency to first AP, and induces an inward current of similar magnitude in both the Rest 

and SD conditions. Additionally, KA receptors mediate the slow EPSC induced by train 

stimulation, a current that is sensitive to prior sleep history (Chapter 2, Figure 2.8) and 

modulated by GLT1. 

 The large depolarizing current induced by DHK is primarily mediated by KA 

receptors, as it was largely blocked by the AMPA/KA receptor antagonist DNQX but not 

by the AMPA receptor-specific antagonist GYKI52466. However, DHK structurally 

resembles the KA receptor agonist kainic acid, potentially confounding our interpretation 

of the results. At the concentration used in this study, DHK may be interacting with KA 

receptors directly (Møllerud et al., 2016). Yet, in addition to DHK binding affinity at KA 

receptors, there remain the questions of its potency at KA receptors (Coyle, 1983), and 

particularly the nature of its action (e.g., agonistic or antagonistic). DHK has been treated 

as a potential AMPA/KA receptor inhibitor by others conducting GLT1-related research, 

but no such effects were observed (e.g. Deng et al., 2003). In our hands, DHK induced a 

large KA receptor-dependent current; therefore, weak direct inhibition of this receptor by 

DHK would simply indicate that the observed KA receptor-dependent current is an 

underestimate of true KA-receptor current induced by blocking GLT1. If DHK is acting 

as a direct agonist at KA receptors, the observed effect may be independent of GLT1. 

While these possibilities remain unresolved, the effect of DHK was mimicked by the non-

specific competitive glutamate transport inhibitor L-trans-2,4-PDC, demonstrating that an 

inhibition of glutamate uptake results in KA receptor activation. This is further supported 

by a report showing that the non-specific, non-transportable glutamate transport inhibitor 

TBOA increases slow EPSC in mouse MCH neurons (Huang and van den Pol, 2007). 

 The KA receptor-dependent DHK current persisted in the presence of the AP 

blocker TTX, indicating that neuronal firing is not necessary for the increase in 
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extracellular glutamate induced by blocking GLT1. While action potential-independent 

glutamate release from neurons cannot be ruled out, the background glutamate tone may 

be maintained by astrocytes themselves; several studies suggest that astrocytes can 

release glutamate in response to cytosolic [Ca2+] increases resulting from astrocytic 

mGluR5 activation (Fellin et al., 2004; D’Ascenzo et al., 2007). However, in our study 

the mGluR5 antagonist MPEP did not prevent the inward current induced by DHK, and a 

recent report suggests that astrocytic expression of mGluR5 is largely absent from murine 

astrocytes after the third postnatal week (Sun et al., 2013). Instead, other signals that can 

increase cytosolic [Ca2+] in astrocytes might be involved in the background astrocytic 

glutamate release, such as nitric oxide (Bal-Price et al., 2002; Ida et al., 2008), purines 

(Jeremic et al., 2001; Fumagalli et al., 2003), or endocannabinoids (Navarrete and 

Araque, 2008). While astrocytes can also release glutamate via reversal of glutamate 

transporters like GLT1 following injury or in pathological conditions (McAdoo et al., 

2000; Rossi et al., 2000), this explanation is unlikely as DHK is a non-transportable 

blocker that prevents glutamate transport in either direction (Levy et al., 1998; McAdoo 

et al., 2000). 

 While the source of glutamate may be different for the DHK-induced slow current 

and the evoked slow EPSC, they may be mediated by the same set of postsynaptic 

receptors. Indeed, slow EPSC evoked with a paired pulse protocol was diminished by 

DHK (Figure 3.4A,B), which is likely explained by DHK occluding the effects of evoked 

glutamate release. Furthermore, we observed that like the DHK current, evoked slow 

EPSC is in part mediated by KA receptors.  

A similar slow EPSC was described by another group using train stimulation with 

mouse MCH neurons (Huang and van den Pol, 2007). This current was shown to be 

mediated primarily by group I mGluRs (60%), and modulated by glutamate transporters 

(Huang and van den Pol, 2007). While in our study KA receptors mediate the bulk of the 

DHK current (75.3%), they were responsible for only 19.8% of the amplitude, or 27.8% 

of the area of slow EPSCs induced by train stimulation. Group I mGluRs may be 

mediating the remaining slow EPSC. Intriguingly, the work done by Huang and van den 

Pol (2007) with mouse MCH neurons illustrated that 39.2% of the slow EPSC was 

insensitive to group I mGluRs, and this may therefore be mediated by KA receptors.  
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The difference in proportion of the KA receptor current component (75.3 % for 

DHK-induced and 19.8% for train stimulation-induced) may be a matter of different 

subcellular distributions of KA receptors and group I mGluRs in MCH neurons and their 

relative proximity to excitatory afferents. As blocking glutamate uptake results in a large 

KA receptor-mediated current that does not require neuronal firing, many KA receptors 

may be extrasynaptic. This is supported by our results demonstrating that in MCH 

neurons, GLT1 does not modulate synaptic receptor activation (Chapter 2, Figure 2.8B-

E). Little is known about KA receptors in MCH neurons, yet in the hippocampus, there is 

ample evidence for extrasynaptic KA receptors (Eder et al., 2003; Liu et al., 2004; Yang 

et al., 2006), and some are specifically activated by non-synaptic, astrocyte-derived 

glutamate (Liu et al., 2004). Astrocytes may therefore modulate the excitability of MCH 

neurons directly through such a population of KA receptors. On the other hand, AP-

dependent and -independent glutamate release from neurons, as reflected in train 

stimulation-induced slow EPSCs, would primarily result in activation of receptors 

proximal to synapses, especially with an abundance of GLT1 limiting further diffusion. 

The relative densities of KA receptors and group I mGluRs in this space may favour the 

metabotropic receptors. These differences in subcellular localization of glutamate 

receptors may underlie the sensitivity of synaptically evoked slow EPSCs to GLT1 

plasticity induced by SD. 

Finally, in organotypic slices from the rat LH containing both MCH neurons and 

orexin neurons, another sleep/wake regulatory cell population (Lee et al., 2005; 

Adamantidis et al., 2007), MCH neurons were significantly more sensitive to kainic acid 

cytotoxicity than orexin neurons (Katsuki and Akaike, 2004). Quantal excitatory 

transmission to orexin neurons is mediated by AMPA but not KA receptors (Alberto and 

Hirasawa, 2010). Further, the slow EPSC in orexin neurons is much smaller than in MCH 

neurons, and is not altered by prior sleep history (Chapter 2, Figure 2.9), indicating that 

KA receptor may play a particularly meaningful role in regulating the excitability of 

MCH neurons across sleep and wake states. 
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3.5 CONCLUSIONS 
 

In conclusion, this study demonstrates that astrocytes modulate the activity of KA 

receptors in REM sleep-active MCH neurons via GLT1-mediated glutamate transport. 

GLT1 actively maintains a low level of background extracellular glutamate tone to 

prevent the activation of these receptors. Astrocytes thus maintain the hyperpolarized 

RMP of MCH neurons. KA receptors in MCH neurons become activated during repetitive 

synaptic activity and mediate slow EPSCs, which were previously demonstrated to be 

modulated by glutamate transporters, and sensitive to prior sleep history. This could have 

significant impact on synaptic integration and overall excitability of these neurons. KA 

receptors therefore play an important role in regulating MCH neurons and, likely, sleep 

and wake states.  
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Figure 3.1. Blocking GLT1 increases the excitability of MCH neurons in the Rest 

condition. (A) Top: Representative current clamp trace showing the effect of DHK (100 

μM) on an MCH neuron following Rest. MCH neurons did not fire spontaneously in 

vitro; therefore a series of 300 ms hyperpolarizing and depolarizing current steps were 

applied every 30 seconds to assess neuron excitability. Bottom: current step traces from 

baseline (a), with DHK (b) and during wash (c). (B) DHK depolarized MCH neurons. (C) 

DHK increases the number of action potentials in response to positive current steps. (D) 

DHK decreases latency to fire in response to positive current steps. ǂǂǂ P < 0.001, ǂǂǂǂ P < 

0.0001, compared to respective baseline. 
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Figure 3.2. SD does not alter the effect of DHK on MCH neuron excitability. (A) SD has 

no effect on the change in resting membrane potential induced by DHK. (B) SD has no 

effect on increased MCH neuron firing in response to DHK. (C) SD has no effect on 

decreased firing latency in response to DHK. 
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Figure 3.3. DHK induces a slow reversible current in MCH neurons that is primarily 

mediated by kainate receptors. (A) Representative voltage clamp trace showing the effect 

of DHK (100 μM) on an MCH neuron following Rest. (B) DHK induces an equivalent 

slow current in MCH neurons following Rest and SD. (C) The inward current induced by 

DHK is primarily mediated by KA receptors. Group I mGluR antagonists MPEP & 

LY367385 (LY) do not block the DHK effect. GYKI52466 (GYKI) does not block the 

DHK effect, while DNQX significantly reduces the current induced by DHK, suggesting 

that KA receptors mediate the bulk of this current. (D) Representative trace 

demonstrating that DNQX largely prevents the inward current induced by DHK. (E) 

Representative trace demonstrating that TTX has no effect on the inward current induced 

by DHK. (F) The current induced by DHK persists unchanged in the presence of TTX, 

implying that neuronal firing was not necessary for the effect. Additionally, a non-

selective glutamate transport inhibitor, L-trans-PDC, induces a dose-dependent current, 

mimicking the effects of DHK. The dashed line represents the mean current induced by 

DHK alone (from panel C). *P < 0.05, **P < 0.01, ***P < 0.001. 
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Figure 3.4. GLT1 modulates the evoked slow EPSC in MCH neurons. (A) Representative 

average traces showing the effect of DHK on the slow EPSC induced by evoking 

presynaptic glutamate release. (B) DHK occludes the slow EPSC induced by evoking 

presynaptic glutamate release. ǂǂǂǂ P < 0.0001 compared to baseline. 
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Figure 3.5. The slow EPSC induced by train stimulation is also mediated by kainate 

receptors. (A) Representative average traces from baseline, in the presence of 

GYKI52466, and in the presence of DNQX showing fast and slow EPSCs evoked in 

MCH neurons by train stimulation (20 pulses at 50 Hz). (B) Fast EPSC amplitudes during 

the 20 pulses. The fast EPSCs are primarily mediated by AMPA receptors (C,D) blocking 

KA receptors reduces the amplitude (C) and area (D) of the slow EPSC following train 

stimulation. (E-G) Proportion of remaining evoked current following blockade of AMPA 

receptors or AMPA/KA receptors for the fast EPSC (E), slow EPSC amplitude (F), and 

slow EPSC area (G). ǂ P < 0.05, ǂǂ P < 0.01, ǂǂǂǂ P < 0.0001 compared to baseline. 
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Table 3.1. Inward current induced by glutamate transport blockers in MCH 

neurons.  
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CHAPTER 4 

 

SLEEP DEPRIVATION INCREASES THE INTRINSIC 

EXCITABILITY OF MCH AND ORX NEURONS: PARADOXICAL 

IMPLICATIONS FOR SLEEP HOMEOSTASIS 
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4.1 INTRODUCTION 
 

Regulation of sleep/wake behaviour involves alternate activation of sleep- and 

wake-promoting neurons (Saper et al., 2010; Weber and Dan, 2016). The reciprocal 

activity of these neuronal populations is coordinated in part by changes to their synaptic 

afferents (Weber and Dan, 2016). Within the lateral hypothalamus (LH), there is a 

mutually-inhibiting circuit comprised of sleep-promoting melanin concentrating hormone 

(MCH) neurons (Modirrousta et al., 2005; Hassani et al., 2009) and wake-promoting 

orexin (ORX) neurons (Lee et al., 2005; Modirrousta et al., 2005). The distributions of 

MCH and ORX neuron perikarya overlap (Hahn, 2010), and both populations receive 

monosynaptic inputs from similar cell populations outside the LH (González et al., 2016). 

Excitatory synaptic transmission to both neuronal populations is modulated by prior sleep 

history (Chapters 2 and 3). The activation of MCH neurons promotes sleep (Konadhode 

et al., 2013; Blanco-Centurion et al., 2016), particularly rapid eye movement (REM) sleep 

(Jego et al., 2013; Vetrivelan et al., 2016), and these neurons are indirectly inhibited by 

ORX neurons (Apergis-Schoute et al., 2015). ORX neurons, conversely, promote wake 

(Adamantidis et al., 2007) and are inhibited by MCH (Rao et al., 2008).  

In addition to synaptic afferents, changes to the intrinsic membrane properties of 

ORX and MCH neurons could contribute to the reciprocal activity patterns of these 

neuronal populations, a concept known as intrinsic plasticity (Sehgal et al., 2013). For 

example, sleep fragmentation, a model for sleep disturbances associated with sleep apnea, 

decreases the intrinsic excitability of hippocampal CA1 neurons by reducing input 

resistance (Tartar et al., 2010). On the other hand, acute REM sleep deprivation increases 

the intrinsic excitability of pyramidal neurons in the medial prefrontal cortex through an 

unknown mechanism (Winters et al., 2011). Yet, other than sleep deprivation (SD) 

resulting in a mild depolarization in ORX neurons (Liu et al., 2011), very little is known 

regarding if and how sleep and wake states, and sleep need, impact the intrinsic 

excitability of MCH and ORX neurons.  

In this study, by applying whole-cell patch-clamp electrophysiology in acute 

hypothalamic slices prepared from rats that either underwent 6 h of SD or were left to 

sleep undisturbed for the same period (Rest), we revealed that SD induces intrinsic 

plasticity in both MCH and ORX neurons. SD paradoxically increases the intrinsic 
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excitability of MCH neurons and a subset of ORX neurons through separate mechanisms. 

These findings have implications for the homeostatic and non-homeostatic regulation of 

sleep/wake behaviour. 

 

4.2 METHODS 

 

4.2.1 ANIMALS 
 

All procedures were conducted in accordance with the Canadian Council on 

Animal Care and were approved by the Memorial University Institutional Animal Care 

Committee. The source, age, housing conditions and behavioral manipulations (SD or 

Rest) of rats were the same as in Chapter 2, as described in Section 2.3. Briefly, male 

Sprague Dawley rats were obtained from the breeding colony at Memorial University or 

from Charles River Canada (St. Constant, QC, Canada). Animals were housed in pairs 

under a 12 h light/12 h dark cycle (lights on at 08:00) in a colony room. Food and water 

were available ad libitum. Experiments were performed on brain slices from rats aged 29 

to 58 days old.  

  Rats were randomly assigned to one of two treatment groups at 08:00; one group 

underwent 6 h of sleep opportunity (Rest), and the other was subjected to 6 h of SD by 

gentle handling as previously described (Deurveilher et al., 2011) . Both groups were 

euthanized immediately after the respective conditions at 14:00 and brain slices were 

generated (see below). A total of 314 cells from 111 rats were included in the analyses 

reported in this study.   

 

4.2.2 IN VITRO ELECTROPHYSIOLOGY 
 
 The artificial cerebrospinal fluid (ACSF), slice preparation conditions, internal 

solution, and patch-clamp recording conditions were the same as in Chapter 2. Briefly, 

rats were deeply anesthetized with isoflurane and decapitated, and brains were quickly 

removed. Coronal brain slices (250 µm thick) through the hypothalamus were cut in ice-

cold ACSF containing (in mΜ): 126 NaCl, 2.5 KCl, 1.2 NaH2PO4, 1.2 MgCl2, 18 

NaHCO3, 2.5 glucose, 2 CaCl2. Slices were then incubated in ACSF at 33-34 °C for 30-
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45 mins and then at room temperature until recording. ACSF was continuously bubbled 

with O2 (95%) and CO2 (5%).     

 Patch-clamp recordings were performed on hemisected hypothalamic slices 

superfused with 30-34 °C ACSF at 2-2.5 ml/min. Picrotoxin (50 µM) was always present 

in the bath to block GABAA receptors. Under a differential interference contrast 

microscope (DM LFSA; Leica Microsystems), LH neurons that were located dorsomedial 

to the fornix and had a soma diameter of 10-20 µm were selected for recording. 

Recordings were performed using a Multiclamp 700B amplifier and pClamp 10.3 

software (Molecular Devices, Sunnyvale, CA). The whole-cell internal solution contained 

(in mM): 123 potassium gluconate, 2 MgCl2, 8 KCl, 10 Hepes, 0.2 EGTA, 5 Na2-ATP, 

0.3 Na2-GTP, adjusted to pH 7.29-7.30 with KOH. Biocytin (0.1-0.2%) was added to the 

internal solution to label recorded cells. Filled recording electrodes had a tip resistance of 

3-7 MΩ. 

 Once whole-cell access was achieved, a series of hyperpolarizing and depolarizing 

current steps (300 or 600 ms each) was applied to the cell to characterize its 

electrophysiological properties. ORX and MCH neurons, which have overlapping 

anatomical distributions (Hahn, 2010), were tentatively identified by their well-

established electrophysiological properties. MCH neurons are not spontaneously active in 

vitro, have a hyperpolarized RMP, lack H-current and rebound depolarization, and 

display spike-adaptation upon positive current injection (Alberto et al., 2011; Figure 

4.1A). ORX neurons are spontaneously active, have a depolarized resting membrane 

potential (RMP), display H-current when hyperpolarized, display rebound depolarization 

when hyperpolarizing current is removed, and have a uniphasic afterhyperpolarizing 

potential (Eggermann et al., 2003; Parsons et al., 2012a; Linehan et al., 2015; Figure 

4.2A) . All cells were filled with biocytin and the brain slices were processed for post-hoc 

immunohistochemistry to confirm the neurochemical identity of recorded cells (see 

below).  

Recordings were performed during the remainder of the light phase, and were 

discontinued prior to the beginning of the dark phase at 20:00. Neither time-since-

dissection (Appendix B), nor age of the rat (Appendix C), were correlated with measures 

in this study. 
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4.2.3 POST-HOC IMMUNOHISTOCHEMISTRY 
 

Post-hoc immunohistochemistry was conducted as in Chapter 2. Immediately 

following recording, brain slices containing biocytin-filled cells were placed in 10% 

formalin and fixed for >24 h at 4 °C. To confirm the transmitter phenotype of recorded 

cells, fixed slices were individually incubated with a cocktail of goat anti-orexin A 

(1:2000; sc-8070; Santa Cruz Biotechnology, Dallas, TX) and rabbit anti-MCH (1:2000; 

H-070-47; Phoenix Pharmaceuticals, Belmont, CA) antibodies for 3 days at 4 °C. Next, 

slices were incubated with secondary antibodies (1:500; Alexa 594-conjugated donkey 

anti-goat IgG, and Alexa 488-conjugated donkey anti-rabbit IgG) as well as Alexa 350-

conjugated streptavidin to visualize biocytin in recorded cells. Stained slices were 

examined with an epifluorescence microscope to examine for co-localization of biocytin 

with MCH or orexin-A. The immunohistochemical phenotype was confirmed for all cells 

included in this study. 

 

4.2.4 DRUGS 
 

Picrotoxin and biocytin were purchased from Sigma Aldrich Canada (Oakville, 

ON, Canada). 

 

4.2.5 DATA ANALYSIS 
 

Membrane capacitance and membrane resistance were measured using Clampex 

10.3 software (Molecular Devices, Sunnyvale, CA). Spontaneous action potential (AP) 

frequency, spike frequency adaptation (SFA) ratio, and AP waveform parameters were 

measured using MiniAnalysis 6.0 software (Synaptosoft, Decatur, GA). All other 

measures were analyzed using Clampfit 10.3 software (Molecular Devices, Sunnyvale, 

CA). Investigations of AP waveform parameters were done by averaging the last four 

complete APs (beginning from the threshold potential) during the 200 pA current step. 

RMP and threshold potential values were corrected for the liquid junction potential 

(Neher, 1992), which was +15.2 mV in our preparation. Statistical analyses were 

conducted with GraphPad Prism 6 (GraphPad Software, La Jolla, CA). The Holm-Sidak 
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post hoc test was used for all multiple comparisons. P values < 0.05 were considered 

statistically significant. Values are expressed as means ± SEM. 

 

4.3 RESULTS 

 

4.3.1 SD INCREASES THE INTRINSIC EXCITABILITY OF MCH NEURONS 

COMPARED TO REST 
 

We examined the effects of acute SD on the intrinsic electrophysiological 

properties of MCH neurons compared to Rest. SD had no effect on either membrane 

capacitance or membrane resistance (Table 4.1). SD also had no effect on RMP (n = 115 

cells for Rest, and n = 55 cells for SD; P = 0.2362, unpaired t-test; Figure 4.1B), which is 

consistent with the much smaller dataset in Chapter 3 (Figure 3.2A).  

In both Rest and SD conditions, not a single MCH neuron fired spontaneous APs. 

We next measured the effects of SD on MCH neuron excitability using a series of current 

steps (600 ms; Figure 4.1A). MCH neurons fired significantly more APs in response to 

positive current steps following SD compared to Rest (n = 96 cells for Rest, and n = 40 

cells for SD; P = 0.0066 for sleep state, 2-factor mixed model ANOVA; Figure 4.1C). 

Increased AP numbers following SD were not due to a shift in the AP threshold potential 

(Table 4.1). Many MCH neurons failed to respond with a single AP to the 50 pA current 

injection in both the Rest and SD conditions. Nonetheless, the ratio of MCH neurons that 

did respond to the 50 pA current step increased following SD (n = 14 for successes, and n 

= 80 for failures in Rest, and n = 14 for successes, and n = 26 for failures in SD; P = 

0.0116, Fisher’s exact test; Figure 4.1D). Several neurons also failed to respond with an 

AP to 100 pA and 150 pA current injections, but there was no difference between sleep-

state conditions (Figure 4.1D). In the neurons that responded with APs, there was a 

decrease in latency to the first spike from the onset of positive current injections of 100, 

150, and 200 pA in the SD condition (P ranged from 0.0039 to 0.0092, multiple unpaired 

t-tests corrected for multiple comparisons; Figure 4.1E). There was no difference in the 

latency to respond to 50 pA injections among the neurons fired an AP (P = 0.7910, 

unpaired t-test; Figure 4.1E). These results are consistent with a decrease in A-type 

potassium current (Carrasquillo and Nerbonne, 2014) following SD. Finally, to determine 
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whether changes in AP number following SD might also be due to a change in spike 

adaptation, we calculated the SFA ratio. This ratio was obtained by dividing the initial 

frequency calculated from the interval between the first two APs by the final frequency 

calculated from the interval between the last two APs (Venance and Glowinski, 2003). A 

minimum of three APs are therefore required to calculate this ratio. There was no 

difference in SFA ratio between Rest and SD in the neurons where SFA could be 

calculated (P > 0.076, multiple unpaired t-tests corrected for multiple comparisons; 

Figure 4.1F). 

 Together, these data indicate that the intrinsic excitability of MCH neurons is 

increased following SD compared to Rest, specifically via a reduction in latency to spike, 

likely due to a reduction in A-current. 

 

4.3.2 SD INCREASES THE INTRINSIC EXCITABILITY OF ORX NEURONS 

COMPARED TO REST 
 

We next examined the effects of acute SD on the intrinsic electrophysiological 

properties of ORX neurons. Again, SD had no effect on membrane capacitance or 

membrane resistance (Table 4.2). SD also had no effect on ORX neuron RMP (n = 83 

cells for Rest, and n = 61 cells for SD; P = 0.8964, unpaired t-test; Figure 4.2B). While 

ORX neurons fire spontaneously in vitro, there was no difference in the basal firing rate 

between Rest and SD (Table 4.2). To further examine the effects of SD on ORX neuron 

excitability, we used a series of current steps (600 ms; Figure 4.2A). ORX neurons fired 

significantly more APs in response to positive current injection following SD compared 

to Rest (n = 83 cells for Rest, and n = 61 cells for SD; P = 0.0001 for interaction effect, 

mixed model ANOVA; Figure 4.2C).  

Together, these data indicate that the intrinsic excitability of ORX neurons is 

increased following SD compared to Rest.   
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4.3.3 INCREASED ORX NEURON EXCITABILITY FOLLOWING SD IS DUE TO A 

REDUCTION IN AFTERHYPERPOLARIZATION. 
 

Increased AP numbers following SD were not due to a change in latency to the 

first spike from the stimulus onset (P = 0.5291 for sleep state, 2-factor mixed model 

ANOVA; Figure 4.2D), indicating that the mechanism for increased excitability is 

different between ORX and MCH neurons. The increase in AP numbers following SD 

compared to Rest in ORX neurons was predominantly apparent during the 200 pA current 

step (Figure 4.2C). We therefore compared various AP waveform parameters at this 

current intensity to determine whether there were any changes between sleep-state 

conditions. Following SD, there was no change in AP threshold potential (Table 4.2), 

amplitude (n = 81 cells for Rest, and n = 61 cells for SD; P = 0.2287, unpaired t-test; 

Figure 4.3A) or half-width (P = 0.1774, unpaired t-test; Figure 4.3B). We performed 

regression analyses on the grouped data for each measure to determine whether these 

measures were indeed independent of AP numbers. There was no correlation between AP 

amplitude and AP number (Figure 4.3E). However, there was a positive correlation 

between AP half-width and AP number (Figure 4.3F). In contrast, SD had a significant 

effect on the afterhyperpolarizing potential (AHP) compared to Rest; it reduced AHP 

amplitude (P = 0.0126, unpaired t-test; Figure 4.3C) and AHP area (P = 0.0008, unpaired 

t-test; Figure 4.3D). Again, we performed regression analyses to compare these measures 

with number of APs. Both AHP amplitude (Figure 4.3G) and AHP area (Figure 4.3H) 

were negatively correlated with number of APs induced with a 200 pA current step. 

 These data indicate that the AHP is smaller following SD compared to Rest in 

ORX neurons. This reduction in AHP is likely underlying the increase in number of APs 

observed at 200 pA following SD. 

 

4.3.4 SD INCREASES THE INTRINSIC EXCITABILITY OF D-TYPE, BUT NOT H-

TYPE, ORX NEURONS. 
 
 ORX neurons have previously been subdivided into two groups based on their 

electrophysiological properties (Williams et al., 2008; Schöne et al., 2011). D-type ORX 

neurons display depolarization capped with APs upon relief from a hyperpolarizing 

current (Figure 4.4A - left) while H-type ORX neurons display A-like current upon relief 
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of a hyperpolarizing current that delays the return of spontaneous APs (Schöne et al., 

2011; Figure 4.4A - right). In our hands, D-type and H-type ORX neurons had several 

other differences independent of sleep-state history; H-type neurons had a significantly 

larger membrane capacitance and AHP amplitude during spontaneous APs than did D-

type neurons, while D-type neurons had a significantly faster spontaneous firing rate and 

larger AP half-width during spontaneous APs than H-type neurons (Table 4.3). They did 

not differ in RMP, membrane resistance, or spontaneous AP amplitude (Table 4.3). There 

were previously no known differences between D-type and H-type ORX neurons in their 

roles in the regulation of sleep/wake states. 

Sleep-state conditions did not significantly affect the ratio of D-type versus H-

type neurons, at 1.96 (53/27) after Rest, and 1.07 (37/29) after SD (P = 0.0855, Fisher’s 

exact test; Figure 4.4B), with D-type neurons accounting for 60% of all ORX neurons 

recorded. We next examined whether the observed increases in ORX neuron excitability 

following SD occurred similarly between D-type and H-type neurons. In the Rest 

condition, D-type ORX neurons fired more APs than H-type neurons in response to a 200 

pA current step (2-factor mixed model ANOVA, D-type Rest versus H-type Rest, P > 

0.0344 for post hoc analysis; Figure 4.5A). SD selectively increased AP numbers in D-

type ORX neurons (2-factor mixed model ANOVA, D-type Rest versus D-type SD, P = 

0.01544 at 150 pA, and P = 0.0024 at 200 pA for post hoc analysis; Figure 4.5A) without 

affecting H-type ORX neurons compared to Rest (2-factor mixed model ANOVA, H-type 

Rest versus H-type SD, P > 0.4 for post hoc analysis; Figure 4.5A). SD had no effect on 

latency to first spike in either D-type or H-type ORX neurons (Figure 4.5C), which was 

different by ORX neuron subtype (Figure 4.5B,C). Because H-type ORX neurons display 

A-current (Schöne et al., 2011), we also examined their latency to respond following 

removal of a hyperpolarizing current (Figure 4.4A). SD had no effect on this latency (P = 

0.2396, unpaired t-test; Figure 4.5D). 

We next compared various parameters of the AP waveform at 200 pA, where D-

type ORX neurons alone had increased AP numbers in the SD condition (Figure 4.5A and 

Figure 4.6A). SD had no effect on the threshold potential for AP induction (Figure 4.5E), 

AP amplitude (Figure 4.6B), or half-width in either subtype (Figure 4.6C). However, D-

type ORX neurons had a larger AP half-width than H-type ORX neurons (P = 0.0379, 2-
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way ANOVA, main effect for ORX subtype; Figure 4.6C), similar to their spontaneous 

APs (Table 4.3). SD induced a decrease in AHP amplitude (P = 0.0054, 2-way ANOVA 

with post hoc analysis; Figure 4.6A,D) and area (P = 0.0011, 2-way ANOVA with post 

hoc analysis; Figure 4.6E) in D-type ORX neurons, while there was no change in AHP 

amplitude (P = 0.7673, 2-way ANOVA with post hoc analysis; Figure 4.6D) or area (P = 

0.3136, 2-way ANOVA with post hoc analysis; Figure 4.6E) in H-type ORX neurons. 

Changes in AHP can be accompanied by changes in spike frequency adaptation (Faber, 

2009; Ji et al., 2009). We therefore investigated SFA in D-type ORX neurons (Figure 

4.6A), as described above. SD decreased SFA ratio compared to Rest (P = 0.0083 for 

sleep-history, 2-factor mixed model ANOVA; Figure 4.6A,F), thus permitting more 

spikes to occur. 

Together, these data indicate that SD specifically increases the intrinsic 

excitability of D-type ORX neurons with no effect on H-type ORX neurons. In the SD 

condition, D-type ORX neurons fire more APs during positive current steps, exhibit less 

AHP, and have less SFA than in the Rest condition. 

 

4.4 DISCUSSION 
 
 We demonstrate that acute (6 h) SD increases the intrinsic excitability of both 

sleep-promoting MCH neurons and a subset of wake-promoting ORX neurons through 

different mechanisms. Following a period of neuronal inactivity (SD; Modirrousta et al., 

2005; Hassani et al., 2009), MCH neurons exhibit fewer failures to respond and a reduced 

latency to first spike during positive current steps, thus permitting an increase in APs, 

likely due to a smaller A-current. Contrastingly, following a period of neuronal activity 

(SD; Lee et al., 2005; Modirrousta et al., 2005), D-type ORX neurons exhibit reduced 

AHP and spike adaptation, permitting more APs during positive current steps. These 

results indicate that intrinsic plasticity in LH neurons is occurring with SD, which may 

alter future synaptic activity (Sehgal et al., 2013), and may therefore be involved in 

sleep/wake regulation. 

 MCH neurons appear to exhibit a reduction in A-current following SD compared 

to Rest. A-current is a voltage-dependent, rapidly inactivating potassium current that 

counters membrane depolarization, thus transiently delaying firing  (Nadin and 
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Pfaffinger, 2010). It is well-recognized for its role in regulating the excitability of a 

variety of neurons (Carrasquillo and Nerbonne, 2014). Several other sleep/wake 

regulatory populations exhibit A-current (Kamondi et al., 1992; Pan et al., 1994; Kim et 

al., 2009; Ishibashi et al., 2016), including ORX neurons (H-type; Burdakov et al., 2004; 

Schöne et al., 2011). In H-type ORX neurons, SD induced no detectable change in A-

current, suggesting that a reduction in A-current following SD is specific to MCH 

neurons. A-current in MCH neurons could be positively or negatively regulated by a 

variety of neuromodulators that change their tones with sleep/wake state. For example, 

histamine has been shown to increase A-current (Sethi et al., 2011). However, the 

neuronal population containing this neurotransmitter is most active during wake 

(Takahashi et al., 2006) when A-current in MCH neurons is reduced, suggesting that 

another mechanism likely explains our results. One such possibility is via an increase in 

A-current during Rest (rather than a decrease in A-current during SD) through an 

endocannabinoid-dependent mechanism (Tang et al., 2005; Zou et al., 2016). MCH 

neurons release endocannabinoids upon depolarization (Huang et al., 2007), and this 

could occur during REM sleep or in the Rest condition, when MCH neurons are active 

(Hassani et al., 2009). Finally, MCH neurons express both orexin receptors and the κ-

opioid receptor (Parks et al., 2014b). Orexin-A and KOR agonists can decrease A-current 

(McDermott and Schrader, 2011; Ishibashi et al., 2016), suggesting that abundant ORX 

neuron activity during SD could be driving the observed decrease in A-current in MCH 

neurons via orexin and/or its cotransmitter dynorphin, a KOR agonist  (Chou et al., 2001; 

Muschamp et al., 2014). This increase in excitability of sleep-promoting MCH neurons 

following prolonged wake could promote transition to sleep, and may be a novel 

mechanism for the homeostatic regulation of sleep/wake behaviour. 

 D-type ORX neurons also displayed increased intrinsic excitability following SD, 

with no change in H-type ORX neurons. These two subpopulations have overlapping but 

distinct distributions within the orexinergic field of the LH (Williams et al., 2008). 

Williams et al. reported a D-type to H-type ratio of about 2.5, while we observed a D-type 

to H-type ratio of about 1.5. Of interest is their relative distribution along the mediolateral 

axis; D-type ORX neurons are more abundant medially, whereas H-type ORX neurons 

are more frequent laterally (Williams et al., 2008). Yet, whether these two ORX neuron 
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subpopulations are truly distinct, or whether ORX neurons can switch between the two 

phenotypes, is unknown. It has previously been postulated that medial ORX neurons may 

be involved in arousal while lateral ORX neurons may be involved in reward (Harris and 

Aston-Jones, 2006). Several studies have since provided support for this hypothesis. 

Lateral, but not medial, ORX neurons support the learned association of environmental 

context with drug reward (Harris et al., 2007), are preferentially activated by morphine 

preference in a learned context (Richardson and Aston-Jones, 2012), and are activated by 

the lateral septum during drug context learning (Sartor and Aston-Jones, 2012). Medial 

and perifornical, but not lateral ORX neurons show a significant correlation between 

expression of the immediate early gene Fos and diurnal rhythms (Estabrooke et al., 2001). 

The neurons recorded in my study were located dorsomedial to the fornix, and are 

therefore a population likely to be involved in sleep/wake regulation. Indeed, our data 

further supports this mediolateral distinction, where medial (more frequently D-type) 

ORX neurons are particularly implicated in sleep/wake regulation and lateral ORX 

neurons may be implicated in reward. Whether D-type and H-type ORX neurons located 

laterally demonstrate similar changes following SD is not known. 

 One previous report illustrated that SD has an excitatory effect on ORX neurons, 

inducing a mild depolarization of their RMP through increased intracellular ATP (Liu et 

al., 2011). We did not observe a change in RMP in ORX neurons following SD, but this 

could be due to a difference in methodology. Liu et al. employed perforated patch clamp, 

whereas we used the whole-cell patch clamp configuration. Due to the continuous 

environment between the cytosol and the pipette solution in our setup, any small 

differences in ATP concentration would be lost through diffusion. Nonetheless we did see 

a decrease in AHP and spike adaptation in D-type ORX neurons following SD, which 

may be due to a reduction in calcium-dependent potassium conductance. Both BK and SK 

channels are calcium activated potassium channels that can mediate the AHP and spike 

adaptation (Sah and Faber, 2002; Stocker, 2004). BK, or big conductance, channels also 

influence AP half-width (Sah and Faber, 2002). AP half-width was unaffected in D-type 

neurons following SD (Figure 4.6C), indicating that another channel may be responsible 

for the observed changes. SK, or small conductance, channels generally do not affect AP 

half-width (Sah and Faber, 2002). Like A-current (discussed above), SK-current is 
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sensitive to a variety of factors that change with sleep/wake states such as serotonin or 

noradrenaline. Both of these neuromodulators can reduce SK-current via the 5-HT1A 

receptor and α1/β adrenergic receptors, respectively (Wagner et al., 2001; Grunnet et al., 

2004; Maingret et al., 2008). ORX neurons express the 5-HT1A receptor (Muraki et al., 

2004), and at least a subset of ORX neurons express the α1 adrenergic receptor 

(Modirrousta et al., 2005; Yamanaka et al., 2006), The neuronal populations releasing 

serotonin and noradrenaline in the LH are primarily active during wake (Takahashi et al., 

2010; Sakai, 2011).  

Finally, glutamate can reduce SK-current via activation of group I metabotropic 

glutamate receptors (mGluRs) in cortical neurons (Sourdet et al., 2003). ORX neurons 

receive glutamatergic afferents from a variety of sources, including other wake-promoting 

brain areas (Henny and Jones, 2006a, 2006b; Yoshida et al., 2006) and local neurons (Li 

et al., 2002; Acuna-Goycolea et al., 2004; Yamanaka et al., 2010). ORX neurons are 

directly activated by agonists to group I mGluRs (Huang and van den Pol, 2007), 

indicating that this is another potential pathway for the reduction in SK current in D-type 

ORX neurons following SD. Glial glutamate transporter 1 (GLT1) is reduced around 

ORX neurons following SD (Figure 2.2H), resulting in increased activation of 

presynaptic glutamate receptors (Figure 2.6 and Figure 2.7). It is therefore possible that 

SD-dependent changes in glial GLT1 localization around ORX neurons recruits both 

presynaptic and postsynaptic glutamate receptors, thus impacting both synaptic 

transmission (Chapter 2) and intrinsic excitability (this Chapter). This increase in 

excitability of wake-promoting ORX neurons following SD may be a novel mechanism 

facilitating the maintenance of wake, when necessary, with mounting sleep pressure. 

 

4.5 CONCLUSIONS 
 

In conclusion, these data indicate that SD paradoxically increases the intrinsic 

excitability of both sleep-promoting MCH neurons and wake-promoting D-type ORX 

neurons through a reduction in different potassium currents. These unexpected findings 

indicate that in addition to synaptic plasticity at glutamatergic afferents, there is also 

plasticity of membrane excitability in MCH and D-type ORX neurons with sleep and 
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wake states. This intrinsic plasticity has implications for both homeostatic and non-

homeostatic regulation of sleep/wake behaviour.  
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Figure 4.1. Sleep deprivation increases the intrinsic excitability of MCH neurons by 

reducing firing latency. (A) Representative traces of an MCH neuron from Rest and SD 

with similar RMPs. A series of 600 ms hyperpolarizing and depolarizing current steps 

were applied to assess neuron excitability. Measures for panels B-to-F were obtained 

from these recordings. (B) SD has no effect on RMP in MCH neurons. (C) SD increases 

the number of action potentials (APs) in response to positive current steps compared to 

Rest. (D) The percentage of MCH neurons responding to current injections with at least 

one AP, by sleep-state condition. (E) The latency between current onset and the first AP 

is reduced in MCH neurons at 100, 150, and 200 pA. (F) Spike-frequency adaptation is 

unchanged following SD compared to Rest. *P < 0.05, **P < 0.01 for sleep-state 

condition. 
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Figure 4.2. Sleep deprivation increases the intrinsic excitability of ORX neurons. (A) 

Representative traces of an ORX neuron from Rest and SD with similar RMPs. A series 

of 600 ms hyperpolarizing and depolarizing current steps were applied to assess neuron 

excitability. (B) Sleep deprivation has no effect on RMP in ORX neurons. (C) SD 

increases the number of action potentials (APs) in response to positive current steps. (D) 

Unlike in MCH neurons, there is no change in latency to first spike in ORX neurons. *P < 

0.05 for sleep-state condition. 
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Figure 4.3. Sleep deprivation reduces the afterhyperpolarization in ORX neurons at a 200 

pA depolarizing current. SD has no effect on AP amplitude (A) or half-width (B). SD 

decreases both the AHP amplitude (C) and the AHP area (D). (E) Regression analysis 

demonstrating a lack of correlation between the number of APs and AP amplitude. (F) 

Regression analysis demonstrating that the number of APs and AP half-width are 

positively correlated. (G, H) Regression analyses demonstrating that both AHP amplitude 

(G) and AHP area (H) are negatively correlated with number of APs.  *P < 0.05, 

***P<0.001 for sleep-state condition. 
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Figure 4.4. Sleep deprivation does not change the ratio of D-type and H-type ORX 

neurons. (A) Representative traces from a D-type ORX neuron (left), and an H-type ORX 

neuron (right). They are easily distinguishable by their firing behaviour immediately upon 

relief from a hyperpolarizing current. (B) There is no difference in the ratio between D-

type and H-type ORX neurons in response to SD. 
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Figure 4.5. Sleep deprivation increases the intrinsic excitability of D-type, but not H-

type, ORX neurons. (A) SD increases firing with current injection in D-type ORX 

neurons. (B) Representative trace from a D-type ORX neuron (blue) and an H-type ORX 

neuron (orange) demonstrating their first spike in response to a 50 pA depolarizing 

current. Inset: The APs are lined up by their threshold potential. The vertical scale bar 

represents 20 mV and the horizontal scale bar represents 2 ms. (C) SD has no effect on 

latency to first spike for either ORX subpopulation. D-type neurons have a significantly 

shorter firing latency than H-type ORX neurons. (D) Latency to first spike following a 

200 pA hyperpolarizing current (see Figure 4.4A) in H-type ORX neurons. (E) SD has no 

effect on AP threshold potential either ORX neuron subpopulation. *P < 0.05, **P<0.01 

for sleep-state condition. #P < 0.05, ###P <0.001 for ORX neuron subpopulation. 
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Figure 4.6. A decrease in both AHP and spike adaptation underlie the increase in intrinsic 

excitability in D-type ORX neurons following sleep deprivation. (A-F) Analysis of APs 

induced by a 200 pA depolarizing current step. (A) Representative traces from D-type 

ORX neurons following Rest (top) and SD (bottom). Inset: The APs are lined up by their 

threshold potential. The vertical scale bar represents 20 mV and the horizontal scale bar 

represents 5 ms. (B) SD has no effect on AP amplitude. (C) SD has no effect on AP half-

width in either ORX subpopulation. (D,E) SD decreases AHP amplitude (D) and area (E) 

specifically in D-type ORX neurons. (F) SD also decreases SFA in D-type ORX neurons 

(visible in A). *P < 0.05, **P<0.01 for sleep-state condition. #P < 0.05 for ORX neuron 

subpopulation. 
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Table 4.1. Membrane properties of MCH neurons by sleep-state condition. 
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Table 4.2. Membrane properties of MCH neurons by sleep-state condition. 
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Table 4.3. Intrinsic properties of D-type and H-type ORX neurons by sleep-state condition. 
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CHAPTER 5 

 

 GENERAL DISCUSSION 
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There are three major findings in this thesis. First, acute SD (6 h) alters GLT1 

juxtaposition with the somata of sleep/wake regulatory neurons of the LH, but not the BF. 

The change in juxtaposition between GLT1 and ORX and MCH neuron somata following 

SD is opposite for these wake- and sleep-promoting LH neurons, and is reversible by a 

subsequent 3 h period of sleep opportunity (Chapter 2). Second, excitatory synaptic 

transmission to both ORX and MCH neurons is altered by SD in a manner consistent with 

the changes in GLT1 distribution. SD decreases GLT1 juxtaposition with ORX neurons 

while decreasing release probability at excitatory afferents to these neurons. This is due to 

tonic presynaptic inhibition via group III mGluRs, and results in metaplasticity at these 

synapses following SD (Chapter 2). Meanwhile, SD increases GLT1 juxtaposition with 

MCH neurons, and reduces the amplitude of a KA receptor-mediated slow EPSC induced 

by train stimulation (Chapter 2 and Chapter 3).  

Third, acute SD induces intrinsic plasticity in LH neurons. It increases the 

excitability of both MCH and D-type ORX neurons by altering different membrane 

properties (Chapter 4). MCH neurons exhibit an increase in AP firing during positive 

current injections due to a decrease in latency to first spike, indicating a likely reduction 

in A-current following SD. D-type ORX neurons also demonstrate increased AP firing 

during positive current injections, but this is due to a decrease in AHP and a reduction in 

spike adaptation, potentially indicating a reduction in SK-current following SD (Chapter 

4). Intrinsic excitability in H-type ORX neurons was unchanged. This cell subtype 

selectivity contrasts with the synaptic plasticity following SD (Chapter 2); release 

probability was reduced in excitatory afferents to both D-type and H-type ORX neurons 

following SD (Figure D.1). 

Of note, while GLT1 juxtaposition with sleep/wake neurons was examined in 

Wistar rats, electrophysiological studies were performed using Sprague Dawley rats 

(Chapters 2 and 3). I was able to confirm that an increase in PPR in excitatory afferents to 

ORX neurons following SD in Wistar rats (Appendix E, Figure E.1) was very similar to 

that observed in Sprague-Dawley rats (Figure 2.6A). It is therefore unlikely that strain 

differences would confound the interpretation of the results. 

Together, these data establish that acute SD induces synaptic and intrinsic 

plasticity in both ORX and MCH neurons via distinct presynaptic and postsynaptic 
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mechanisms. These findings have important implications for the homeostatic regulation 

of sleep. 

 

5.1 REDISTRIBUTION OF GLT1 DURING SD 
 

As briefly discussed in Section 2.5, GLT1 remodelling during SD could occur 

through a variety of mechanisms including GLT1 redistribution within astrocytic 

processes, or structural withdrawal or protrusion of astrocytic processes themselves. 

  

5.1.1 GLT1 REDISTRIBUTION WITHIN ASTROCYTIC PROCESSES 
 

If GLT1 is redistributing within astrocytic processes, the most likely mechanism is 

via glutamate-mediated motility and trafficking. GLT1 juxtaposition is lowest in both 

ORX and MCH neurons following periods of higher neuronal activity (Chapter 2), when 

the drive from excitatory afferents is stronger. Both GLT1 motility within the plasma 

membrane (Murphy-Royal et al., 2015), and GLT1 trafficking between the membrane and 

intracellular compartments (Nakagawa et al., 2008), may be involved and can both be 

initiated and promoted by glutamate itself, as previously demonstrated.  

GLT1 internalization and degradation have also been reported to be mediated by 

protein kinase C (PKC; González et al., 2005; Sheldon et al., 2008; García-Tardón et al., 

2012) independent of glutamate. A variety of neuromodulators that are released during 

wake can activate PKC in astrocytic cell cultures, including NA (Drouva et al., 1991; 

Juric et al., 2008), HA (Lipnik-Stangelj and Carman-Krzan, 2004; Wang et al., 2013), 5-

HT (Li et al., 2008), and orexin peptides (Shu et al., 2014, 2016). Thus, these 

neuromodulators could also mediate SD-dependent GLT1 redistribution via PKC 

signaling within astrocytic processes. 

 

5.1.2 STRUCTURAL PLASTICITY OF ASTROCYTIC PROCESSES 
 

SD-induced structural plasticity of astrocytic processes is another likely 

explanation for changes in GLT1 juxtaposition with LH neurons. Structural plasticity of 

astrocytes has previously been demonstrated in other hypothalamic areas. In the SCN, 

astrocytic coverage of circadian pacemaker neurons changes in a rhythmic manner over 
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the 24 h circadian period (Becquet et al., 2008). In the supraoptic nucleus (SON), 

astrocytic coverage of magnocellular neurons decreases with a variety of homeostatic 

challenges such as parturition, lactation, and dehydration (Theodosis and Poulain, 1993). 

During lactation, this structural plasticity results in reduced GLT1 efficacy, increased 

glutamate diffusion and presynaptic inhibition in the SON (Oliet et al., 2001). These 

changes in excitatory transmission are similar to those I observed with ORX neurons 

following acute SD. It is therefore plausible that similar changes in astrocytic coverage 

are occurring in the LH in response to acute SD.   

Astrocytic processes that associate with synapses are particularly motile, changing 

in shape, orientation, and location on the order of minutes (Haber et al., 2006). This has 

primarily been demonstrated in the hippocampus (Haber et al., 2006; Bernardinelli et al., 

2014; Perez-Alvarez et al., 2014; Krzisch et al., 2015), but is also known to occur in the 

barrel cortex (Perez-Alvarez et al., 2014). I examined GLT1 juxtaposition with LH 

neuron somata, not dendrites or dendritic spines where most excitatory synapses usually 

occur (Sheng and Hoogenraad, 2007). Yet, ORX neurons are unconventional in that they 

receive more than five excitatory synapses for every inhibitory synapse to their somata 

(Horvath and Gao, 2005). Therefore, changes in somatic juxtaposition with GLT1 may be 

highly impactful in these neurons. Whether MCH neurons have a similar input 

distribution is currently unknown. 

Structural plasticity of astrocytic processes occurs through actin remodelling 

downstream of astrocyte Ca2+ transients (Haber et al., 2006; Molotkov et al., 2013). Actin 

remodelling in astrocytes can occur rapidly through redistribution of pre-existing proteins 

rather than de novo protein synthesis (Safavi-Abbasi et al., 2001), consistent with the fast 

rate of astrocyte process remodelling in the hippocampus (Haber et al., 2006).  Again, 

several neuromodulators with changing tones across sleep and wake may be initiating 

such structural plasticity. For one, NA results in propagating Ca2+ waves in astrocytes in 

awake mice (Ding et al., 2013). It has been proposed that NA release during wake, which 

typically occurs through non-synaptic (i.e., volume) transmission in the cortex (Cohen et 

al., 1997), changes the astrocyte network “gain” to make astrocytes more responsive to 

local neuronal activity (Paukert et al., 2014). While it is possible that NA during forced 

wake is facilitating opposite effects on astrocyte process juxtaposition with wake-active 
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ORX neurons and REM sleep-active MCH neurons, other signals may more readily 

account for the opposite changes observed following SD. 

 One possibility is another neuromodulator, acetylcholine (ACh). ACh induces 

Ca2+ signaling in astrocytes (Shelton and McCarthy, 2000; Takata et al., 2011; Chen et 

al., 2012). Unlike NA neurons, cholinergic neurons in the BF and the mesopontine 

tegmentum are active during both wake and REM sleep (Hassani et al., 2009a; Boucetta 

et al., 2014). While BF cholinergic neurons make few to no synaptic contacts with LH 

neurons (Henny and Jones, 2006a, 2006b; Agostinelli et al., 2016), the LH receives 

significant cholinergic projections from the mesopontine tegmentum (Bayer et al., 1999), 

and axonal cholinergic varicosities were commonly observed in the LH (Henny and 

Jones, 2006b). Like NA, ACh can be released through volume transmission (Picciotto et 

al., 2012) and may also tune astrocyte network “gain” to be responsive to local neuronal 

activity. Thus, cholinergic input to the LH could prime astrocytes to respond with 

structural remodelling of their processes to ORX neuron activity during wake (Lee et al., 

2005) and MCH neuron activity during REM sleep (Hassani et al., 2009b), thereby 

facilitating the observed differences in GLT1 apposition with these two neuronal 

populations. Finally, other sleep/wake neuromodulators such as HA (Shelton and 

McCarthy, 2000) and 5-HT (Schipke et al., 2011) induce Ca2+ signalling in astrocytes, 

and may also be involved in wake-dependent structural plasticity in astrocytes.  

ORX and MCH neurons are intermingled throughout the LH (Hahn, 2010), yet 

whether single astrocytes are juxtaposed with both ORX neurons and MCH neurons is 

unknown. Astrocytes in the neocortex and hippocampus are distributed in a tile-like 

pattern with non-overlapping territories (Bushong et al., 2002; Halassa et al., 2007). 

Within a single astrocyte, microdomains of astrocytic processes are capable of responding 

to and modulating synaptic activity in their vicinity (Grosche et al., 1999; Panatier et al., 

2011; Shigetomi et al., 2013). If astrocytes in the LH also have non-overlapping 

territories, a single astrocyte could be exclusively juxtaposed with both ORX and MCH 

neurons, and exhibit opposite changes in GLT1 apposition with these neurons during SD. 

Alternatively, different subpopulations of astrocytes within the LH could be regulating 

ORX or MCH neurons. For example, in the basal ganglia, different subpopulations of 

astrocytes differentially respond to and regulate two intermingled populations of medium 
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spiny neurons (Martín et al., 2015). Further, in the hippocampus, different subpopulations 

of astrocytes responded to different combinations of neuromodulators that change their 

tone with sleep and wake (Shelton and McCarthy, 2000). If such subpopulations of 

astrocytes are also present in the LH, and express receptors to different neuromodulators, 

they could explain the opposite changes in GLT1 apposition with ORX and MCH 

neurons during acute SD.  

 

5.1.3 OTHER CONSIDERATIONS 

 

In addition to the mechanisms discussed above, there may be other explanations 

for changes in GLT1 juxtaposition with ORX and MCH neurons during SD. A previous 

report demonstrated that acute SD by gentle handling (4 h), or acute and chronic 

administration of modafinil, a wake promoting pharmaceutical that is used to treat 

narcolepsy, increased the frequency of miniature EPSCs (mEPSCs) in mouse ORX 

neurons (Rao et al., 2007). In the same study, chronic treatment with modafinil increased 

the number of anatomically-identified excitatory synapses on ORX neuron somata (Rao 

et al., 2007). A change in synapse number during SD could change the proportion of the 

somatic surface in apposition with GLT1 in LH neurons. While I have not done 

ultrastructural analyses, I did examine mEPSCs in both ORX and MCH neurons 

following Rest and SD in the rat (Appendix F). SD (6 h) had no effect on mEPSC 

frequency in ORX neurons compared to Rest (Figure F.1C). The discrepancy between my 

data and those from Rao et al. could be due to species differences, or it could be due to 

progressive changes occurring during prolonged wake. For example, following 4 hours of 

SD, Rao et al. observed an increase in mEPSC frequency in ORX neurons, potentially 

due to an increase in the number of excitatory synapses on their somata. Following 6 

hours of SD, I did not observe a change in mEPSC frequency compared to Rest, while 

paired pulse ratio was increased (Figure 2.6A). It is possible that a decrease in release 

probability begins between 4 and 6 hours of SD to compensate for an earlier increase in 

synapse number, thus leading to no net change in mEPSC frequency following 6 hours of 

SD. Regardless, these data give little indication to whether changes in synapse number 

could be contributing to changes in GLT1 apposition with ORX neurons. 
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In MCH neurons, acute SD (6 h) did increase the frequency of mEPSCs compared 

to Rest (Figure F.1E) without a change in release probability (Figure 2.8A), suggesting 

that MCH neurons may receive more excitatory synapses following SD than following 

Rest. This is opposite to what one would predict based on GLT1 apposition, as GLT1 

apposition with MCH neurons is higher, not lower, following SD (Figure 2.2H). The 

distribution of excitatory synapses on MCH neurons is not currently known. An increase 

in synapse number could be occurring within the dendritic arbor rather than on the soma. 

However, GLT1 is primarily located in astrocytic membranes facing synapses (Chaudhry 

et al., 1995). Therefore, increased somatic glutamatergic synapse number following SD 

could lead to increased GLT1 apposition. 

 

5.2 OTHER POSSIBLE CONSEQUENCES OF CHANGES IN GLT1 

JUXTAPOSITION 
 

Alterations in juxtaposition of glutamate transporters with LH neurons could have 

implications beyond glutamatergic synaptic transmission. For example, neuronal and glial 

glutamate transport via EAAC1 and GLAST has been shown to modulate GABAergic 

transmission in many brain regions. In the midbrain periaqueductal gray, blocking the 

neuronal glutamate transporter EAAC1 results in presynaptic inhibition of GABAergic 

transmission (Drew et al., 2008). In the cerebellum, blocking the glial glutamate 

transporter GLAST has the opposite effect, increasing GABAergic transmission to 

Purkinje neurons through activation of presynaptic NMDA receptors (Huang and Bordey, 

2004).  

GLT1 has also specifically been implicated in modulating fast inhibitory 

transmission. In the dorsal horn of the spinal cord, blocking GLT1 decreases evoked 

inhibitory postsynaptic current (IPSC) amplitude, and decreases miniature IPSC 

amplitude and frequency (Jiang et al., 2012). In the hippocampus and SON, GLT1 

prevents presynaptic inhibition of GABAergic transmission by preventing the activation 

of group III mGluRs on GABAergic terminals (Semyanov and Kullmann, 2000; Piet et 

al., 2003, 2004). A decrease in astrocytic coverage of SON neurons during lactation 

increased heterosynaptic signalling from excitatory synapses to inhibitory synapses due to 

increased glutamate diffusion (Piet et al., 2004). This led to the inhibition of GABAergic 
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transmission through activation of presynaptic group III mGluRs (Piet et al., 2004). 

GABAergic afferents to the SON also express KA receptors, and their impact on 

inhibitory synaptic transmission changes from facilitation to inhibition during lactation, 

due to increased concentrations of extracellular glutamate (Bonfardin et al., 2010).  

Due to the wide array of glutamate receptors that can be present on GABAergic 

synaptic terminals, changes in GLT1 juxtaposition with LH neurons during SD may 

facilitate or inhibit GABAergic transmission to these neurons as well.   

 

5.3  INTEGRATING SYNAPTIC AND INTRINSIC PLASTICITY IN RESPONSE TO 

SD 
 

I have determined that a variety of changes in synaptic transmission and intrinsic 

excitability occurred in ORX and MCH neurons following SD compared to Rest 

(summarized in Table G.1). Importantly, measures that were altered by SD were not 

affected by how long the brain tissue was kept in vitro (Time-Since-Dissection; Appendix 

B), indicating that the effects of SD did not dissipate in vitro and that circadian influences 

were minimal over the experimental window. Likewise, these measures were not 

impacted by the age of the rat (Appendix C). 

In wake-promoting ORX neurons, the decrease in glutamate release from 

excitatory afferents following SD may promote homeostatic transition to sleep. Yet, D-

type ORX neurons concurrently demonstrate an increase in intrinsic excitability that 

would promote maintenance of the wake state. Following SD, MCH neurons also display 

an increase in intrinsic excitability that may contribute to sleep homeostasis. They also 

have a higher frequency of mEPSCs following SD, which also appears homeostatic. Yet, 

SD decreases the slow EPSC in these neurons, reducing the temporal summation of 

excitatory signals and favouring wake maintenance. While many SD-dependent changes 

appear contradictory, they could work together effectively to control the output of these 

sleep/wake neuronal populations according to behavioural need. After all, the specific 

output of a neuron is determined by the integration of its synaptic input and its intrinsic 

membrane properties (Sehgal et al., 2013).  
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In the next several sections, I will discuss each combination of neuronal 

population and sleep-state condition in turn, and propose how these seemingly disparate 

changes could work together for the appropriate control of sleep and wake. 

 

5.3.1 ORX NEURONS DURING REST 
 

In the Rest condition, ORX neurons and many neuronal populations that send 

excitatory afferents to them would be inactive (see Table A.1). Under this behavioral 

state, ORX neurons are under tonic inhibition from GABAergic neurons in the preoptic 

area (Koyama and Hayaishi, 1994; Suntsova et al., 2002; Saito et al., 2013), from MCH 

neurons (Rao et al., 2008) and likely from non-MCH GABAergic neurons from the LH 

(Hassani et al., 2010). GLT1 apposition is high, limiting glutamate diffusion (Figure 2.2). 

Excitatory afferents to ORX neurons have a high release probability due to the absence of 

inhibitory tone through presynaptic mGluRs (Figure 2.6). Under these conditions, should 

wake-promoting excitatory signals arrive, they would likely stimulate ORX neurons 

efficiently. Further, because excitatory terminals synapsing onto ORX neuron somata 

outnumber the inhibitory terminals by over five to one (Horvath and Gao, 2005), 

excitatory input in this area may quickly overcome the sleep-promoting GABAergic tone, 

activating ORX neurons, and facilitating transitions to wake.  

 

5.3.2 ORX NEURONS DURING SD 
 

In the SD condition, ORX neurons and many of their excitatory afferents would 

be active (see Table A.1). GLT1 apposition is low permitting increased glutamate 

diffusion from release sites (Figure 2.2). Consequently, excitatory afferents to ORX 

neurons have a reduced release probability due to tonic presynaptic inhibition through 

presynaptic group III mGluRs (Figure 2.6). Under these conditions, sparse wake-

promoting signals would be selectively suppressed. This may be a neuronal correlate of 

sleepiness, which aids transitions from wake to sleep.  

However, ORX neurons maintain the ability to promote wake following acute SD, 

should the need to maintain wake be sufficiently strong. For one, short-term synaptic 

depression during high frequency transmission at excitatory synapses is reduced 
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following SD (Figure 2.7), indicating that high intensity excitatory input can reliably 

drive ORX neurons in this condition. Second, D-type ORX neurons have increased 

intrinsic excitability following SD. Nonetheless, Strong synaptic excitatory drive would 

be required for this increase in excitability to become apparent, as it was only observed 

when large positive current injections were applied to these neurons (Figure 4.4).  

The ability of ORX neurons to increase firing in response to strong excitatory 

input could be important for sustaining wake against mounting sleep pressure. ORX 

neurons can drive other wake-promoting neurons by releasing the excitatory transmitters 

glutamate and orexin peptides (Hagan et al., 1999; Brown et al., 2002; Arrigoni et al., 

2010; Schöne et al., 2012, 2014); however, ORX neurons only release the wake-

promoting orexin peptides under fast firing frequencies (Schöne et al., 2014). Because the 

same excitatory stimulus induces faster firing in D-type ORX neurons during SD than in 

Rest, D-type ORX neurons would more readily reach firing frequencies necessary for 

orexin peptide release in response to less synaptic excitatory drive following acute SD. 

This extra excitatory push may temporarily rebuff the inhibitory effects of increasing 

extracellular adenosine (Section 1.2.5) when there is an imperative need to maintain wake 

and alertness. 

 

5.3.3 MCH NEURONS DURING REST 
 

In the Rest condition, MCH neurons are active (see Table A.1). GLT1 apposition 

is low, permitting glutamate diffusion (Figure 2.2). In this condition, train stimulation 

results in a large slow EPSC (Figure 2.8). This indicates that there is robust temporal 

summation of excitatory currents in the Rest condition that could effectively depolarize 

MCH neurons. MCH neurons can release endocannabinoids when depolarized which 

results in the disinhibition of MCH neurons through the presynaptic inhibition of 

GABAergic transmission (Huang et al., 2007). Decreased GLT1 apposition during Rest 

could therefore strengthen excitatory transmission to MCH neurons through KA receptor-

mediated slow EPSCs (Figure 3.5), and potentially result in decreased inhibitory input 

through retrograde endocannabinoid signalling, both of which would promote MCH 

neuron firing, likely contributing to sleep maintenance.  
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However, MCH neurons also have a large A-like current which becomes more 

prominent during Rest. There is consequently a low likelihood that small depolarizing 

currents will result in APs (Figure 4.1). These results suggest that while excitatory 

afferents can activate MCH neurons more efficiently during Rest, as excitatory drive to 

MCH neurons decreases with sleep satiety, activity of these neurons would become 

sparse, perhaps facilitating homeostatic transitions to Wake.  

 

5.3.4 MCH NEURONS DURING SD 
 

In the SD condition, MCH neurons are inactive (see Table A.1). GLT1 apposition 

is high, limiting glutamate diffusion (Figure 2.2). In this condition, train stimulation 

results in a reduced slow EPSC (Figure 2.8). This indicates that during SD, there is less 

temporal summation of excitatory currents than during Rest. However, since there is an 

increase in mEPSC frequency in these neurons during SD that is unaccompanied by a 

change in paired pulse ratio (See Figure 2.8A and Figure F.1E), there are likely more 

excitatory synapses on these neurons following acute SD. This could negate the effects of 

reduced temporal summation of excitatory currents. 

Additionally, intrinsic excitability of MCH neurons increases during SD due to a 

reduction in A-like current. This raises the likelihood that sleep-promoting MCH neurons 

will fire APs in response to small and/or brief depolarizing currents (Figure 4.1). This 

intrinsic plasticity in MCH neurons may increasingly promote sleep as wake progresses.  

 

 

Many forms of synaptic and intrinsic plasticity were observed in ORX and MCH 

neurons following acute SD compared to Rest. However, my interpretations of their 

effects on sleep/wake activity are constrained, because it is not known whether all or 

some of these changes occur simultaneously, or whether some precede (and inform) 

subsequent changes. This is especially true for MCH neurons. For example, does 

temporal summation of KA receptor currents increase in Rest to maintain MCH neuron 

output as excitatory synapses become less numerous or to overcome an increase in A-like 

current? Or does A-like current increase to counter a rise in temporal summation of KA 

receptor currents? The SD-dependent changes in ORX neurons appear more congruous 
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than those in MCH neurons; they are consistent with homeostatic sleep regulation, yet 

maintain the capacity of ORX neurons to further sustain wake under strong wake-

promoting signals. Yet, as discussed in Section 5.1.3, there is also indication that SD-

dependent changes in ORX neurons may occur sequentially. It will be important to 

determine how and when these changes are occurring to fully comprehend their roles in 

the homeostatic process of sleep regulation. 

 

5.4 CONCLUSIONS 
 

The research contained in this thesis suggests that both synaptic and intrinsic 

plasticity in sleep/wake regulatory neurons in the LH may be involved in the homeostatic 

process of sleep regulation. The glial glutamate transporter GLT1 differentially underlies 

synaptic plasticity in intermingled sleep-promoting MCH neurons and wake-promoting 

ORX neurons in the LH in a manner dependent on prior sleep history and largely 

consistent with the homeostatic regulation of sleep. In addition, acute SD paradoxically 

increases the intrinsic excitability of both neuronal populations with complex implications 

for sleep regulation. These results further our knowledge on the regulation of sleep and 

wake under normal physiological conditions, will inform future research, and will 

hopefully lead to improved interventions and therapeutics to reduce the negative impact 

of sleep loss and to improve health.  
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APPENDIX A: ACTIVITY PROFILES OF SELECT SLEEP/WAKE 

REGULATORY NEURONAL POPULATIONS 
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APPENDIX B: CORRELATIONAL ANALYSES BETWEEN 

ELECTROPHYSIOLOGICAL MEASURES AND TIME-SINCE-

DISSECTION 

 

Because circadian rhythms can persist in vitro (Beaulé et al., 2011), all 

electrophysiological experiments were performed prior to the onset of the dark phase to 

limit potential circadian influences. Yet, as the recordings were conducted over a 5-hour 

window, there were at least two potential confounds that could interfere with my 

interpretations of the data. The first was clearly circadian influence. The second applied 

to the data obtained from the SD condition; accrued sleep pressure could possibly 

dissipate in vitro. I therefore performed linear regression analyses on Time Since 

Dissection versus a variety of electrophysiological measures to ensure that neither 

confound could account for the effects I measured. Measures that were unaffected by 

sleep-state condition were grouped for regression analyses, and measures that differed by 

sleep-state condition were analysed separately. 
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Figure B.1. There is no correlation between Time Since Dissection and baseline 

differences in synaptic transmission to LH neurons following SD compared to Rest. (A) 

Linear regressions demonstrating no correlation between PPR and Time Since Dissection 

in ORX neurons. There is an effect of sleep-state history, demonstrated by the 

significantly different y-intercept of the regression slope for SD compared to Rest 

(consistent with Figure 2.6A). (B) Linear regressions demonstrating no correlation 

between slow EPSC amplitude and Time Since Dissection in MCH neurons. There is an 

effect of sleep-state history, demonstrated by the significantly different y-intercept of the 

regression slope for SD compared to Rest (consistent with Figure 2.8H). 
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Figure B.2. Correlation analyses of Time Since Dissection versus intrinsic membrane 

properties. (A,B) Linear regressions of Time Since Dissection compared to RMP in ORX 

neurons (A) and MCH neurons (B). There is no correlation between these measures in 

ORX neurons, and a mild negative correlation between these measures in MCH neurons 

(P = 0.0299). (C,D) Linear regressions of Time Since Dissection compared to membrane 

capacitance in ORX neurons (C) and MCH neurons (D). There is no correlation between 

these measures in either cell-type. (E,F) Linear regressions of Time Since Dissection 

compared to membrane resistance in ORX neurons (E) and MCH neurons (F). There is a 

mild positive correlation between these measures in ORX neurons (P = 0.0165), and no 

correlation between these measures in MCH neurons. (G) Linear regressions of Time 

Since Dissection and number of spikes induced by a current step (200 pA) in D-type 

ORX neurons. There is a mild positive correlation between these measures following Rest 

(P = 0.0405), but not SD. There is an effect of sleep-state history, demonstrated by the 

significantly different y-intercept of the regression slope for SD compared to Rest 

(consistent with Figure 4.5A). (H) Linear regressions of Time Since Dissection and 

number of spikes induced by a current step (200 pA) in MCH neurons. There is no 

correlation between these measures in either sleep-state condition. There is an effect of 

sleep-state history, demonstrated by the significantly different y-intercept of the 

regression slope for SD compared to Rest (consistent with Figure 4.1C). 
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APPENDIX C: CORRELATIONAL ANALYSES BETWEEN 

ELECTROPHYSIOLOGICAL MEASURES AND AGE OF RAT 

 

The experiments in this document were conducted from postnatal day 29 to 58. To 

ensure that developmental effects could not account for the changes I measured, I 

performed linear regression analyses on age of rat versus a variety of electrophysiological 

measures. Measures that were unaffected by sleep-state condition were grouped for 

regression analyses, and measures that differed by sleep-state condition were analysed 

separately. 
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Figure C.1. There is no correlation between age of rat and baseline differences in 

synaptic transmission to LH neurons following SD compared to Rest. (A) Linear 

regressions demonstrating no correlation between PPR and age of rat in ORX neurons. 

There is an effect of sleep-state history, demonstrated by the significantly different y-

intercept of the regression slope for SD compared to Rest (consistent with Figure 2.6A). 

(B) Linear regressions demonstrating no correlation between slow EPSC amplitude and 

age of rat in MCH neurons. There is an effect of sleep-state history, demonstrated by the 

significantly different y-intercept of the regression slope for SD compared to Rest 

(consistent with Figure 2.8H). 
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Figure C.2. Correlation analyses of age of rat versus intrinsic membrane properties. 

(A,B) Linear regressions of age of rat compared to RMP in ORX neurons (A) and MCH 

neurons (B). There is no correlation between these measures in ORX neurons, and a mild 

positive correlation between these measures in MCH neurons (P = 0.0214). (C,D) Linear 

regressions of age of rat compared to membrane capacitance in ORX neurons (C) and 

MCH neurons (D). There is no correlation between these measures in either cell-type. 

(E,F) Linear regressions of age of rat compared to membrane resistance in ORX neurons 

(E) and MCH neurons (F). There is no correlation between these measures in either cell-

type. (G) Linear regressions of age of rat and number of spikes induced by a current step 

(200 pA) in D-type ORX neurons. There is a mild positive correlation between these 

measures following Rest (P = 0.0233), but not SD. There is an effect of sleep-state 

history, demonstrated by the significantly different regression slope for SD compared to 

Rest (consistent with Figure 4.5A). (H) Linear regressions of age of rat and number of 

spikes induced by a current step (200 pA) in MCH neurons. There is a mild positive 

correlation between these measures following Rest (P = 0.0189), but not SD. There is an 

effect of sleep-state history, demonstrated by the significantly different y-intercept of the 

regression slope for SD compared to Rest (consistent with Figure 4.1C). 

 

 

  



 

167 
 

 

  



 

168 
 

APPENDIX D: THE EFFECTS OF SD ON SYNAPTIC PLASTICITY 

ARE SIMILAR FOR D-TYPE AND H-TYPE ORX NEURONS 

 

 As only D-type ORX neurons responded to SD with intrinsic plasticity (Chapter 

4), I re-examined the data from Chapter 2 demonstrating synaptic plasticity in ORX 

neurons following SD compared to Rest. Specifically, I broke down the PPR data (Figure 

2.6A) by ORX neuron subtype.  

All PPR experiments up to this point in the document have been at 25 Hz (inter-

pulse interval = 40 ms). In this figure-alone, I have included PPR data at 50 Hz (inter-

pulse Interval = 20 ms). 
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Figure D.1. SD increases PPR in both D-type and H-type ORX neurons compared to 

Rest. (A) PPR at 25 Hz by ORX neuron subtype and sleep-state condition. There was a 

main-effect for sleep-state condition (P = 0.0123, 2-way ANOVA). (B) PPR at 50 Hz by 

ORX neuron subtype and sleep-state condition. There was a main-effect for sleep-state 

condition (P = 0.0001, 2-way ANOVA). *P < 0.05, **P < 0.01. 
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APPENDIX E: ELECTROPHYSIOLOGY IN WISTAR RATS 

 

Through immunoconfocal experiments performed using Wistar rats, I 

demonstrated that GLT1 apposition with sleep/wake LH neurons following SD is 

different than following Rest. With whole-cell patch-clamp electrophysiology using 

Sprague Dawley rats, I discovered SD-dependent changes in excitatory synaptic 

transmission to LH neurons that were consistent with the anatomical GLT1 

immunoconfocal data. Due to the possibility of inconsistencies between these two 

different rat strains, I replicated some ORX neuron electrophysiology experiments in 

slices obtained from Wistar rats following Rest or SD. The methods for these experiments 

are identical to those in Section 2.3 and Section 4.2, as appropriate. 

There were no strain differences in ORX neuron RMP (n = 83 for Rest, and n = 61 

for SD in Sprague Dawley; n = 9 for Rest, and n = 11 for SD in Wistar; P = 0.7175 for rat 

strain, 2-way ANOVA; Figure E.1A). There was also no strain effect on number of APs 

induced by positive current steps (600 ms; P = 0.8571 for rat strain in Rest, mixed-model 

ANOVA; Figure E.1B). Finally, there were no strain differences on PPR in ORX neurons 

(n = 43 for Rest, and n = 31 for SD in Sprague Dawley; n = 7 for Rest, and n = 8 for SD 

in Wistar; P = 0.7763 for rat strain, 2-way ANOVA; Figure E.1C). Importantly, like in 

Sprague Dawley rats, SD results in an increase in PPR in ORX neurons from Wistar rats 

(P = 0.0112 for Wistar post-hoc comparison, 2-way ANOVA; Figure E.1C).  

These data demonstrate that release probability of excitatory synapses to ORX 

neurons in Wistar rats decreases following SD. These data are consistent with the 

immunoconfocal GLT1 data from Wistar rats and the electrophysiological data from 

Sprague Dawley rats. 
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Figure E.1. There are no strain differences in ORX neurons from Sprague Dawley and 

Wistar Rats. (A) RMP in ORX neurons from Sprague Dawley and Wistar rats by sleep-

state condition. The Sprague Dawley data was replicated from Figure 4.2B. (B) The 

number of action potentials in ORX neurons from Sprague Dawley and Wistar rats in 

response to positive current steps by sleep-state condition. The Sprague Dawley data was 

replicated from Figure 4.2C. (C) PPR in ORX neurons from Sprague Dawley and Wistar 

rats by sleep-state condition. The Sprague Dawley data was replicated from Figure 2.6A. 

*P < 0.05.  
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APPENDIX F: MINIATURE EPSCS IN LH NEURONS BY SLEEP-

STATE CONDITION 

 

 I demonstrated that SD decreases release probability compared to Rest in ORX 

neurons but not MCH neurons. However, a previous report demonstrated that miniature 

EPSC (mEPSC) frequency and amplitude increased in ORX neurons following 4 h of 

acute SD in mice (Rao et al., 2007). Due to the discrepancy between my data and the data 

from Rao et al., I examined the frequency and amplitude of mEPSCs in LH neurons 

following Rest and SD in the rat. The methods for these experiments are identical to those 

in Section 2.3. Tetrodotoxin (TTX; 1 μM; see Section 3.2) was added to the ACSF to 

block sodium currents and isolate mEPSCs for 10 minutes prior to mEPSC quantification. 

mEPSC frequency and amplitude were calculated over 3 x 30 seconds for each neuron 

(MiniAnalysis 6.0 software; Synaptosoft, Decatur, GA).  Average mEPSC frequency and 

amplitude were calculated and plotted in Figure F.1. 
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Figure F.1. SD increases mEPSC frequency compared to Rest specifically in MCH 

neurons. (A) Sample traces of ORX neuron mEPSCs in the Rest condition (top) and the 

SD condition (bottom). (B) Sample traces of MCH neuron mEPSCs in the Rest condition 

(top) and the SD condition (bottom). (C) mEPSC frequency following Rest and SD in 

ORX neurons (P = 0.6278). (D). mEPSC amplitude following Rest and SD in ORX 

neurons (P = 8499). (E) mEPSC frequency following Rest and SD in MCH neurons (P = 

0.0165). (F) mEPSC amplitude following Rest and SD in MCH neurons (P = 0.0686). *P 

< 0.05. 
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APPENDIX G: SUMMARY OF SD-DEPENDENT CHANGES IN THE 

LH 

 

 

 

Table G.1. Summary of Synaptic and Intrinsic Changes Following Acute SD in LH 

Neurons. 

 

 


