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ABSTRACT

This thesis enhances our ability to develop hypotheses on effects of predation on the ecology

of larval marine benthic invertebrates. I evaluated the mechanisms that influence encounter

rates among predators and prey, and the potential impact of predation on larval abundance.

I developed an individual-based model that facilitates the prediction of encounter rates

between a motionless predator and prey that exhibit directional persistence (i.e., the

tendency to maintain direction of travel over time) in an isotropic random walk. Using

data from simulations, I (1) showed that common assumptions of diffusive or ballistic

prey movement results in overestimates of the rate of search for prey over relevant scales

of prey perception and directional persistence; and (2) evaluated the utility of published

analytical models for prediction of the rate of search at long time scales. In laboratory

experiments, I showed that temperature influences the motility of different larval stages of

the acorn barnacle, Semibalanus balanoides, by its effect on directional persistence and

swimming speed, and that larval motility was anisotropic. In the field, I found that the

potential impact of predation on larval barnacles by a ctenophore, Pleurobrachia pileus,

was negligible, primarily due to large differences in the relative abundance of predator

and prey. A review of studies that have quantified rates of predation on larval marine

benthic invertebrates and fish indicate that predation is potentially ecologically significant

in certain instances, but is not always detrimental to larval populations. Observations of

ingestion, digestion, and egestion of larval barnacles in the pharynx of P. pileus in the

laboratory indicated that the cypris stage may avoid mortality after ingestion, by resisting

digestion and inducing egestion. Larvae probably face a gauntlet of predators over their

pelagic duration. We need to identify these predators and quantify their potential impacts

by developing mechanistic models of the “predation process”, and making observations in

the field. My thesis contributed observations to both of these objectives, and demonstrated

methods (and their associated challenges) that can be used to quantify rates of search,

ingestion, and prey mortality.
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CHAPTER 1

INTRODUCTION

The life cycle of many species of marine benthic invertebrates includes a planktonic larval

phase. Propagules are released into the water column as gametes, embryos, or larvae, and

return to the benthos after a period of development that range from hours to years, but is

usually on the order of weeks to months (Bradbury and Snelgrove, 2001). The planktonic

stages are typically small, numerous, and difficult to track; therefore, quantifying the

sources of variability in the distribution, transport, and survival of propagules has been

a major challenge for fisheries oceanographers and marine ecologists (Govoni, 2005;

Metaxas and Saunders, 2009).

It is generally accepted that cumulative mortality of the planktonic stages is very high

based on the fact that the number of individuals released in the water column is several

orders of magnitude greater than the abundance of adult benthic stages (Thorson, 1950;

Morgan, 1995). Estimates of rates of mortality in the literature are variable (e.g., 2 to

100%; Rumrill, 1990), however, rates which have been measured with confidence are rare

(but see Taggart and Leggett, 1987; Lamare and Barker, 1999). This is due to problems

separating the effects of advection, diffusion, and mortality on time variation in larval

abundance (Helbig and Pepin, 1998), and the assumptions associated with “vertical” popu-

lation models (Tapia and Pineda, 2007; see also Gentleman et al., 2012). Predictions of

population dynamics are highly sensitive to variability in rates of mortality (Underwood

and Fairweather, 1989; Houde, 2002; Neuheimer et al., 2010); therefore, the difficulty as-

sociated with obtaining empirical estimates with accuracy and precision has contributed to

the inability to develop robust models that predict population connectivity and recruitment

1



variability (Houde, 2002; Metaxas and Saunders, 2009).

In addition to affecting population dynamics, the potentially high rate of mortality

experienced during early life in the plankton is suspected to be a strong selection pressure

on the evolution of morphology (Morgan, 1989), behaviour (Ohman, 1988), and life history

strategies (Strathmann, 1985) of marine benthic invertebrates. Consequently, the relative

importance of the various sources of larval mortality is of interest in the fields of both

ecology and evolution. Potential sources of mortality of meroplankton include failure in

fertilization of gametes, endogenous developmental abnormalities, physiological stress

(e.g., sensitivity to temperature, salinity, oxygen, pollution etc.), disease, transport away

from suitable habitat for settlement, starvation, and predation (Thorson, 1950; Heath,

1992).

Predation is considered to be a major source of mortality because there is a high

diversity of potential predators in the plankton, and larvae are seemingly vulnerable to

these predators due to their small size and limited sensory and swimming abilities (Thorson,

1950; Young and Chia, 1987; Morgan, 1995). However, studies which have confirmed

natural predators from in situ observations of larvae in the digestive tract (e.g., Lebour,

1922; Short et al., 2013), and quantified rates of predation (e.g., Johnson and Shanks, 2003;

Sorochan and Metaxas, 2015) are scarce. Much more research on larval predation has

been conducted on fish. The fish literature is a valuable tool for insight into the importance

of predation on larval marine benthic invertebrates because both taxa have planktonic early

stages and similar larval durations (Bradbury and Snelgrove, 2001). Comparisons between

marine benthic invertebrates and fish are probably most relevant in the earliest stages of

development of fishes, when locomotion and sensory abilities are limited.

Rates of predation of planktonic organisms can be characterized as rates of clearance

(i.e., search) ingestion, and mortality. The densities of predator and prey and rates of

search and ingestion have long been identified as variables that influence rates of mortality

due to predation in ecology (e.g., Holling, 1959a). The ingestion rate (prey consumed

time−1 predator−1) is a measure of the rate of prey consumption, and can be converted to a

clearance rate (volume time−1 predator−1) by dividing by the concentration of prey. The

clearance rate is the rate in which a predator processes (i.e., searches) a volume of water

for prey (Båmstedt et al., 2000). An instantaneous mortality rate (time−1) can be obtained

by multiplying the clearance rate by the concentration of predators (Kiørboe, 2008).
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Characterization of the components of the process of predation is critical for the devel-

opment of hypotheses from empirical observations of rates of predation (e.g., Pepin et al.,

1992). A conceptual model of the “predation process” is illustrated in Figure 1.1. This

model can be made quantitative by developing equations for the rates of search, encounter,

and ingestion. Each of these rates is influenced by morphological and behavioural traits

of the prey and their predators; therefore, the predation process provides a link between

the phenotypes of individuals and the dynamics of populations, which can be evaluated in

trait-based models (e.g., Menden-Deuer and Kiørboe, 2016).

Volume searched 

Prey encountered Prey ingested 

r 

L = st 

Ingestion  
rate (I) 

Figure 1.1: Schematic of the search, encounter, and ingestion components of the “predation
process”. The rates of search (F ), encounter (e), and ingestion (I) are depicted by
the arrows between boxes. The cylinder represents the volume searched for prey (grey
particles) by a predator (copepod) with a prey detection distance, r, travelling along a
linear trajectory of length L at speed s over time, t.

In this introduction, I summarize methods for quantitative prediction of rates of ingestion,

clearance, and mortality from the predation process. I then outline the methods and results

from three different approaches that have been used to derive these rates for larval marine

benthic invertebrates and fish from observations of (1) gut content, (2) losses from predation

in field-deployed enclosures, and (3) predation in situ. I link each approach to components

of the predation process, discuss their advantages and limitations with specific reference to

problems with scale, and provide recommendations for future research.
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Previous reviews on mortality of larval marine benthic invertebrates have been focused

on the identification of potential predators from observations in situ and in vitro (Young and

Chia, 1987), the ingestion of larvae by predators in the laboratory experiments (Rumrill,

1990; Morgan, 1995), or larval adaptations that may reduce susceptibility to predators

(Morgan, 1995; Vaughn and Allen, 2010). In this review, I focus on theoretical and

empirical methods (and their linkages) that can be used to increase the ability to predict the

impact of predators on the mortality of early stages of both marine benthic invertebrates

and fish.

1.0.1 Quantifying the predation process

The predation process (Figure 1.1) is governed by the following primary components:

search, encounter, and ingestion (e.g., Bailey and Houde, 1989). The rate at which

a planktonic predator searches its environment is typically expressed as a maximum

clearance rate, F , defined as the rate in which a volume of water is searched for prey

assuming all prey that are encountered are ingested (Kiørboe, 1997). The first equations

for the prediction of F were developed more than century ago to characterize the rate of

collisions among molecules in a gas (Maxwell, 1860) or colloid particles (Smoluchowski,

1916). In these models, F is influenced by the distance at which prey are detected by the

predator and the relative movements of predator and prey, which are either diffusive (i.e.,

the magnitude of displacement is proportional to time0.5; Fenchel, 1984) or ballistic (i.e.,

the magnitude of displacement is proportional to time; Gerritsen and Strickler, 1977).

Models for the prediction of F have been developed further to include the effects of

swimming direction (Gerritsen, 1980), turbulence (Rothschild and Osborn, 1988; Evans,

1989), and persistence in random direction of travel over the transition from diffusive to

ballistic movement (Visser, 2007; Sorochan et al., 2017).

The population total encounter rate (encounters volume−1 time−1), E is estimated by:

E = FCpreyCpred (1.1)

Where Cprey and Cpred are the concentration of prey and predators, respectively (Gerritsen

and Strickler, 1977; Kiørboe, 1997). The encounter rate, E, can be converted to (1)

a per capita encounter rate (prey encountered time−1 predator−1) by dividing by the

predator concentration, e = E/Cpred = FCprey; or (2) a mortality rate by dividing by the
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concentration of prey, M = E/Cprey = FCpred (Kiørboe, 2008). I emphasize that E, e,

and M have different dimensions; yet, all have been referred to as “encounter rates” (e.g.,

Greene, 1983; Kiørboe, 2008). The product of the probability of capture after encounter

(i.e., susceptibility of prey) and e is referred to as the vulnerability of the prey (Greene,

1983). Therefore, the term “vulnerability” is used to describe the ingestion rate (prey

ingested time−1 predator−1) assuming the predator is not satiated.

Satiation occurs when handling time (i.e., time required to capture, consume, and digest

prey) interferes with the ability to ingest prey. A predator cannot feed on prey that are

readily available (i.e., highly concentrated) when it is pre-occupied with the process of

capture, ingestion, and digestion of other prey. Holling (1959b) derived the famous “disk

equation” for the prediction of the ingestion rate, I , from Cprey, F , and prey handling

time, h.

I =
FCprey

1 + FCpreyh
(1.2)

If F is constant, the relationship between I and Cprey is identical to the non-linear (concave

downward) curve characterized by the Michaelis-Menten equation (Gentleman et al., 2003;

Kiørboe, 2008). The value of F may decrease at low prey concentrations and in the

presence of alternative prey, and adjustments to Equation 1.2 have been proposed to

account for these situations (Pepin, 1987; Gentleman et al., 2003).

Applying Equations 1.1 and 1.2 to spatial scales over which patchiness occurs in nature

is problematic because it is assumed that prey are homogenously distributed in space

(Ives et al., 1999). Prey patchiness may influence the prey-searching behaviour of the

predator, resulting in aggregation of predators within a prey patch (e.g., Menden-Deuer

and Grünbaum, 2006). Modelling exercises have indicated that patchiness of prey may

be disadvantageous to prey if predators aggregate within patches of relatively low prey

density, but may be advantageous to prey if the concentration of prey within a patch is

high (because predators are swamped), or if predators do not aggregate within a patch of

prey (Nachman, 2006). Analytical and individual-based models have been developed from

prediction of the rate of prey ingestion from prey concentration and prey patchiness (Ivlev,

1964; Vlymen, 1977; Nachman, 2006).

Even though Equations 1.1 and 1.2 are idealized models with restrictive assumptions,

their application requires a considerable amount of species-specific data on the movement

5



of the predator and prey, the distance at which the predator can detect prey, susceptibility

of the prey to the predator, and handling time. These variables may be affected by

environmental conditions such as light level (Vinyard and Obrien, 1976), turbulence

(MacKenzie et al., 1994), temperature (Podolsky and Emlet, 1993). Advances in the

development of mathematical models for the components of the predation process will

improve the ability to develop new quantitative hypotheses regarding the mechanisms

responsible for variability in the rate of ingestion and mortality of prey.

Observations are required to test the assumptions of these models and quantify the

variables required for parameterization of the search, encounter, and ingestion components.

Data needed to parameterize components of the predation process on meroplanktonic early

life stages of marine benthic invertebrates are scarce (but see Chia et al., 1984; Lindquist

and Hay, 1996; Bullard et al., 1999), and very few studies have addressed the search,

encounter, and ingestion components (but see Hansson and Kiørboe, 2006). In contrast, a

wealth of these data has been collected for larval fish (Blaxter, 1986; Miller et al., 1988;

Fuiman, 1994; Kiørboe and MacKenzie, 1995). This has facilitated the development of

hypotheses regarding the importance of the magnitude and variability of size and growth

rate of larval fish to their mortality rate due to predation (Rice et al., 1993; Cowan Jr et al.,

1996).

In the following section, I review three main approaches used to obtain data on rates

of predation on planktonic early life stages of marine benthic invertebrates and fish from

empirical observations. In each approach, I indicate how the method is linked to the

underlying theory of the predation process.

1.0.2 Approaches for the quantification of rates of predation from

empirical observations

1.0.2.1 Quantification of rates of predation from in situ observations of gut content

The ingestion rate, I , can be estimated from gut content of predators collected in situ using

a model that predicts the rate of change of gut content from the rates of ingestion and

digestion (i.e., rate of change of gut content = ingestion rate - digestion rate):

dG
dt

= I − qGb (1.3)

Where I is the ingestion rate, q is the rate of digestion, G is the gut content, and b

is a constant (Pennington, 1981). The parameter b determines the shape of the gastric
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evacuation curve that describes depletion of food in the gut over time. For example, if b =

0, the reduction of prey in the gut is linear over time, and if b = 1 the reduction of prey in

the gut is exponential over time (Jobling, 1981; Bromley, 1994). The dimensionality of q

is dependent on the value of b; q is expressed as number or mass time−1 if the relationship

is linear, and time−1, if the relationship is exponential (Bochdansky and Deibel, 2001).

Following Pennington (1981), Equation 1.3 can be expressed as:

I = qḠb +
Ḡt − Ḡ0

t
(1.4)

Where G0 and Gt are the initial and final gut contents over t, and the horizontal bars

indicate mean values. As t increases, the magnitude of the second term on the right hand

side of Equation 1.4 decreases, and the ingestion rate tends toward the digestion rate

(Pennington, 1981). If it is assumed that dG/dt = 0 and b = 1, Equation 1.4 reduces to

the classic model derived by Bajkov (1935):

I =
Ḡ

Q̄
(1.5)

where Q̄ is the mean “digestion time” (i.e., the time to eliminate a meal from the gut;

Båmstedt et al., 2000). Using Equation 1.5, an ingestion rate can be calculated from

predator gut content at a single point in time. In turn, a mortality rate, M , can be

derived from the ingestion rate and concentration of predators and prey (see Equation 1.1;

M = FCpred), assuming spatial randomness of predator and prey at the scale of the

sampling resolution.

As an alternative to using Equation 1.4, the ingestion rate can be derived from gut

content of predators by applying a Poisson distribution to the probability of the number

of prey observed within the gut of a predator over a sampling interval. For example,

the relationship between the proportion of predators with zero prey in the gut, P(G0),

and the mean number of prey consumed over the sampling interval, GΔt, is P(G0) =

−eGΔt (Theilacker, 1995). This approach is most useful for the examination of the impact

of predation when the prey of interest represents a minor component of the gut of the

predator (Pepin, 2006), or from studies in which prey are detected by presence/absence

using molecular techniques (Theilacker, 1995). Information on the rate of digestion is still

required, as it is used to correct for the gut content lost over the period during which the
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predator is collected and prey are sampled.

The advantage of studies that derive rates of ingestion, clearance, and mortality of

prey from gut content is that they are not reliant on ingestion or clearance rates measured

from feeding incubations, which are well known to be influenced by container effects

(de Lafontaine and Leggett, 1987; Gibbons and Painting, 1992). However, uncertainties

associated with the effects of predator collection on gut content, the quantification of

the digestion time, potential biases associated the assumptions of gut evacuation models

(Equations 1.4 and 1.5), and spatial and temporal overlap of predator and prey are of

concern (Hunter and Kimbrell, 1980; Jobling, 1981; Purcell et al., 2014).

The effect of predation on populations of copepods and fish eggs has also been quantified

as the ratio of the rates of prey ingestion and prey production (e.g., Hunter and Kimbrell,

1980; Kimmerer, 1984). Simultaneous estimates of rates of propagule production and

consumption by predators do not appear to have been made for marine benthic inverte-

brates. This metric would provide additional information on the ability of the predator

population to suppress larval abundance. Estimates of larval mortality from gut content

of predators may be overestimated if larval production is not taken into account because

the concentration of prey used to estimate the clearance rate of the predator does include

newly produced larvae that have been immediately consumed.

Studies on predation of larval marine benthic invertebrates are scarce and restricted to

ctenophore and jellyfish predators and larval barnacle and bivalve prey (Table 1.1). Larval

barnacles and bivalves are typically highly concentrated in coastal waters and have a hard

covering (exoskeleton or shell) that may reduce the rate of digestion. Both these factors

improve opportunistic detection of predation from gut contents, but will likely result in

low estimates of prey ingestion, clearance, and mortality, unless the predator is abundant

and exhibits strong selectivity for these prey types.
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Table 1.1: A summary of studies that have evaluated the potential of predation to influence the abundance of planktonic early life stages
of marine benthic invertebrates and fish from in situ observations of the gut content of predators. Metrics of predation potential include
rates of clearance, F (m3 d−1), and instantaneous mortality, M (d−1 or % d−1), as well as the ratio of rates of ingestion to production,
I : P . The magnitude of each metric in this table represents the maximum value reported. The classification of predation potential as
“low”, “high”, “uncertain”, or “not specified”, refers to the interpretation of the impact of predation on prey abundance by the authors in
each study. The sampling duration of “survey” refers to a single snapshot, usually from a large-scale fish or plankton survey.

Prey Predator Study area Sampling duration,

frequency

Metric Predation potential Reference

Larval benthic invertebrates

Barnacle Ctenophore Wadden Sea Months, daily to
biweekly

M Low

M ≈ 2 % d−1
Kuipers et al.

(1990)

Ctenophore Northwest Arm,
Nova Scotia

Months, weekly M Low

M ≈ 0.01 d−1
Sorochan and

Metaxas (2015)

Hydromedusa Texelstroom and
Limfjordern

Months, monthly M Low

M ≈ 0.004 d−1
Hansson and

Kiørboe (2006)

Scyphomedusa Limfjordern Months, monthly F , M High

F ≈ 3 m3 d−1,

M > 0.7 d−1

Hansson et al.
(2005)

Bivalve Scyphomedusa Limfjordern Months, monthly F Low

F ≈ 0.02 m3 d−1
Hansson et al.

(2005)

Fish (eggs)

Anchovy Anchovy Southern
California Bight

Days, hourly; 2
years

IP Uncertain

IP = 0.17

Hunter and
Kimbrell (1980)

Anchovy Peruvian Coast Survey; 1 year I : P Not specified

I : P = 0.08

Santander et al.
(1983)
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Anchovy South African
coast

Survey; 3 years I : P Not specified

I : P = 0.03

Szeinfeld (1991)

Sardine South African
coast

Survey; 3 years I : P High

I : P = 0.28

Szeinfeld (1991)

Anchovy Bay of Biscay Survey; 2 years I : P Low

I : P = 0.005

Bachiller et al.
(2015)

Mackerel Bay of Biscay Survey; 2 years I : P Low

I : P = 0.02

Bachiller et al.
(2015)

Sardine Bay of Biscay Survey; 2 years I : P High

I : P = 0.20

Bachiller et al.
(2015)

Scyphomedusae
and ctenophores

Chesapeake Bay Days, hourly M High

M= 50 % d−1
Purcell et al.

(1994)

Plaice Herring North Sea Survey; 3 years I : P Low

I : P = 0.02

Daan et al.
(1985)

Cod Herring North Sea Survey; 3 years I : P Low

I : P = 0.002

Daan et al.
(1985)

Herring Bornholm Basin,
Baltic Sea

Survey; 15 years I and P High

I : P not reported

Neumann et al.
(2016)

Sprat Bornholm Basin,
Baltic Sea

Survey; 15 years I and P High

I > P in some
instances

Neumann et al.
(2016)

Capelin Trinity Bay,
Newfoundland

Days, hourly F Uncertain,

F = 0.84 m3 h−1
Pepin (2006)
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Fish (larvae)

Anchovy Scyphomedusae Chesapeake Bay Days, hourly M High

M= 55 % d−1
Purcell et al.

(1994)

Euphaussids Coast of Southern
California

Days, hourly M Not specified

M = 0.28 d−1
Theilacker (1995)

Walleye
Pollock

(eggs and
larvae)

Crustaceans Gulf of Alaska Survey; 2 years M High

M = 1.2 % d−1
Bailey et al.

(1993)

Herring Hydromedusa Kulleet Bay
Vancouver Island

Days, daily M High

M = 97 % d−1
Purcell and

Grover (1990)

Fish Siphonophore Gulf of California Months, monthly M High

M = 28 % d−1
Purcell (1981)

Siphonophore Gulf of Mexico Weeks, daily M High

M = 60 % d−1
Purcell (1984)

Scyphomedusae Catalan Sea Survey; 2 years M High

M = 13% d−1
Purcell et al.

(2014)

11



1.0.2.2 Mortality rates estimated from incubations in enclosures

Because meroplankton are difficult to track in the sea, feeding incubations in containers

with small volumes (i.e., 10’s of litres or less) in the laboratory or enclosures with larger

volumes (100’s to 1000’s litres) deployed in the field have been used to estimate mortality

rates from the number of larvae consumed over the incubation period (Paradis et al., 1996).

In these experiments, the instantaneous mortality rate is calculated from the number of

prey lost to ingestion by the predator over time:

M =
ln(Nt/N0)

−t
(1.6)

Where, N0 and Nt are the initial and final number of prey and t is the duration of the

feeding incubation. In comparison to large enclosures, small containers allow for more

replication and are easier to set up and sample, but their application to nature is constrained

by prey densities that are higher than observed in the sea, as well as by container effects

caused by interactions between organisms and container walls, and among organisms

confined to small volumes.

Large enclosures allow for observations of predation at low prey densities, and reduced

container effects. However, interactions between organisms and the walls of containers

still occur (Martin, 2001), and the volume of the enclosure may need to be large (i.e.,

1000’s of litres) to ensure that the volume does not affect mortality rates (de Lafontaine and

Leggett, 1987). Mortality rates on larval fish have been found to decline logarithmically

with increasing container volume, which has been attributed to increased heterogeneity in

the vertical distribution of prey (de Lafontaine and Leggett, 1987). A decline in mortality

rates with increasing container size is also assumed to occur with larval marine benthic

invertebrates as prey (Rumrill, 1990; Metaxas and Saunders, 2009; Vaughn and Allen,

2010). However, the opposite effect may actually occur if organisms aggregate close to

container walls (Bergström and Englund, 2004), or if the ability of the predator to feed is

negatively affected by the container walls (Gibbons and Painting, 1992).

Johnson and Shanks (2003) evaluated predation on larval echinoderms, gastropods,

and bivalves, which were seeded into 123-l field-deployed enclosures that contained

natural assemblages of zooplankton, as well as seeded predators. Although many potential

predators were identified in the enclosures, mortality rates were usually low and no

predation often occurred over 24 h at near-natural prey concentrations of ≈ 1 larvae l−1
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(Table 1.2). The authors found that ingestion rates of seeded predators increased with

prey concentration, and decreased in the presence of other potential prey items (i.e.,

“background plankton”). This study supports the hypothesis that predation may not always

be a major contributor to larval mortality in the sea. With the exception of this study, rates

of ingestion on larval marine benthic invertebrates have been restricted to small containers

in the laboratory (see reviews by Rumrill, 1990; Vaughn and Allen, 2010).

Field-deployed enclosures, much larger than those used by Johnson and Shanks (2003),

have been used far more frequently to study predation on larval fish by adult fish, cnidarian

medusa, and ctenophores (Table 1.2). These studies have found that mortality rates

increased linearly with the concentration of predators (de Lafontaine and Leggett, 1988)

and were independent of the concentration of prey (de Lafontaine and Leggett, 1987, 1988;

Gamble and Hay, 1989; Fuiman and Gamble, 1989; Cowan et al., 1992). These results

are consistent with the dynamics predicted by encounter rates (Equation 1.1). That is,

the clearance rate was not affected by the presence of other predators, the predators did

not cease feeding at low prey concentrations, and the predators were not satiated at high

prey concentrations. Studies that evaluated the effect of predation in the presence of other

zooplankton (in addition to prey items of interest) have found that that mortality rates were

either reduced (Cowan and Houde, 1993) or did not change (de Lafontaine and Leggett,

1987; Cowan et al., 1992).

In a meta-analysis of studies from Table 1.2 (and data from other sources), Paradis et al.

(1996) found that mortality rates decreased as the ratio of prey to predator size increased

with respect to predation by cnidarian medusa, and that the relationship between the same

variables was dome shaped with respect to predation by larval fish and ctenophores. These

results are consistent with conceptual models developed Bailey and Houde (1989) based

on opposing effects of prey size on the encounter rate and prey susceptibility. Bailey

and Houde (1989) predicted (1) the encounter rate increases with the size of prey due to

increases in the swimming speed and ability of the predator to detect prey, and (2) the

susceptibility of prey decreases with the size of the prey due to an increased ability of prey

to escape attack.
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Table 1.2: A summary of studies that have evaluated the potential of predation to influence the abundance of planktonic early life stages
of marine benthic invertebrates and fish using enclosures deployed in the sea. The classification of predation potential as “low”, “high”,
or “not specified”(NA) refers to the interpretation of the impact of predation on prey abundance by the authors in each study. We report
the maximum observed mortality rates, M , in each study, unless stated otherwise. Values of, M , provided by Johnson and Shanks (2003)
for larval benthic marine invertebrates are not standardized by predator abundance (units d−1), whereas mortality rates for larval fish, Mp

are standardized (i.e., units predator−1 d−1).

Prey Predator Volume (l) Time (h) Predation potential (d−1) Reference

Larval benthic invertebrates

Bivalve Dinoflagellate 123 24 High; M = 0.07 Johnson and Shanks (2003)
Stickleback Low; M = 0.003

Hydromedusa Low; M = 0.005
Larval polychaete Low; M = 0.003

Larval fish

Capelin Hydromedusa 3200 36 to 96 High; Mp = 0.14 de Lafontaine and Leggett
(1988)

Hydromedusa High; Mp = 0.45
Scyphomedusa High; Mp = 0.23
Scyphomedusa High; Mp = 1.59
Scyphomedusa 3207 36 to 45 NA; Mp = 0.17 de Lafontaine and Leggett

(1987)
Scyphomedusa 3100 6 NA; Mp = 0.10 Elliott and Leggett (1996)

Stickleback NA; Mp = 0.09
Hydromedusa 3200 40 High; Mp = 0.07 (mean) Litvak and Leggett (1992)
Stickleback High; Mp = 0.89 (mean)
Stickleback 2700 24 High; Mp ≈ 5 Pepin et al. (1992)

Herring Scyphomedusa 5000 24-27 Low; Mp = 0.018 Gamble and Hay (1989)
Herring 15800 2 to 8 NA; Mp ≈ 0.50 Fuiman and Gamble (1989)
Herring 15800 24 Low; Mp = 0.06 Fuiman and Gamble (1988)
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Sprat High; Mp = 3.25
Sandeel High; Mp = 1.56
Sandeel High; Mp = 0.60

Black drum
and

anchovy
(eggs)

Hydromedusa 2200 24 High; Mp = 0.09 Cowan et al. (1992)

Ctenophore High; Mp = 0.05
Goby (eggs
and larvae)

Scyphomedusa 3200 24 NA; Mp = 0.57 Cowan and Houde (1993)

Ctenophore NA; Mp = 0.06
Anchovy NA; Mp = 0.67
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1.0.2.3 Observation of predation in situ

Hansson (2006) presented an approach in which the predator is (1) held in the laboratory

until its gut contents are fully digested, (2) tracked by divers in the sea over a given feeding

period, and (3) collected for analysis of gut contents. Over the feeding period, plankton is

sampled in close proximity to the predator, which allows for the calculation of an in situ

clearance rate, which can then be extrapolated to a mortality rate for a given concentration

of predators (see Equation 1.1). Hansson (2006) developed this method for evaluation of

predation by large cnidarian medusae that move relatively slowly in the water column and

may feed at a high rate over a relatively short period.

Perhaps the most convincing study that documented the detrimental effect of predation

on meroplankton has involved direct observations by divers of predation on ascidian

tadpole larvae by planktivorous fish on the Great Barrier Reef (Olson and McPherson,

1987). This is the only study that has quantified losses of larvae by direct observation of

the larvae, partly because the method requires that the larvae are large enough to follow

under water, and possess a very short pelagic larval duration (i.e., hours). Predation has

also been measured from losses of larvae that have been teathered to a surface over a

specified sampling interval (Acosta and Butler, 1999; Allen and McAlister, 2007). These

methods are obviously unrealistic because larval movement is restricted. Larval teathering

has been used to test hypotheses on relative predation in different habitats (Acosta and

Butler, 1999; Allen and McAlister, 2007). Instantaneous mortality rates can be derived

from the proportion of larvae that survived and the time over which larvae were followed

(or teathered) using Equation 1.6.

1.0.3 Recommendations for future research

To avoid bias, studies must be conducted at scales relevant to the question at hand (Taggart

and Frank, 1995). Processes (including predation) critical to survival and distribution

of meroplankton operate over a range of overlapping scales, and this presents a problem

for research on recruitment and population connectivity (Govoni, 2005; Metaxas and

Saunders, 2009). For predation, the relevant scales of interest are those in which overlap

(i.e., encounters) occur between predators and prey. In the horizontal dimension, these

scales are on the order of weeks to months, and kilometers, whereas in the vertical

dimension they are on the order of minutes to days and centimeters to meters, respectively

(Govoni, 2005). Characterizing the variability in overlap of predators and prey in time
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and space is critical (Paradis et al., 1996; Purcell et al., 2014), and a major challenge

associated with obtaining accurate estimates of mortality due to predation. In this review, I

have summarized theoretical and empirical methods for the evaluation of rates of mortality

due to predation on the planktonic early life stages of marine benthic invertebrates and fish

(Table 1.3). Not surprisingly, all these methods have problems associated with scale.

Table 1.3: Data requirements, assumptions, advantages, and limitations of methods that
use empirical observations to quantify rates of mortality of marine benthic invertebrate
larvae from rates of ingestion.

Method Data Assumptions Advantages Limitations

Gut content G

b

q

Cprey

Cpred

b accurately
describes gastric
evacuation curve

Homogenous
distribution of
Cprey and Cpred

over time

Data collected in
situ

Data can be
collected over

larval duration of
prey

Assumptions are
difficult to

validate

Intensive
sampling

Enclosure N0

Nt

Constant M over
time, t

Natural Cprey and
Cpred

Replication

Results
comparable

across studies

Hypothesis
testing

Container effects

Data applicable
to short time

scale (days) only

Direct
observation

(of prey)

N0

Nt

Constant M over
time, t

No effect of diver
(observer)

Prey tracked in
situ

Data applicable
to short time

scale (hours) only

The derivation of a mortality rate from an ingestion rate (i.e., manipulation of Equa-

tion 1.1) requires the assumption that predation occurs within an environment characterized

by a uniform concentration of predators and prey. Concurrent data of the vertical distri-

bution and migratory patterns of the predator and prey are therefore required to ensure
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that (1) the gut content reflects feeding that occurred at the concentration of prey that was

sampled, and (2) the concentration of predators and prey reflects overlapping densities

(Purcell et al., 2014).

When ingestion is predicted from gut contents, the clearance rate is often calculated

from a single sampling event and extrapolated to a daily rate, which is then used to project

losses over the entire larval duration (e.g., Hansson et al., 2005). Predator-prey overlap can

vary on time scales associated with tidal or diel cycles due to vertical migratory behaviour

of zooplankton (Forward and Tankersley, 2001; Cohen and Forward, 2009), and is often

not captured at relevant scales of < 1 day (e.g., Sorochan and Metaxas, 2015). Ideally,

sampling should be conducted on the scale of hours over a 24-h period, and at several

times over the larval duration. To avoid biases in gut content associated with collection of

predators from plankton nets, predators are usually collected individually from the surface

or by divers (Purcell et al., 2014). Therefore, hourly sampling may not be possible in

darkness, or if the time required to sample a single batch of predators is several hours.

It is very difficult to validate the assumptions associated with the estimation of rates of

ingestion, clearance, and mortality of meroplankton from the gut contents of predators and

the abundance of predator and prey in the field. Therefore, I recommend this method be

used to identify predators that may be of potential importance in reducing the numbers of

larval populations, rather than for obtaining accurate measurements of ingestion, clearance,

or mortality rates, per se. A complete representation of the impact of predation would

also require that samples be collected at different locations (e.g., adjacent inlets or bays).

Clearly, this type of study requires intensive sampling, particularly if the prey item rarely

occurs in the gut of the predator (e.g., Pepin, 2006).

Measurements of rates of mortality in large enclosures allow for the establishment of

vertical heterogeneity of the prey field. However, the size of the enclosure can influence the

distribution of organisms, and consequently, the loss of prey over the experimental duration

(de Lafontaine and Leggett, 1987). Enclosure walls certainly impact hydrodynamic

conditions that could otherwise influence vertical distribution of prey. Results from these

studies are limited to the time scale of the feeding incubation (usually < 48 h), and the

sizes and developmental stages of the predator and prey tested, and should therefore not be

extrapolated to mortality experienced over the entire larval duration.

Direct observations of predation in which the predator or prey are followed by divers are
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restricted to the short durations in which divers can be underwater. Therefore, observations

of prey consumption are restricted to very specific environmental conditions, and rates of

mortality at very short larval durations. Although these studies appear to be logistically

difficult to conduct, parallel studies to that done by Olson and McPherson (1987) would

be valuable in determining the repeatability of their observations and how predation may

vary in other habitats and geographical regions.

Despite the limitations associated with each method, and low number of observations

that have been made, studies on predation of larval marine benthic invertebrates indicate

that individuals are not always subjected to intense predation over their pelagic duration

(Johnson and Shanks, 2003; Sorochan and Metaxas, 2015). Instead, predation may be

important in regulating the abundance of larvae in certain instances, as there are examples

of substantial consumption of larval benthic invertebrates from each of the methods that I

reviewed (Olson and McPherson, 1987; Johnson and Shanks, 2003; Hansson et al., 2005).

Results from studies of ingestion rates derived from gut content and losses in enclosures

generally support the notion that predation is (at times) a potentially important source of

mortality of larval fish (Tables 1.1 and 1.2). Many of these studies were conducted on eggs

or early larval stages; therefore, these results are probably also relevant to larval marine

benthic invertebrates of comparable size.

It is generally accepted that mortality is highly variable in space and time (Vaughn

and Allen, 2010). The development of a unifying theory on factors that influence the

survival of pre-recruits in the sea may not be possible due to variability among taxa and

life history strategies, and variability in environmental conditions within ecosystems (Day

and McEdward, 1984; Bailey and Houde, 1989; Govoni, 2005). This does not preclude the

quantification of rates of predation (and other sources of mortality) on planktonic early

life stages. Meroplankton may be subjected to a “gauntlet” of different predators over

the larval duration, and the potentially important predators need to be identified by the

quantification of ingestion, clearance, and mortality rates. As pointed out by Bailey and

Houde (1989), this is probably most easily done in relatively simple ecosystems with low

taxomonic diversity and predictable seasonal cycles that occur at high latitudes.

Each approach that I have reviewed has different advantages and limitations (Table 1.3);

therefore, I encourage future research using each method, and highlight the importance of

theoretical and experimental studies that aim to improve and parameterize mathematical
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models in the predation process (Figure 1.1). I emphasize that the problem of scale should

be carefully considered when designing experiments and interpreting results. Quantifi-

cation of the predator and prey overlap at scales of meters and hours represents a major

challenge using conventional sampling techniques. Spatial and temporal variability in

overlap can be potentially simulated from particle tracking in ocean models; however,

this requires extensive data on the vertical distribution and migratory behaviour of both

predator and prey, and there are potential problems associated with the number of particles

that may be required (Miller, 2007).

1.0.4 Thesis Objectives

The overall objective of this thesis is to improve the ability to predict the ecological

significance of predation in the mortality of planktonic larval stages of marine benthic

invertebrates. I have conducted: (1) a modeling study to provide methods for prediction of

the rate of search of a planktonic predator for prey based on the motility characteristics of

prey; (2) laboratory experiments to quantify larval motility characteristics, their variability

with environmental conditions, and their applicability to the model developed in (1); and

(3) field observations to examine the potential impact of a known planktonic predator on

larval stages of a marine benthic invertebrate. Components (1) and (2) can be combined

to develop quantitative hypotheses regarding the effects of the behaviour of individuals

observed at small scales (i.e., centimeters and minutes) on rates of mortality due predation

at the population level, whereas component (3) uses field and laboratory observations in

combination with theoretical concepts of search, encounter, and ingestion (Figure 1.1) to

obtain estimates of potential predation impact (as described in this chapter).

This thesis is arranged into 5 chapters including this Introduction. Chapters 2 to 4 are

intended as standalone manuscripts for publication in the primary literature; therefore,

there is repetition in some content among the chapters. Chapters 2 and 4 have been

published (Sorochan and Metaxas, 2015; Sorochan et al., 2017), and Chapters 3 has been

accepted for publication. In Chapter 2, I develop an individual-based model to simulate

the effects of directional persistence (i.e., the tendency of a random walker to maintain

direction of travel) on the rate of search for prey of an ambush-feeding predator. I used

the model to evaluate predictions of the rate of search from unsubstantiated formulae in

the literature, and to describe the variability in the rate of search over a range of scales

of directional persistence and prey detection distance that are relevant to predation on
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mesozooplankton (including larval marine benthic invertebrates). In Chapter 3, I (1)

quantify directional persistence in the movement (swimming and sinking) of different

larval stages of barnacles over a range temperatures that these larvae may experience in

the sea, and (2) test the null hypothesis of isotropy in larval motility, which is a movement

assumption in the model developed in Chapter 2. In Chapter 4, I estimate the potential

predation impact (expressed as an instantaneous mortality rate) of a species of ctenophore

on the abundance of larval barnacles. I derive the mortality rate from observations of

the number of larval barnacles in the pharynx of ctenophores collected from the field,

the density of ctenophores and larval barnacles in the field, and the time required to for

ctenophores to digest larval barnacles in the laboratory.

In this thesis, I demonstrate how theoretical and empirical approaches, which have been

established in plankton feeding ecology, can be applied to questions regarding the ecology

of larval marine benthic invertebrates. I show how mechanistic modelling and observations

made in vitro can be combined to develop quantitative hypotheses, and conduct a field

study to evaluate the importance of predation on planktonic propagules of marine benthic

invertebrates by a planktonic predator. Overall, this thesis will contribute to the ability of

larval ecologists to develop hypotheses regarding the effect of predation on the evolution

and dynamics of the planktonic propagules of marine benthic invertebrates.
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CHAPTER 2

MODELLING RATES OF RANDOM

SEARCH OVER THE TRANSITION FROM

DIFFUSIVE TO BALLISTIC MOVEMENT

OF PLANKTON

2.1 Abstract

The rate of search for food (i.e., maximum clearance rate), F , of a plankter is essential to

the prediction of encounter rates, and is dependent on movement. Classic encounter rate

models assume diffusive or ballistic movements, which represent opposing extremes of

directional persistence. From the perspective of the predator, the directional persistence of

prey is determined by the ratio of the persistence length (i.e., “run length” of a random

walker), λ, and the radius of prey detection, r. I developed an individual-based model to

(1) describe variation in F due to λ/r and time, and (2) evaluate the utility of published

corrections (that take into account the effect of λ/r on F ) to the classic models. My results

illustrate that classic models overestimate F when their assumptions of movement are

Sorochan, K. A., Gentleman, W. C., and Metaxas, A. 2017. Modelling rates of random search
over the transition from diffusive to ballistic movement of plankton. Journal of Plankton Research.
https://doi.org/10.1093/plankt/fbx034.

My coauthors Dr. Wendy Gentleman and Dr. Anna Metaxas supervised the study design and analysis, and
edited the manuscript.
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invalid, and indicate that the effect of time-variation in F on food consumption is most

substantial near the middle of the diffusive to ballistic transition (i.e., λ/r ≈ 1). At λ/r

<< 1, predators may exploit high clearance rates by “jumping”, provided that the far-field

concentration of prey is sufficiently high. I recommend a published Michaelis-Menten

type correction to the classic models, and discuss the assumptions and applications of the

model system.

2.2 Introduction

Encounters are the initial step in ecological processes that affect growth, mortality, and re-

production of planktonic organisms. These processes include nutrient absorption (Pasciak

and Gavis, 1974), feeding (Kiørboe et al., 1985), mating (Kiørboe and Bagøien, 2005), and

fertilization of propagules released by broadcast spawners (Pennington, 1985). Encounter

rate models are therefore important tools for the development of mechanistic models that

predict plankton dynamics (Gerritsen and Strickler, 1977; Kiørboe, 2011; Litchman et al.,

2013).

The encounter rate, E, among individuals from two populations is modelled as the rate

of a chemical reaction. That is, the product of the concentration of reactants, A and B, and

a rate constant, F (i.e., E = F [A][B]; Gardiner, 1969). In plankton feeding ecology, the

“reactants” are the predator and prey, and the “rate constant” is the maximum clearance rate

(dimensions of volume time-1), defined as the rate in which the predator searches for prey

assuming all encountered prey are ingested (e.g., Kiørboe, 1997). In Holling (1959b)’s

famous disk equation for the type II functional response, the maximum clearance rate is

referred to as the “rate of discovery” (also known as the “attack rate”). The maximum

clearance rate is dependent on the distance in which prey can be detected from the predator

and the movement of both the predator and the prey. Movement affects the maximum

clearance rate because backtracking decreases the rate in which previously unexplored

water is searched (e.g., Levandowsky et al., 1988).

Classic analytical models for prediction of the maximum clearance rate were originally

derived to predict the rate of collisions among spherical particles moving in random

directions (Maxwell, 1860; Smoluchowski, 1916). These models have been adopted or

re-discovered in plankton ecology to predict encounter rates caused by movement of the

predator and prey that is diffusive (i.e., due to diffusion; Pasciak and Gavis, 1974; Fenchel,

23



1984) or ballistic (i.e., linear; Gerritsen and Strickler, 1977; Hutchinson and Waser, 2007).

Both models have been strongly influential in the development of mechanistic theory in

zooplankton feeding ecology (e.g., Kiørboe, 2011).

Diffusive and ballistic movement are extremes on a continuum of directional persistence,

defined as the tendency of an individual to maintain its direction of travel over time (Codling

et al., 2008). In a movement model known as correlated random walk (CRW), directional

persistence is parameterized as “persistence time”, defined as the time before reorientation

in a random direction in discrete (i.e., “run and tumble”) movement (Visser and Thygesen,

2003). The corresponding “persistence length” is the product of the persistence time and

particle speed (Fuchs, 1964). Diffusive or ballistic movement apply when directional

persistence is perceived as negligible or substantial, respectively, from a particular time

or length scale. From the perspective of a predator with a spherical perceptive field, the

directional persistence of prey is dependent on the ratio of the persistence length of prey

to the radius of prey detection of the predator (Visser and Kiørboe, 2006). For example,

when the persistence length is much smaller or larger than the radius of prey detection,

movement is perceived as diffusive or ballistic, respectively.

Classic models can give erroneous predictions of the maximum clearance rate of a

planktonic predator if the assumptions of diffusive or ballistic movement are not valid

(Visser and Kiørboe, 2006). The limitations of the assumptions of either diffusive or

ballistic movement on prediction of the maximum clearance rate have been acknowledged

in the physical sciences for decades. However, derivation of an analytical model for

the maximum clearance rate over the transition from diffusive to ballistic movement is

difficult, and has therefore been limited to approximations that are “rough estimates” (e.g.,

Fuchs, 1964) or only applicable to part of the diffusive to ballistic transition (e.g., Harris,

1982). Correlated random walk bridges the gap between diffusive and ballistic movement;

however, linking directional persistence and particle encounter remains a challenge in the

field of encounter theory.

This study aims to: (1) improve the ability to predict the maximum clearance rate over

the diffusive to ballistic transition in movement; and (2) describe the variability in the

maximum clearance rate due to diffusive, ballistic, and CRW movement over scales of

prey detection and directional persistence of movement relevant to zooplankton feeding. I

present an individual-based model (IBM) as a reliable tool for prediction of the maximum
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clearance rate from CRW movement, and evaluate the utility of previously published

analytical models (e.g., Fuchs, 1964; Harris, 1982; Visser, 2007).

2.3 Methods

I developed an individual-based model (IBM) to predict maximum clearance rate, F IBM, of

a non-moving predator that can detect prey within a spherical field characterized by radius,

r. Encounters between the predator and prey were facilitated by correlated random walk

(CRW) movement of the prey (Taylor, 1922; Dunn, 1983; Codling et al., 2008). This model

system is therefore directly applicable to ambush feeding predators (e.g., chaetognaths or

copepods of the genus Oithona) that do not actively search for prey, but attack prey upon

encounter or collect prey that collide with their surface (Kiørboe, 2011).

I qualitatively compared data that emerged from the IBM to solutions from two classic

models that assume movement of prey is always diffusive or always ballistic, which I refer

to as the “diffusive model” and “ballistic model”, respectively. Following (Smoluchowski,

1916), the maximum clearance rate predicted from the diffusive model, FDiff, is:

FDiff = 4πDr(1 +
r

(πDt)0.5
) (2.1)

where, D is the diffusivity of the prey, and t is time. The diffusivity of a correlated random

walker in three dimensions is:

D =
s2τ

3
(2.2)

where, s is the swimming speed, and τ is the persistence time (Lovely and Dahlquist, 1975).

It is assumed that all prey are immediately ingested when they are within radial distance r

of the predator. Therefore, Cprey becomes depleted in a boundary layer surrounding the

predator over time. At steady state FDiff = 4πDr (Koch, 1971; Berg, 1993). Following

Maxwell (1860), the maximum clearance rate predicted from the ballistic model, FBall, is:

FBall = πr2s (2.3)

This model is identical to that derived by Gerritsen and Strickler (1977) when the predator

is motionless.
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I also compared data from the IBM to three published corrections to the (steady state)

diffusive and ballistic models (see Table A.1 for equations). When multiplied by FDiff or

FBall, the corrections predict values of the realized maximum clearance rate, F , over the

diffusive to ballistic transition. The corrections are expressed as F/FDiff or F/FBall, are

bound by 0 and 1, and are dependent on the persistence length of prey movement, λ, and r

(Fuchs, 1964; Harris, 1982; Visser, 2007).

2.3.1 Individual based model

I positioned a motionless predator with a perceptive radius, r, at the origin of a spherical

domain with radius, R. I selected the initial positions of prey randomly from a uniform

distribution excluding positions within a distance r of the origin. I developed a 3D version

of Taylor (1922)’s 1D CRW to simulate prey movement (Figure 2.1). Prey travelled at

a constant speed, s = 1 mm s−1, along linear path segments of equal length over each

time step, Δt. At each Δt, individual prey maintained their direction of travel based on

a constant probability. Therefore, the probability of maintaining direction, P, decreased

exponentially over time, t, at a constant rate, 1/τ , where τ is the persistence time of prey

movement (i.e., P = e−t/τ ), and the corresponding persistence length is λ = sτ . I changed

the direction of travel of the prey by randomly selecting a displacement in each dimension

(x, y, z) from a uniform distribution under the condition that sΔt = (Δx2+Δy2+Δz2)0.5.

Figure 2.1: Correlated random walks of two particles travelling at the same speed over the
same time period. The persistence time, τ , of the particle represented by the blue path was
20 times greater than that of the particle represented by the red path.

At each Δt, I defined an encounter as an event in which the distance between the

location of an individual prey item and the predators centre (i.e., the origin) was ≤ r (see
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Figure A.1 for illustration of encounter criteria). I enumerated the encounters and derived

a maximum clearance rate, FIBM , from:

FIBM =
e

Cprey

(2.4)

where e is the encounter rate (encounters per Δt) and Cprey is the initial concentration of

prey. I removed prey that were encountered by the predator without replacement; therefore,

all encountered prey were “ingested”. I selected an appropriate duration of the simulation

and value of R such that Cprey near the outer boundary did not become depleted. This

was confirmed by plotting the relationship between the concentration of prey and the

radial distance from r (Figure 2.2). I re-positioned prey that exited the outer boundary

of the domain such that their displacement continued through the opposite side, thereby

maintaining a no-net-flux boundary condition.

Figure 2.2: The relationship between the ratio of the initial to final prey concentration,
C0/Cf , and the ratio of radial distance from the origin to the radius of prey detection, d/r.
Data from 6 replicate simulations are shown in which the persistence length, λ = 0.1 mm
and encounter radius, r = 1 mm.

2.3.2 Simulations

I carried out two different sets of simulations using the IBM. In both simulations, I derived

FIBM over a range of values of λ and r that were consistent with zooplankton feeding on
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different prey types (Table 2.1). I varied r and R together to maintain a constant ratio of

predator to domain volume (Table 2.2).

In the first set of simulations, I ran the IBM for 3 s at a high prey concentration (2.5

x 103 prey mm−3) to describe the effect of λ/r on the time variation of FIBM , which is

particularly strong when λ << r . I calculated mean FIBM at each Δt from n = 6 replicate

time series of FIBM for each combination of λ and r (Table 2.2). I illustrated the variation

in FIBM(λ, r) by creating a 2D surface from a bivariate interpolation. Separate surfaces

were created for each t.

In the second set of simulations, I ran the IBM for 3600 s at a lower prey concentration

(0.1 prey mm−3) to describe time-averaged values of FIBM . I calculated the mean FIBM

across the entire time series and then calculated an overall mean across all replicates (n =

5) for each combination of λ and r. I qualitatively compared these results to steady state

predictions from formulae (Table A.1) proposed by Fuchs (1964), Harris (1982), Visser

(2007). All simulations were run using MATLAB v 2016b; the code for simulations is

provided in subsection A.2.2 in Appendix A. Data analysis was done with R v 3.2.2.

Table 2.1: Ranges (presented as order of magnitude) of swimming speed (s), lengths
of directional persistence (λ), and reaction distance (r) measured for flagellates, ciliates,
copepods and chaetognaths. References: 1, Visser and Kiørboe (2006); 2, Kiørboe (2011);
3, Schuech and Menden-Deuer (2014); 4, Saiz and Kiørboe (1995); 5, Svensen and Kiørboe
(2000); 6, Kiørboe and Bagøien (2005); 7, Bianco et al. (2014); 8, Feigenbaum and Reeve
(1977); 9, Saito and Kiørboe (2001); 10, Tönnesson and Tiselius (2005); 11, Kiørboe and
MacKenzie (1995) and references therein.

Organism s (mm s−1) λ (mm) r (mm) Reference

Ciliates and flagellates 0.01 to 1 0.1 to 1 0.001 to 0.01 1 to 3
Copepods 1 to 10 1 to 10 0.1 to 1 1, 2, 4 to 7

Chaetognaths 0 – 1 to 10 8 to 10
Larval fish 1 to 100 NA 1 to 10 11

28



Table 2.2: Parameterizations in the individual-based model used to predict the maximum
clearance rate, FIBM , in short (3 s) and long (3600 s) simulations.

Parameter Short Long

Cprey (prey mm−3) 2.5 x 103 0.1
s (mm s−1) 1 1
r (mm) 0.5 to 2 by 0.1 0.5 to 2 by 0.1
R (mm) 5r 100r
λ (mm) 0.1 to 2 by 0.1 0.5 to 2 by 0.5
Δt (s) 0.1 0.5
t (s) 3 3600
Replicate simulations 6 5

2.4 Results

2.4.1 Time varying clearance rate

Simulations of the time varying clearance rate show that both the diffusive and ballistic

models can overestimate the realized maximum clearance rate if used incorrectly, and that

the upper limit of the realized maximum clearance rate is FBall. Even when movement is

diffusive, the diffusive model overestimated FIBM at short time scales because FDiff is

proportional to t−0.5 (Equation 2.1), resulting in FDiff approaching infinity as t approaches

zero (Figure 2.3).

For a given r, the effect of time on FIBM increased non-linearly as λ decreased. For

example, after 3 s, the difference in FIBM/FBall between λ/r = 0.05 and λ/r = 0.5 was

larger than between λ/r = 0.5 and λ/r = 1 by a factor of ≈ 4 (Figure 2.4). The same

effect can be visualized in Figure 2.5, wherein the contours of FIBM at 3 s only remain

similar to FBall when λ is large relative to r. In contrast to the simulations run at high prey

concentration (i.e., 2.5 x 103 individuals mm−3; Figure 2.3), the time series of FIBM at

low prey concentration (i.e., 0.1 individuals mm−3) were characterized by episodic spikes

that often corresponded to single encounter events (Figure A.2).

2.4.2 Corrections to maximum clearance rate at steady state

Corrections to the diffusive model by Fuchs (1964), Harris (1982), and Visser (2007)

generally exhibited similarly shaped relationships with λ/r (Figure 2.6). Conversion

from diffusive to ballistic correction using the conversion factor, FDiff/FBall = 4λ/3r,
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A 
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t 

Figure 2.3: Time series of the realized maximum clearance rate from the IBM at high prey
concentration (2.5 x 103 prey mm−3) and solutions to the diffusive and ballistic models
near the (A) “diffusive side” (λ/r = 0.05) and (B) “ballistic side” (λ/r = 4) of the diffusive
to ballistic transition.
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Figure 2.4: Time variation of mean FIBM/FBall (n = 6 for each point) for r = 2 mm, and
λ = 0.1 mm (red), 0.3 mm (grey), 0.5 mm (blue), 1 mm (cyan), and 2 mm (black).

indicated that the Fuchs (1964) and Harris (1982) corrections were inaccurate near the

“ballistic side” of the diffusive to ballistic transition. The Fuchs (1964) correction appeared

to plateau at a maximum value of F/FBall < 1, and the Harris (1982) correction decreased

with increasing λ/r at λ/r >≈ 4 (Figure 2.6).

Values of FIBM/FBall averaged over 3600 s were slightly higher than predicted by

the Visser (2007) correction (Figures 2.5 and 2.7). Deviations from the Visser (2007)

correction were highest at λ/r ≈ 1. I expected that predictions from the IBM would

overestimate the maximum clearance rate at steady state because FIBM was time-averaged,

and steady state is probably not reached within 3600 s for many values of λ/r. The Visser

(2007) correction, which is a Michaelis-Menten model (Table A.1), can be easily tweaked

to approximate the time-averaged data from the IBM by decreasing the half saturation

constant. For example, decreasing the half saturation constant from 0.75 to 0.5 appeared

to improve the fit of the Visser (2007) correction to FIBM/FBall (Figure 2.7).
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    0.1 s     3 s 0 to 3600 s mean A B C 
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Figure 2.5: Surfaces of the maximum clearance rate (mm3 s−1) as a function of λ and r.
Plots A and B represent mean FIBM (n = 6) at 0.1 s and 3 s, respectively. Plot C represents
mean FIBM (n = 5), time averaged over 3600 s. Plots D, E, and F represent predictions
from the ballistic model (Equation 2.3), diffusive model (at steady state; Equation 2.1),
and Visser (2007) correction (see Table A.1 for formula), respectively.
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A 

B 

Figure 2.6: The relationship between λ/r and corrections to (A) the diffusive model; and
(B) the ballistic model and λ/r. The Visser (2007) correction to the ballistic model was
converted to a correction to the diffusive model by multiplying by the conversion factor,
X = FDiff/FBall. The Fuchs (1964) and Harris (1982) corrections to the diffusive model
were converted to corrections to the ballistic model by multiplying by the conversion factor,
X = FBall/FDiff (see Table A.1 for formulae to corrections).
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Figure 2.7: Relationships between λ/r and (1) mean FIBM/FBall ± 95% CI (n = 5),
time-averaged over 3600 s; and (2) the Visser (2007) correction to the ballistic model,
calculated with half saturation constants of K = 0.25, 0.50, and 0.75.

2.5 Discussion

2.5.1 Corrections to ballistic and diffusive models

The ballistic and diffusive models are valuable tools for the mechanistic prediction of

encounter rates in the plankton. However, it is likely that many encounters between

predator and prey are determined by the maximum clearance rates that occur over the

transition from diffusive to ballistic movement (Visser and Kiørboe, 2006), which, to the

best of my knowledge, have not been thoroughly described at scales relevant to zooplankton

feeding. Harris (1982) stated that diffusive to ballistic transition occurs over a range of

values of directional persistence (as perceived by the predator) on the order of 0.1 < λ/r <

10. My results are generally consistent with this range. Because of the time variation in the

maximum clearance rate, I emphasize that the time spent searching for prey is an important

factor when considering use of a “classic” model or its correction. For example, I found

that at λ/r = 4, time averaged FIBM was consistent with FBall on the scale of seconds,

but was slightly lower (≈8%) than FBall after 1 h. Note that even small deviations in the

maximum clearance rate can result in large differences in cumulative ingestion of prey

if the concentration of prey is sufficiently high and the time spent searching for prey is
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sufficiently long. The effect of time on the realized maximum clearance rate is further

discussed in the following subsection.

Comparison of corrections to the diffusive and ballistic models indicated that the Visser

(2007) correction is the most useful because it produced predictions that were similar

to data that emerged from the IBM, and is the simplest equation to implement in larger

models (e.g., Visser, 2007). Also, because the Visser (2007) correction is a Michaelis-

Menten model, its half saturation constant can be easily modified to predict time-averaged

(non-steady state) values that emerge from the IBM. The Fuchs (1964) correction was

most similar to that of Visser (2007). In fact, when λ << r, the Fuchs (1964) correction

to the diffusive model also reduces to a Michaelis-Menten form (see Fuchs, 1964 and

subsection A.1 in Appendix A). Both Fuchs (1964) and Harris (1982) acknowledged

that their corrections to FDiff are approximations. My analysis indicates that the Fuchs

(1964) and Harris (1982) corrections are most appropriate near the “diffusive side” of the

diffusive to ballistic transition (i.e., when λ/r <≈ 0.5).

2.5.2 Time varying and steady state predictions

I have shown that the decrease in the maximum clearance rate with time is rapid and

gradual when λ/r is small and large, respectively. Furthermore, the strength of the time

dependence of the maximum clearance rate decreases non-linearly as λ/r increases. Time

variation in the maximum clearance rate may not be ecologically important near opposing

ends of the diffusive to ballistic transition because (1) steady state is approached rapidly

when directional persistence is negligible (e.g., steady state is reached over ≈ 2 minutes

at λ/r = 0.05) and (2) the correction to FBall is small when directional persistence is

substantial (i.e., at λ/r = 10, the Visser (2007) correction is 0.93). This is consistent with

my findings that that deviations from time-averaged maximum clearance rates over 1 h

and steady-state predictions from the Visser (2007) correction were largest at intermediate

values of λ/r.

It has been suggested that copepods can maintain clearance rates above steady-state by

jumping to a new location, effectively re-setting depleted prey in their immediate vicinity

to the far-field concentration (Titelman and Kiørboe, 2003). Jump frequencies of copepods

measured in the laboratory range from 0.01 s−1 to 3 s−1 (e.g., Titelman and Kiørboe, 2003;

Henriksen et al., 2007). The potential effect of jumping can be visualized in Figure 2.5.

For example, if a predator with a detection distance of 1.4 mm feeding on prey with
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a persistence length of 0.1 mm jumps after 3 s, it will “reset” its clearance rate from

approximately 2 mm3 s−1 (Figure 2.5B) to 6 mm3 s−1 (Figure 2.5A). Prey concentration

profiles that occur over the feeding interval between jumps (e.g., Figure 2.2) could be used

to measure the distance that must be travelled in each jump so that the copepod lands in a

field of prey that has not been partially depleted, assuming no other predator was recently

there.

The concentration of prey is an important factor to consider when assessing the ability

of a feeding behaviour to exploit near-ballistic maximum clearance rates over relatively

short time periods. Encounters are likely intermittent and sporadic events at natural prey

concentrations. If the prey concentration is sufficiently low that very few or no prey

are encountered over a time period that is much greater than the persistence time or time

interval between jumps, time variation in the maximum clearance rate may not be important.

For perspective, laboratory estimates of maximum clearance rates of ambush feeding

copepods of the genus Acartia (feeding on ciliates) and Oithona (feeding on dinoflagellates)

are approximately 8 ml h−1 and 0.4 ml h−1, respectively (Saiz and Kiørboe, 1995; Svensen

and Kiørboe, 2000). Applying these values to concentrations of microzooplankton (10

cells ml−1) and nanozooplankton (103 cells ml−1) that may be expected in the sea (Fenchel,

1988), gives an encounter rate on the order of 0.01 prey s−1. I speculate that high prey

concentrations are probably required for organisms to take advantage of clearance rates

near FBall that occur on short time scales at the onset of feeding.

2.5.3 Model assumptions and applications

In my model, the predator is stationary and the prey move as correlated random walkers.

Because the rate of search is dependent on the relative movement of predator and prey,

the model is applicable to the scenario in which a “cruise feeding” predator is feeding on

non-moving prey, in addition to the scenario in which an “ambush feeding” predator is

feeding on motile prey.

Studies by Svensen and Kiørboe (2000) and Saiz et al. (2003) provide data on observed

maximum clearance rates of ambush feeding copepods of the genus Oithona, the volume

of water surrounding the antennules in which prey are detected, and the swimming speed

of the prey. I used these data to compare observed maximum clearance rates to FBall and

the Visser (2007) correction over the range of persistence lengths reported in the literature

for dinoflagellates (i.e., 0.1 mm < λ < 1.0 mm; see Table 2.1). The mean maximum
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clearance rate ± 95% CI reported by Svensen and Kiørboe (2000) and calculated from

Table 1 in Saiz et al. (2003) are 0.42 ± 0.10 ml h−1 and 0.28 ± 0.06 ml h−1, respectively.

My corresponding estimates of FBall (0.41 ml h−1 and 0.26 ml h−1) are in agreement with

these data. When I applied the Visser (2007) correction, predictions of the maximum

clearance rates were lower, and ranged from 0.12 ml h−1 to 0.33 ml h−1, and 0.09 ml h−1 to

0.22 ml h−1, respectively. Assuming that the data on prey detection and swimming speed

are accurate, this example suggests that persistence lengths of dinoflagellates can be larger

than 1 mm, which is consistent with observations of ballistic movement of dinoflagellates

(in the vertical dimension) by Schuech and Menden-Deuer (2014). I found that the effect of

the sinking speed of Oithonia sp. on the maximum clearance rates was negligible because

it was approximately 4 times smaller than that of the prey (see Gerritsen and Strickler,

1977). Therefore, in this case, the problem can be reduced to the scenario of the predator

being motionless.

There are several different scenarios in which the predator and prey may be moving, and

methods for the calculation of the maximum clearance rate for each scenario have been

proposed. If movement of both predator and prey is assumed either diffusive or ballistic,

the maximum clearance rate can be calculated from the diffusive model (Equation 2.1),

using a diffusion coefficient of, D = Dpredator + Dprey (Chandrasekhar, 1943), or the

ballistic model (Equation 2.3) using a swimming speed of s = (s2predator + s2prey)
0.5 (Evans,

1989). If the movement of the predator is ballistic and the movement of the prey is

diffusive, the maximum clearance rate can be calculated from F = FDiffSh, where Sh

is the Sherwood number (Kiørboe, 2008). The Sherwood number is the ratio of flux of

prey into the predator due to advection and diffusion to the flux due only to diffusion

(Karp-Boss et al., 1996). Finally, Fuchs (1964) provides a correction to the diffusive model

if the movement of both the predator and prey are characterized by the same persistence

length (note that the Fuchs (1964) correction in the Appendix is adapted for movement of

the prey only). A numerical modelling approach would be useful to evaluate the scenario

in which both prey and predator are moving as correlated random walkers with different

persistence lengths.

The incorporation of directional persistence of plankton movement into encounter rate

models increases the scope of theory. However, run-and-tumble movement generated
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by CRW is an oversimplification of the swimming behaviour of many planktonic organ-

isms. While CRW may be an appropriate model for the movement of certain organisms

(e.g., Escherichia coli; Berg et al., 1972), this model is not applicable when swimming

trajectories are spatially structured (Bianco et al., 2014), or anisotropic (e.g., Schuech

and Menden-Deuer, 2014). Persistence lengths can be measured from non-random paths

and anisotropic movement, but may lead to inaccurate predictions of the true maximum

clearance rate.

The model is most applicable to situations in which predators are constantly searching

for prey in homogenous environments on relatively small scales. Laboratory studies

have demonstrated that zooplankton respond to environmental gradients by adjusting

their swimming speed or path geometry to remain within favorable conditions, such as

a patch of food (Buskey, 1984; Verity, 1991; Woodson et al., 2005; Menden-Deuer and

Grünbaum, 2006). Therefore, maximizing the rate of exploration of new environment

(by using ballistic movement) is not necessarily advantageous because it may reduce the

ingestion rate by facilitating an early exit from and environment enriched with prey.

The maximum clearance rate can be used to evaluate ingestion rates assuming that the

predator is not satiated and that post encounter feeding efficiency is 100%. Prey within

the detection distance of the predator may not be encountered if the predator is satiated.

Satiation can be accounted for by implementing the maximum clearance rate as the “attack

rate” in Holling (1959b)’s disk equation. Encountered prey may not be ingested because

prey may escape. The ballistic model can be easily modified by multiplying FBall by

the probability of ingestion after encounter (e.g., Hansson and Kiørboe, 2006); however,

this method cannot be used to adjust FDiff (Collins and Kimball, 1949). Fuchs (1964)

provides a formula for the inclusion of a feeding efficiency term in the correction to the

diffusive model. This problem can be explored using an IBM by assigning prey with a

probability to reflect off (or pass through) the predators encounter sphere, or disappear if

the escape response of the prey results in movement far from the immediate vicinity of the

predator.

2.6 Conclusions

In this study, I presented an individual based model (IBM) for the prediction of the

maximum clearance rate of a motionless (i.e., ambush feeding) predator from correlated
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random walk (CRW) movement of prey. The model is also directly applicable to a

moving (i.e., cruise feeding) predator searching for motionless prey. My description of

the maximum clearance rate over the transition from diffusive to ballistic prey movement

illustrated that the diffusive and ballistic models can give overestimates if their assumptions

of movement are not valid. I compared three corrections to classic “diffusive” and “ballistic”

models, and argue that the correction proposed by Visser (2007) is the most useful because

it was consistent with the simulated data and is the simplest correction to implement in

larger models. The Visser (2007) correction can also be easily tweaked to non-steady

state predictions from the IBM by modifying the half saturation constant. The latter is

potentially important, given that non-steady state predictions may be relevant in scenarios

in which the time spent searching for prey is shorter than the time to reach steady state.

My work highlights the need for future studies on the potential interactions between the

effect of directional persistence and concentration of prey, movement of both predator and

prey, and feeding efficiency on rates of search, encounter, and ingestion.
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CHAPTER 3

THE EFFECT OF TEMPERATURE ON

MOTILITY OF THE NAUPLIUS AND

CYPRIS STAGES OF THE ACORN

BARNACLE, Semibalanus balanoides

3.1 Abstract

Variability in motility of planktonic larval marine benthic invertebrates with environmental

conditions can affect the dispersal and survival of individuals by its influence on encounters

with food and predators, horizontal transport, and settlement. I quantified swimming speed

and directional persistence, expressed as a persistence time and persistence length (i.e., run

duration, and run length of a random walker), of nauplii and cyprids of the acorn barnacle,

Semibalanus balanoides, over a temperature range of 0 to 12°C. I fit persistence time

and length parameters in a correlated random walk model to displacement data obtained

from video-recordings in 2D (horizontal and vertical dimensions). Nauplii (stages 2 and

6) were generally characterized by lower swimming speeds (nauplii: 0.98 to 2.54 mm

s−1, cyprids: 2.56 to 3.19 mm s−1) and higher persistence times (nauplii: 1.18 to 5.49 s,

cyprids: 0.29 to 0.92 s), and higher lengths (nauplii: 1.52 to 11.12 mm, cyprids: 0.96 to

Sorochan, K. A., and Metaxas, A. Submitted to Marine Ecology Progress Series in January 2017
My coauthor Dr. Anna Metaxas supervised the study design and analysis, and edited the manuscript.
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2.80 mm). Significant correlations between temperature and persistence length resulted

from the effect of temperature on swimming speed for stage 6 nauplii and persistence time

for cyprids. Analyses indicated directional bias of each swimming metric in the vertical

dimension. Although the correlated random walk model is an idealized model of animal

movement, I suggest that the quantification of directional persistence of larval marine

benthic invertebrates can provide new insight into the evolutionary trade-offs associated

with feeding and non-feeding life history strategies.

3.2 Introduction

Planktonic larvae of marine benthic invertebrates swim by movement of cilia or specialized

appendages (Chia et al., 1984). Larvae must swim to remain suspended in the water

column, ingest food, avoid predation, and find suitable substrate for settlement. These

factors affect larval survival, transport, and ultimately population connectivity (Metaxas

and Saunders, 2009).

It is well established that animal behaviour often reflects a trade-off between searching

for food or mates and avoiding predators (Lima and Dill, 1990). Models of the rates of

random search and encounter facilitate the development of hypotheses regarding (1) the

selective pressures of ingesting food and avoiding predators on motility traits (e.g., Visser

and Kiørboe, 2006), and (2) the consequence of these traits on the fitness of organisms

(Visser, 2007), and dynamics of plankton communities (Gerritsen and Strickler, 1977;

Litchman et al., 2013). Zooplankton may increase their rate of random search for food

by increasing their diffusivity at a cost of increasing the probability of swimming into a

predator (Visser and Kiørboe, 2006).

Swimming speed and diffusivity are two examples of motility traits in models that

predict the rate of random search and encounter assuming ballistic movement (i.e., the

magnitude of displacement is proportional to time), and diffusive movement (i.e., the

magnitude of displacement is proportional to time0.5), respectively (Kiørboe, 2011). Direc-

tional persistence (i.e., the tendency of a random walker to maintain directional of travel) is

an additional trait that bridges the gap between ballistic and diffusive movement. In move-

ment models known as “correlated random walk” (see Codling et al., 2008), directional

persistence is expressed as a correlation in direction between adjacent discrete movements,

which can be used to derive a “persistence time” (Taylor, 1922). The persistence time is the
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mean time of each “run” in discrete run and tumble movement, and is inversely related to

the rate of change in direction of travel (Taylor, 1922; Dunn, 1983), and the corresponding

“persistence length” is a product of the swimming speed and persistence time.

The persistence length influences predation risk, as higher persistence lengths result in

a higher probability of encountering a predator (Visser and Kiørboe, 2006). Studies that

quantify swimming metrics that influence predation risk can provide new insights into

classic concepts in larval ecology. For example, planktotrophy is often associated with a

high reproductive output and low parental investment of energy per offspring, at the cost

of an extended larval duration over which integrated losses to mortality are potentially

significant (Strathmann, 1985). An additional cost may be that planktotrophic larvae are

inherently more vulnerable to encounters with predators due to their requirement to search

for food.

Both the directional persistence and swimming speed determine the diffusivity of a

random walker, and therefore influence the rate of search for food, and the distribution

of organisms. Planktonic ciliates and dinoflagellates have been shown to decrease their

swimming speed and rate of turning (i.e., directional persistence) in response to favorable

environmental conditions, such as a patch of food, which results in the aggregation of

individuals in space (e.g., Buskey and Stoecker, 1988; Menden-Deuer and Grünbaum,

2006). Although this behaviour reduces the diffusivity of grazers and their rate of search

for food, it can actually enhance their growth rate because foraging occurs at a relatively

high concentration of prey (Menden-Deuer and Grünbaum, 2006).

In this study, I quantified the variability in swimming speed, persistence time, and

persistence length of larvae of the acorn barnacle, Semibalanus balanoides, over a range of

temperatures experienced during their larval duration in the Northwest Atlantic. The larvae

progress through six naupliar stages and a cypris stage (Crisp, 1962) over a period of

several weeks (Bousfield, 1954). Swimming serves several important functions for larval

barnacles. In the naupliar stages, feeding is dependent on swimming because nauplii use

their appendages to swim and collect food simultaneously (Walker et al., 1987; Anderson,

1994). Swimming in the vertical dimension can indirectly affect horizontal advection of

both nauplii and cyprids by ocean currents (e.g., Bousfield, 1955; Shanks and Wright,

1987) and influence the vertical distribution of settlers (Grosberg, 1982).

I expected that temperature would increase larval swimming speeds as a result of a
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decrease in viscosity and increase in the rate of biochemical reactions (Larsen and Riisgård,

2009), and therefore increase persistence length. Nauplii feed by action of their swimming

appendages, whereas the cyprids are non-feeding and adapted for settlement (Walker et al.,

1987; Anderson, 1994). The nauplii must feed to build energy reserves that are required

for the settlement and metamorphosis of the cypris stage (Lucas et al., 1979); therefore, I

expected their persistence length to be higher than that of cyprids.

3.3 Methods

3.3.1 Adult collection and larval rearing

I collected individuals of adult Semibalanus balanoides from Northwest Arm in Halifax,

NS, in winter 2014 and 2015 (Table 3.1), transported them to the Dalhousie University

Aquatron facility, and held them in continuously flowing seawater at ambient temperature,

which ranged from 2 to 4°C. After 1 to 2 days, I induced release of larval barnacles by

feeding adults diatoms (Thalassiosira weissflogii) in a closed container for 3 to 4 h; over

this time period, I allowed the temperature to rise from ambient to 12°C. Immediately after

larval release, I transferred the larvae into 4-l glass culture jars containing 3 l of 1-μm

filtered seawater at 6°C and maintained larvae in culture until the second nauplius (N2),

sixth nauplius (70-90% of individuals in sixth stage, N6), or cypris stage was reached for

experimentation. I replenished seawater and algal food (3 to 1 mixture of T. weissflogii

and Isochrysis sp. at a combined concentration of 105 cells ml−1) every other day.

Table 3.1: Methodological details regarding the collection of adult Semibalanus bal-
anoides, larval culture, and experimentation. A separate experiment was conducted for
each stage, using larvae from a different set of adults.

Stage Date of collection Culture duration

to stage (d)

Acclimation

period (h)

Observation

period (h)

N2 12 March 2014 1 4 to 7 10
N6 17 February 2014 15 6 to 14 12

Cypris 9 March 2015 19 7 to 10 10

3.3.2 Experimental set-up and design

I video-recorded 2D larval swimming trajectories (in horizontal, x, and vertical, z, dimen-

sions) with a Nikon D5100 digital camera (frame rate: 30 fps) oriented perpendicular to a
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10 x 10 x 10-cm arena in a plexiglass column, in which I added 1 l of 1-μm filtered seawater

and larvae at a concentration of 0.5 to 0.7 individuals ml−1. Because swimming behaviour

of larval barnacles is sensitive to light (Crisp and Ritz, 1973), I did the experiments in

darkness with an infrared illumination source (wavelength: 850 nm) positioned on the side

of the column opposite to that of the camera.

I video-recorded larvae swimming at 0, 3, 6, 9, and 12°C (± 1°C) in separate experiments

for each stage (Table 3.1). These temperatures represent the thermal range experienced by

larval S. balanoides in NW Atlantic (Pineda et al., 2002; Sorochan and Metaxas, 2015).

In each experiment, I obtained 3 to 5 video-recordings per temperature. Prior to capturing

videos, I placed the larvae in 4-l jars containing 1 l of 1-μm filtered seawater, and immersed

the jars in flowing seawater at a temperature corresponding to each treatment. I staggered

the time over which groups of 4 to 5 jars with randomly assigned temperatures were

transferred into their corresponding tanks, resulting in an acclimation period that ranged

from 4 to 14 h (Table 3.1).

To obtain a video-recording, I transferred larvae from a jar into the column, waited 2

min to allow turbulence to dissipate and larvae to adjust to the new vessel, and recorded

larval trajectories for 5 min. After each video-recording, I preserved larvae in 95% ethanol

for identification of larval stages, and thoroughly rinsed the column. All observations from

all temperatures were completed over 10 to 12 h. To prevent warming of the seawater

during each observation, I ran seawater at the corresponding temperature treatment through

a water jacket around the exterior of the column. The coldest seawater available to run

through the water jacket was 3°C; therefore, this temperature was used in the water jacket

for the 0°C treatment. The seawater temperature warmed by up to 1°C for all temperature

treatments, except for the 0°C treatment, which warmed to 2°C. I estimated the actual

temperature experienced by the larvae as the average of the initial and final temperatures.

3.3.3 Data collection

I extracted images at 0.25-s intervals from each video, and converted each image into a

binary format such that each larva in an image was represented as a group of white pixels

on a black background. I used particle tracking software (Blaire and Dufresne, 2008) to

determine larval co-ordinates (x, z) from the centroid of each pixel group, and identify

paths based on the location of larval positions between successive frames. The raw data

were processed manually to remove artificial paths caused by sinking aggregates of algae
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or molts that were introduced when larvae were transferred to the container in which they

were acclimated. I also manually annealed path segments (separated by a time interval < 1

s) that were assigned different paths by the tracking algorithm, but belonged to the same

larva. This occurred when larvae moved in and out of focus. To convert pixels to travel

distances, I measured the number of pixels corresponding to a distance of 1 cm from an

image of a ruler immersed in the column in the plane of focus using Image J software.

I used path duration of 6 s to maximize the number of paths that could be analyzed from

each video (Figure 3.1). For each path, I estimated the mean swimming speed, s̄, and

maximum swimming speed, smax. These variables were then averaged over all paths to

obtain a single estimate from each video-recording. The value of smax was evaluated in

addition to s̄ because the effect of temperature on the former is sometimes greater than

on the latter (e.g., Moison et al., 2012). Both swimming speed metrics were quantified

in the xz plane, as well as the x and z dimensions. I also measured the mean ratio of net

displacement to gross distance travelled, NGDR, after 6 s in the vertical and horizontal

dimension to determine if larval trajectories were biased in direction of travel within each

video recording.

I quantified swimming metrics from 2D projections (in the xz plane) of 3D trajectories.

My results are therefore comparable to those from other studies that have quantified

swimming speeds and directional persistence from trajectories of plankton collected in

2D (Kiørboe et al., 2004; Kiørboe and Bagøien, 2005; Visser and Kiørboe, 2006). It is

well documented swimming speeds are underestimated when derived from observations in

2D (Kiørboe and Bagøien, 2005; Dur et al., 2011). Also, I suspect that my observations

in 2D were biased towards slow and convoluted movement (resulting in underestimates

of swimming speed and directional persistence), as rapid and sustained movement in the

y dimension (which was not observed) would result in larvae quickly moving out of the

plane of focus.

Despite these problems, I am confident that there was no interaction between the biases

associated with 2D measurements and the potential effect of temperature on the larval

motility metrics used in this study. This would occur if there was an interaction between

temperature and directional bias in swimming metrics in the horizontal (i.e., xy) plane. It is

unlikely that the direction of travel was biased in the horizontal plane, where environmental
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N2 

N6 

Cyp 

Figure 3.1: The distribution of the number of larval swimming paths sampled per video-
recording for the following Stages: (A) second nauplius (N2); 8 ≤ n ≤ 87, (B) sixth
nauplius (N6); 10 ≤ n ≤ 98, and (C) cypris (Cyp); 20 ≤ n ≤ 124.
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conditions were uniform. I believe zooplankon are more likely to exhibit temperature-

dependent directional biases in the vertical dimension due to potential interacting effects

of temperature and pressure on swimming behaviour.

3.3.4 Estimation of directional persistence from random walk

I used a correlated random walk model to estimate the persistence time, τ , and persistence

length, λ = τs, where s is the swimming speed. Correlated random walk assumes larvae

move at a constant s, and the direction of travel is globally unbiased, but correlated at

small time scales between successive movements (Taylor, 1922; Codling et al., 2008).

I estimated these metrics from larval movements in the xz plane. I conducted separate

analyses in the x and z dimensions to evaluate potential directional bias in movement (e.g.,

Schuech and Menden-Deuer, 2014).

The root mean squared distance traveled, l, of a correlated random walker is expressed

in terms of s, τ , and time, t, as:

l = s(2τ(t− τ(1− e−t/τ )))0.5 (3.1)

Equation 3.1 was derived by Taylor (1922) in 1D, and by Dunn (1983) in 2D. Estimates

of τ and s can be obtained by fitting the parameters in Equation 3.1 using non-linear

regression (Dunn, 1983). This method has been used to characterize the motility of

planktonic organisms (Kiørboe and Bagøien, 2005; Visser and Kiørboe, 2006; Schuech

and Menden-Deuer, 2014).

Equation 3.1 can be expressed in terms of the ratio of the root mean squared distance

travelled to the gross distance travelled, l/L:

l

L
= (2(η − η2(1− e−1/η)))0.5 (3.2)

where η = τ/t = λ/L, and L = st. Because s was not constant in my data, I approximated

L by computing the mean integrated distance travelled at each t. In preliminary analyses, I

found that fitting τ to both Equation 3.1 and Equation 3.2 produced similar results, but

there was less variability when τ was fit to Equation 3.2. Therefore, I estimated τ and λ

separately by fitting these parameters to Equation 3.2.
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3.3.5 Statistical analysis

I used the Spearman rank correlation coefficient, ρ, to evaluate the relationship between

temperature and each of the swimming metrics s̄, s̄max, τ , and λ quantified from xz

plane. Separate analyses were conducted for each stage. For s̄ and s̄max, I tested the null

hypothesis that ρ ≤ 0, and for all other metrics I tested the null hypothesis that ρ = 0. The

significance of ρ was determined using critical values obtained from Zar (1999).

I used sign tests and Spearman correlations to test for bias in motility in the x and

z direction, and the interaction between directional bias and temperature, respectively.

Specifically, I used the sign test to evaluate the null hypothesis of no difference between

z and x components of each swimming metric (s̄, s̄max, τ , and λ), and used Spearman

correlations to evaluate the null hypothesis that ρ = 0. Both tests were also conducted

on the NGDR in the horizontal and vertical dimensions to test the null hypotheses of no

difference in the direction of travel after 6 s, and that ρ = 0.

The number of larval paths used to quantify swimming metrics varied substantially

among video-recordings in each experiment (Figure 3.1). To evaluate the potential effect of

this additional source of variability on stage-specific relationships between each swimming

metric and temperature, I carried out separate correlation analyses using 100 subsets of

randomly sampled paths within each video-recording. The number of paths in each subset

was the minimum number of paths observed among all videos for each stage (n = 8, 10,

and 20 paths per subset for stages N2, N6, and cypris stages, respectively). All analyses

were conducted using R v 3.3.1.

3.4 Results

The paths of nauplii were characterized by arcs or meandering loops, whereas those of

cyprids were often characterized by convoluted zig-zags resulting from periods of forward

movement and passive sinking (Figure 3.2). Cyprids generally exhibited lower values of

l/L than nauplii, especially in the vertical dimension (Figure 3.3). Values of l/L often

deviated from the expectation of correlated random walk over the transition from ballistic

to diffusive movement. As τ/t decreased, l/L converged on the expectation from CRW

and diffusion (Figure 3.3). I have not shown the relationship between l/L and λ/L as

it was similar to that of l/L and τ/t. See Figures B.1, B.2, and B.3 for curve fits to

Equation 3.2 (for τxz) for each video-recording.
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A 

B 

C 

Figure 3.2: Examples of swimming paths of the (A) second nauplius and (B) sixth nauplius
and (C) cypris stages over 6 s. Tick marks on the axes correspond to increments of 4 mm.
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xz 

t t t

Figure 3.3: Relationships between the ratio of the root mean squared distance to gross
distance travelled, l/L, and time, t is shown in the upper panels in (A) 2D, (B) the
horizontal dimension, and (C) the vertical dimension. Relationships in (A to C) were used
to fit the persistence time, τ , in Equation 3.2. Relationships between l/L and τ/t are
shown in the lower panels in (D) 2D, (E) the horizontal dimension, and (F) the vertical
dimension. In all figures, each line represents data from a single video-recording of the
second nauplius (N2), sixth nauplius (N6), or cypris (cyp). In (D-F), the blue and black
lines indicate the expected relationship from diffusion and correlation random walk (CRW)
models, respectively.
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Correlation analyses on movement data in the xz plane using all available paths from

each video-recording indicated that both τ and λ of the cypris stage were negatively

correlated with temperature (Figure 3.4, Table 3.2). A significant negative correlation

between τ and temperature was detected for the second nauplius (N2), whereas a significant

positive correlation between λ and temperature was detected for the sixth nauplius (N6;

Figure 3.4, Table 3.2). Significant correlations between s̄ and temperature were only

detected for nauplii; however s̄max and temperature were significantly positively correlated

for all larval stages (Figure 3.5, Table 3.2).

Sign tests indicated a significant difference in the magnitude of each swimming metric

between the vertical (z) and horizontal (x) dimensions, except for τ for cyprids and s̄max

for N6 (Figure 3.4; Figure 3.5; Table 3.3). Significant positive correlations between τz − τx

and λz − λx and temperature were detected for N6 (Figure 3.4; Table 3.3). A significant

negative correlation between NGDRz and temperature was detected for cyprid larvae.

There was no consistent vertical or horizontal directional bias on NGDR across the range

of temperatures for any stage (Figure 3.6; Table 3.3).

When significant correlations were detected from all available paths, mean values of ρ

from path subsets were usually lower and were only significant for s̄ and s̄max (Table 3.2,

Table 3.3, Figures B.4 and B.5). Evaluation of the potential effect of sample size on

τz − τx and λz − λx was not possible because the non-linear regression failed to fit curves

to data from all random subsets at low sample sizes in the x and z dimensions.
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N6 Cyp N2 
A B 

C D 

Figure 3.4: Relationships between temperature and (A) persistence time in 2D, τxz; (B)
the difference between τ in the z and x dimension, τz − τx; (C) persistence length in 2D,
λxz; and (D) the difference between λ in the z and x dimension, λz − λx. The size of each
point is proportional to the ratio of the number of larval swimming paths used to estimate
the metric of interest to the maximum number of paths observed within each stage. Stage
2 nauplius (N2); Stage 6 nauplius (N6); cypris (Cyp).
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Table 3.2: Spearman rank correlation coefficients, ρ, from relationships between swim-
ming metrics and temperature. Values of ρ are reported from relationships in which all
paths were used. Mean values of ρ are reported from relationships of 100 path subsets
(see Figure B.4). Cases in which |ρ| > |ρcritical| at α = 0.05 are indicated in bold. Critical
values, |ρcritical|, for 1-sided tests for the second nauplius (N2) and Cypris (n = 18), and
the sixth nauplius (N6; n = 20), were 0.401 and 0.380, respectively. Corresponding values
of |ρcritical| for two-sided tests were 0.472 and 0.447, respectively.

Metric Larval stage ρ all paths ρ subsets

s̄xz N2 0.577 0.484

N6 0.841 0.827

Cypris 0.341 0.207

s̄maxxz N2 0.612 0.507

N6 0.746 0.742

Cypris 0.708 0.533

τxz N2 -0.517 -0.442
N6 -0.164 -0.090

Cypris -0.606 -0.365

λxz N2 -0.181 -0.226
N6 0.533 0.367

Cypris -0.526 -0.327
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A B 

Figure 3.5: Relationships between temperature and (A) mean swimming speed in 2D,
s̄xz; and (B) the differences between estimates of s̄ in the z and x dimension, s̄z − s̄x; (C)
maximum swimming speed in 2D, s̄maxxz , ; and (D) the difference between estimates of
s̄max in the z and x dimension, s̄maxz − s̄maxx . The size of each point is proportional to
the ratio of the number of larval swimming paths used to estimate the metric of interest to
the maximum number of paths observed within each stage. Stage 2 nauplius (N2); Stage 6
nauplius (N6); cypris (Cyp).
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Table 3.3: Results from Spearman rank correlations and sign tests, used to evaluate
directional bias in movement, and the interaction between directional bias and temperature,
respectively. Values of ρ are reported from relationships in which all paths were used, and
mean values of ρ are reported from relationships of 100 path subsets (See Figure B.5).
Cases in which |ρ| > |ρcritical| at α = 0.05 are indicated in bold. Critical values, |ρcritical|
for the second nauplius (N2) and Cypris (n = 18), and the sixth nauplius (N6; n = 20), were
0.472 and 0.447, respectively. For the sign test, a “success” refers to a positive value of the
swimming metric and a “trial” refers to the sample size, n, corresponding to each video
recording.

– Spearman correlation – ——— Sign test ———

Metric Larval

stage

ρ all paths ρ subsets Successes,

trials

P-value

s̄z − s̄x N2 0.298 0.205 16, 18 < 0.01

N6 0.410 0.306 15,20 0.04

Cypris -0.363 -0.264 18, 18 < 0.01

s̄maxz − s̄maxx N2 0.189 0.126 15, 18 < 0.01

N6 0.326 0.252 11, 20 0.82
Cypris -0.276 -0.219 18, 18 < 0.01

τz − τx N2 -0.226 – 18, 18 < 0.01

N6 0.598 – – –
Cypris 0.115 – 5, 18 0.10

λz − λx N2 -0.065 – 17, 18 < 0.01

N6 0.699 – – –
Cypris -0.010 – 14, 18 0.03

NGDRx N2 -0.181 -0.109 5, 18 0.10
N6 -0.233 -0.173 6, 20 0.12

Cypris -0.085 -0.084 9, 18 1

NGDRz N2 -0.098 -0.101 12, 18 0.23
N6 -0.168 -0.135 9, 20 0.82

Cypris -0.533 -0.418 – –
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N6 Cyp N2 

Figure 3.6: Relationships between temperature and the (A) ratio of net displacement
to gross distance travelled in the x dimension, NGDRx; and (B) the same ratio in the z
dimension, NGDRz. The size of each point is proportional to the ratio of the number of
larval swimming paths used to estimate the metric of interest to the maximum number of
paths observed within each stage. Stage 2 nauplius (N2); Stage 6 nauplius (N6); cypris
(Cyp).

3.5 Discussion

3.5.1 Swimming speed in 2D

The range of the mean swimming speeds of nauplii (both N2 and N6) of Semibalanus

balanoides was consistent with that of the second nauplius of Amphibalanus improvisus

(≈ 1 to 2.5 mm s−1) observed in 2D (Lang et al., 1980). The maximum swimming speed

of nauplii that I observed was consistent with the swimming speed of the nauplii of S.

balanoides challenged with flow (≈ 4 mm s−1, Singarajah, 1969). It is well established

that barnacle nauplii are weaker swimmers than cyprids (Walker et al., 1987; Walker, 2004).

The exceptional swimming ability of cyprids is attributed to their six thoracic appendages

and streamlined shape, which generate propulsion and reduce drag, respectively (Walker

et al., 1987). My observations of the mean speeds of cyprids were also consistent with

reports of movement (sinking and swimming) of S. balanoides in still water wherein the

majority of individuals travelled at speeds well below 10 mm s−1 (DiBacco et al., 2011).

Although averaged maximum swimming speeds of cyprids were the highest observed in

my study, they do not represent the true swimming ability, as cyprids of S. balanoides can
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swim at speeds > 70 mm s−1 (DiBacco et al., 2011).

Temperature can affect the swimming speed of zooplankton by its influence on the phys-

iology of organisms and viscosity of seawater, and both the biological and physical effects

of temperature can be substantial (Larsen and Riisgård, 2009). Yule (1984) demonstrated

that the swimming activity (i.e., beat frequency) of the swimming appendages of nauplii

of S. balanoides increased with temperature up to 25°C. Swimming speed has been shown

to increase with temperature for many different zooplankton taxa, including the larvae of

sea urchins (Podolsky and Emlet, 1993), bivalves (Hidu and Haskin, 1978), and decapods

(Sulkin et al., 1980), as well as adult copepods, (Larsen et al., 2008; Moison et al., 2012;

Svetlichny et al., 2017) and amphipods (Lindström and Fortelius, 2001).

Cyprids were able to compensate for temperature effects to maintain a constant mean

swimming speed over the experimental range of temperatures. The absence of an effect

of temperature on mean swimming speed has been observed in other crustaceans with

strong swimming ability, including Daphnia sp. (≈7 mm s−1, Gorski and Dodson, 1996)

and several species of copepods (≈10 mm s−1, Hirche, 1987). I expect that the effect

of temperature on the swimming speed of cyprids will be largest near the upper limit of

swimming ability. This may in part explain the slight increase of the maximum swimming

speed with increasing temperature in my study; however, a true evaluation of swimming

ability would require individuals to be challenged with flow (DiBacco et al., 2011).

3.5.2 Directional persistence in xz plane

The magnitude of persistence lengths of both nauplii and cyprids across all temperatures

in my study (median ± IQR of N2, N6, and cypris larval stages: 3.7 ± 1.4 mm, 2.8 ± 1.2

mm, 1.8 ± 1.0 mm) was similar to that reported for copepods (on the order of 1 to 10 mm;

Kiørboe and Bagøien, 2005, Visser and Kiørboe, 2006, Bianco et al., 2014). In a survey

of plankton, Visser and Kiørboe (2006) found that the persistence length (measured in

2D) is roughly one order of magnitude larger than the corresponding equivalent spherical

diameter (ESD). I do not have estimates of the ESD for larval S. balanoides; however, the

biovolume of nauplii and cyprids from a different species, Balanus crenatus, has been

estimated at ≈ 0.1 mm3 (Matsuno et al., 2012), with an equivalent spherical diameter

(ESD) of ≈ 0.6 mm. Assuming B. crenatus and S. balanoides have similar biovolumes, the

ratio of the median persistence length and ESD is generally consistent with the relationship

described by Visser and Kiørboe (2006).
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The persistence length is the product of the persistence time and swimming speed (i.e.,

λ = τs). Correlations that I observed between persistence length of larval barnacles and

temperature resulted from a different mechanism in each larval stage. With respect to the

second nauplius (N2), the persistence length was not correlated with temperature, due to an

offset between increasing swimming speed and decrease persistence time with increasing

temperature. In contrast, the persistence length of the sixth nauplius (N6) was positively

correlated with temperature due to an increase in swimming speed and no change in

persistence time with temperature. Finally, the persistence length of the cypris stage was

negatively correlated with temperature due to a decrease in persistence time and no change

in swimming speed with temperature.

Ontogenetic variability in swimming behaviour is suspected to contribute to the vari-

ability in the vertical distribution of larval stages of crustaceans observed in the field (e.g.,

Bousfield, 1955; Queiroga and Blanton, 2004). Temperature has been shown to play an

important role in the stage-specific vertical distribution of larvae in laboratory experiments

(Ouellet and Allard, 2006; Daigle and Metaxas, 2011, 2012). I did not evaluate the effect

of temperature on the vertical distribution of individuals; however, my results indicate

that cyprids lower their rate of spreading (i.e., D ∝ s2τ ) with increasing temperature by

decreasing their persistence time and maintaining a constant swimming speed. Decreasing

directional persistence in movement is generally considered to be a response to remain

within a favorable habitat (Buskey and Stoecker, 1988; Menden-Deuer and Grünbaum,

2006; Bianco et al., 2014). This is consistent with the fact that cyprids of S. balanoides

have been observed to be concentrated near the surface, which has been shown to have a

strong influence on the vertical distribution of settlement in the intertidal zone (Grosberg,

1982).

The persistence length influences predation risk, as the ratio of the persistence length

of the prey to radius of prey detection of an ambush feeding predator (e.g., chaetognath)

determines the efficiency of the rate of search of the predator (Visser and Kiørboe, 2006;

Visser, 2007; Sorochan et al., 2017). I found that nauplii were generally characterized

by higher persistence times and lower swimming speeds than cyprids, often resulting in

similar persistence lengths among larval stages. Quantification of persistence length from

trajectories characterized by swimming and sinking (i.e., cyprids in my study) may lead to

an overestimation of predation risk, as this swimming pattern has been shown to be far less
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“risky” to predation (i.e., encounter with predator) than looping patterns (Bianco et al.,

2014). I, therefore, suspect that the actual difference in predation risk between nauplii

and cyprids is larger than that inferred from the persistence lengths measured in this study.

This is consistent with my expectation that nauplii would exhibit a more “risky” behaviour

than cyprids, as nauplii must search for food at the cost of increased exposure to predators.

Larval trajectories were approximately ballistic over a duration of at least 0.25 s as the

minimum value of τ (0.29 s for cyprids at 12°C) was > 0.25 s. The convergence of l/L

to that expected from diffusive movement at small τ/t indicates that the entire transition

from ballistic to diffusive movement occurs over a period of ≤ 6 s. This information can

be used in future studies on the swimming behaviour of S.balanoides when deciding on

the appropriate time interval to use between observations, and minimum duration over

which the transition from ballistic to diffusive movement occurs.

3.5.3 Directional bias in larval motility

The correlated random walk model (Equation 3.2) used to estimate persistence time and

length assumes isotropic movement. I have shown that this is not the case in this study,

as the magnitude of each swimming metric was greater in the vertical (z) dimension

than the horizontal (x) dimension in almost all instances. This finding is not surprising,

given the potential effects of gravity and pressure on larval behaviour. Many planktonic

crustaceans swim upward in response to an increase in hydrostatic pressure, and this

behaviour is important to depth regulation in the water column (Lincoln, 1971; Forward,

1989). Changes in hydrostatic pressure have been shown to influence the phototaxis of

nauplii of S. balanoides (Rice, 1964), and the combined effects of light and pressure are

believed to play an important role in the depth regulation behaviour of larval barnacles

(Walker et al., 1987).

Temperature has been shown to influence the vertical displacement of the blastula stage

of sea urchins (McDonald, 2004) and the vertical distribution of larval marine benthic

invertebrates (Ouellet and Allard, 2006; Daigle and Metaxas, 2011, 2012). Larval crabs

and shrimp actively seek preferred temperatures by swimming downward or upward

(Forward, 1990; Ouellet and Allard, 2006). With respect to N6, the interaction between

directional persistence and temperature indicates that paths became increasingly ballistic

in the vertical dimension as temperature increased. This behaviour is not consistent

with “temperature seeking” because no correlation between NDGRz and temperature
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was observed. In contrast, the negative correlation between NGDRz and temperature

is consistent with cyprids seeking warmer surface waters by net upward swimming at

cool temperatures. However, a true test of the effect of temperature on larval swimming

orientation requires temperature variation in space (Walker et al., 1987), which did not

occur in my study.

3.5.4 Conclusions

Larval swimming behaviour is an important source of variability in larval vertical dis-

tribution, transport, and recruitment dynamics. Data on motility traits are critical to the

parameterization of larval movement in biophysical models that predict larval dispersal or

population connectivity (Fiksen et al., 2007; Metaxas and Saunders, 2009). In addition,

motility data can provide insight into ecological consequences of the evolution of different

life history strategies (e.g., planktotrophy and lecithotrophy).

I have shown that temperature can influence the swimming speed and directional per-

sistence of larval barnacles. I suggest that differences in the swimming behaviour among

feeding and non-feeding larvae are at least in part driven by variability in the selective

pressure to find food; however, in the case of larval barnacles, there are other factors to

consider. For example, cyprids also use their motility to regulate their depth in the water

column, which can influence horizontal transport (Bousfield, 1955; Shanks and Wright,

1987) and the vertical distribution of settled larvae on the shore (Grosberg, 1982).

The correlated random walk (CRW) model that I used assumes isotropic movement.

My results indicated bias in swimming speed and directional persistence in the vertical

dimension. Consequently, the swimming behaviour of larval barnacles in this study caused

anisotropic spreading of individuals. In addition, the ability to apply CRW to actual

swimming trajectories is limited because paths are assumed to be random, and therefore

not organized in repetitive or oscillatory structure, which is clearly an oversimplification

(Bianco et al., 2014). I therefore caution the use of data from this study on directional

persistence in the xz plane in models for the prediction of encounter rates or larval

distributions. Despite the limitations of the CRW framework, I encourage the use of

idealized models for the development of new hypotheses on the biology and ecology of

larval marine benthic invertebrates.
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CHAPTER 4

LOW PREDATION RATES ON THE

LARVAE OF THREE SPECIES OF

BARNACLES BY THE CTENOPHORE

Pleurobrachia pileus

4.1 Abstract

Predation is considered a major source of mortality during the planktonic larval phase of

most species of marine benthic invertebrates; however, direct estimates of predation are

scarce. I estimated predation rates (d−1) on nauplii of 3 species of barnacles (Balanus

balanus, Balanus crenatus, Semibalanus balanoides) by the ctenophore Pleurobrachia

pileus in the Northwest Arm, Halifax, in winter and early spring 2014. Ingestion rates

(prey d−1) were predicted from the number and digestion time of barnacle nauplii in the

pharynx of P. pileus. Predation rates were estimated by multiplying the ingestion rate

by the ratio of the predator to prey concentration. The digestion time (mean ± SE) of

barnacle nauplii was significantly longer at 2°C (7.1 ± 0.4 h, n = 5 to 8.6 ± 0.3 h, n =

9) than at 6°C (4.9 ± 0.4, n = 6 to 6.6 ± 0.3 h, n = 8), in 3 laboratory experiments. The

Sorochan, K. A., and Metaxas, A. 2015. Low predation rates on the larvae of three species of barnacles
by the ctenophore Pleurobrachia pileus. Marine Ecology Progress Series. 541: 105-122.

My coauthor Dr. Anna Metaxas supervised the study design and analysis, and edited the manuscript.
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digestion time of cyprid larvae could not be reliably estimated because they were egested

alive as freely swimming individuals or trapped within a prey bolus. Nauplii of B. crenatus

were positively “selected for” by P. pileus, and estimates of predation rate were generally

highest for this species. The predation rates of each species were frequently < 0.005 d−1,

indicating that predation by P. pileus was negligible. Concentrations of P. pileus were

within the normal range for this area (on the order of 0.1 ind. m−3) and probably would

need to be sustained at anomalously high levels (1 to 10 ind. m−3) to have an ecologically

significant impact on populations of larval barnacles.

4.2 Introduction

Populations of most species of marine benthic invertebrates are seeded by the settlement

of planktonic larvae. The spatial and temporal variability in the abundance of larvae and

recruits is highly sensitive to variation in the magnitude of the mortality rate (Underwood

and Fairweather, 1989; Cowen et al., 2000). Reliable estimates of larval mortality are,

therefore, critical to the accuracy of predictions of larval dispersal and population connec-

tivity from biophysical models (Metaxas and Saunders, 2009). The disparity between the

number of eggs produced and the abundance of adults within benthic populations indicates

that the magnitude of mortality that occurs during early life stages must be enormous

(Thorson, 1950); however, most estimates of larval mortality are uncertain, due to the diffi-

culty of tracking larvae in nature (Rumrill, 1990). Vertical life table methods (Aksnes and

Ohman, 1996) have recently been used to estimate stage-specific mortality rates of larval

crustaceans (Tapia and Pineda, 2007; White et al., 2014). This approach is promising, but

is limited in its applicability because the model is dependent on the availability of data on

durations of discrete larval stages, sensitive to cohort structure among larval stages, and

dependent on several assumptions that require careful consideration (Aksnes and Ohman,

1996; Gentleman et al., 2012).

Larval mortality may be caused by predation, starvation, disease, developmental abnor-

malities, physiological stress, and transport away from suitable habitat (Thorson, 1950;

Rumrill, 1990). Thorson (1950)’s suggestion that predation is a major source of larval mor-

tality has been supported by the high diversity of larval predators, presence of larval traits

that defend against predation, and susceptibility of larvae to ingestion in the laboratory

(see reviews by Young and Chia, 1987, Rumrill, 1990, and Morgan, 1995).
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Few attempts have been made to measure larval predation directly. Olson and McPher-

son (1987) tracked ascidian larvae visually and found extremely high predation rates

(0.41 s−1) from ingestion by fish. Allen and McAlister (2007) tethered crab megalopae to

moorings and also found high predation rates ranging from 0.62 d−1 in the water column

during the day to 25.03 d−1 near the benthos at night. Lastly, Johnson and Shanks (2003)

measured larval predation in mesocosms containing natural plankton assemblages and

found low larval predation rates ranging from 0 to 0.07 d−1. The variability in predation

estimates among these studies highlights the need for further research on larval predation

(Vaughn and Allen, 2010).

The magnitude of predation is a function of the predator community composition and

the functional response of each predator (Bailey and Houde, 1989). Therefore, estimates

of larval ingestion rates by predators that are abundant and readily feed on larvae are

needed to assess the potential effect of predation on larval populations (Vaughn and Allen,

2010). The quantification of predation rates from specific predators requires the use of

an ingestion rate model coupled with estimates of the abundance of the predator and its

prey. This method has been used to study plankton grazing (Båmstedt et al., 2000) and

occasionally predation on larval fish (Purcell, 1981, 1989; Jaspers et al., 2011; Purcell

et al., 2014). Reports of predation rates by specific predators on larvae of marine benthic

invertebrates are rare (Kuipers et al., 1990; Hansson et al., 2005; Hansson and Kiørboe,

2006) and have not been presented in the context of their importance in larval ecology.

I evaluated predation rates of the nauplii of 3 species of barnacles from ingestion by the

ctenophore Pleurobrachia pileus using a model that derives ingestion rate from the pharynx

content of P. pileus and the digestion time of its prey (Bajkov, 1935). This approach is

restricted to predators that consume their prey whole (i.e., gelatinous zooplankton and

fish), but does not require laboratory-derived estimation of ingestion rates, which are

known to vary with turbulence (Saiz and Kiørboe, 1995), temperature (Uye and Kayano,

1994), the presence of other plankton (Johnson and Shanks, 1997), and container size

(Gibbons and Painting, 1992).

In the Northwest Atlantic, the peak abundance of barnacle nauplii occurs in late winter

and early spring (Paranjape and Conover, 1973; Townsend, 1984). Larval barnacles

progress through 6 naupliar stages and a cyprid stage over a larval duration of several

weeks (Walker et al., 1987). P. pileus is commonly encountered in the zooplankton
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communities of the Northwest Atlantic during the spring and summer (Bigelow, 1926). At

this time, P. pileus may reach maximum concentrations on the order of 1 to 10 ind. m−3

off the coast of Nova Scotia (Milne and Corey, 1986).

The magnitude of predation by P. pileus on zooplankton depends on the encounter rate

and susceptibility of prey to ingestion after capture (Greene et al., 1986). Frank (1986)

and Båmstedt (1998) estimated that P. pileus reduced crustacean zooplankton biomass by

8 to 9% d−1 when present at concentrations of ≤ 1 ind. m−3. On the other hand, Kuipers

et al. (1990) found that P. pileus reduced copepod densities at a rate on the order of 0.1 to

1% d−1 when present at concentrations on the order of 1 to 10 ind. m−3. Larval barnacles

are a component of the natural diet of Pleurobrachia spp. (Fraser, 1970; Rowe, 1971;

Hirota, 1974; Anderson, 1974; Frank, 1986; Larson, 1987; Kuipers et al., 1990; Båmstedt,

1998). Kuipers et al. (1990) estimated that the maximum predation rate of larval barnacles

by predation from P. pileus was ≈ 2% d−1. However, these estimates may not be reliable

as Kuipers et al. (1990) used copepod digestion times to estimate the ingestion rate, and

did not identify larval barnacles to species.

In this study, I improved on previous estimates of predation rates on larval barnacles

by P. pileus (i.e., Kuipers et al., 1990) by quantifying species-specific predation rates of

barnacle nauplii, evaluating the digestion time of larval barnacles in the pharynx of P.

pileus, assessing the validity of the assumptions associated with the estimation of predation

rates, and quantifying the temporal variation in abundance of other potential pelagic

predators over the duration of the study.

4.3 Methods

4.3.1 Sample collection

I obtained zooplankton samples in the Northwest Arm, Nova Scotia, Canada (Figure 4.1).

The Northwest Arm is a small inlet (5 km long, 0.5 km wide) in Halifax, on the eastern

coast of Nova Scotia, with a maximum depth of 18 m and flushing time of 2.7 d (Gregory

et al., 1993). At each of 2 sites, approximately 1.5 km apart (Site 1: 44°37’44” N, 63°35’

31”W, Site 2: 44°37’16” N, 63°34’ 31”W, Figure 4.1), I conducted 2 successive oblique

plankton tows (15 m to surface, 0.5 to 1 m s−1 tow speed) using a 0.75-m diameter plankton

net (125-μm mesh size) with a General Oceanics flowmeter. On deck, I measured the polar

diameter (length along oral-aboral axis) of individuals of Pleurobrachia pileus prior to
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preserving the plankton sample in 95% ethanol.

Site 1 

Site 2 
Docks 

Figure 4.1: Halifax Harbour (inset) and Northwest Arm. Plankton tows were done at
Sites 1 (44°37’44” N, 63°35’ 31”W) and 2 (44°37’16” N, 63°34’ 31”W). Individuals of
Pleurobrachia pileus were collected for gut content analysis at docks. The Basemap was
obtained from Esri ArcMap v. 10.3 software.

I did not use individuals of P. pileus obtained from plankton tows for pharynx content

analysis because collection with plankton nets may cause unnatural feeding and egestion

(Båmstedt et al., 2000). Instead, on each sampling date, I collected 29 to 49 individuals of

P. pileus from 1 m depth to the sea surface from an array of floating docks near the 2 sites

where I conducted plankton tows (Figure 4.1). I collected P. pileus with a 10-cm diameter

plastic container attached to a 1.5-m long stick. I measured the polar diameter of P. pileus

before gently transferring each individual into a centrifuge tube containing 10% buffered

formalin.

I collected samples in winter and spring 2014 and spring 2015. In all cases, I conducted

plankton tows immediately before or after dipping. In 2014, I obtained samples weekly

from 21 February to 30 April to determine the abundance of larval barnacles and P. pileus

and the number of larval barnacles in the pharynx of P. pileus over most of the larval

duration of the barnacles. On any one date, I collected plankton samples between 10:00

and 16:00 h and dipped ctenophores from docks near maximum ebb or flood tide between
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11:30 and 15:30 h.

In 2015, I collected samples twice over a ≈ 24 h period, on 6 to 7 April and 15 to 16

April to quantify short-term variability in the abundance of P. pileus and larval barnacles

and the pharynx content of P. pileus. On each pair of dates, I dipped ctenophores in the late

afternoon or evening of Day 1 and in the early morning of Day 2 (Table C.1). I collected

consecutive samples only twice because of poor weather in winter and apparent senescence

of ctenophores in spring. I observed several individuals of P. pileus that were irregularly

shaped and apparently in a state of disintegration during dipping on 15 to 16 April 2015.

Collection of these individuals was avoided, and those that were collected were excluded

from analysis.

In the laboratory, I split the plankton samples obtained from plankton tows with a

Folsom splitter and enumerated larval barnacles and their potential predators. For n = 7,

I counted all subsamples and determined that enumerating a minimum of 80 individuals

of each species resulted in < 10% error. I identified larval barnacles to species and stage

following Crisp (1962), Lang (1980), and Branscomb and Vedder (1982). Four species of

balanid barnacles release larvae in the winter and spring months in the Northwest Atlantic

including Amphibalanus improvisus (formerly Balanus improvisus), Balanus balanus,

Balanus crenatus, and Semibalanus balanoides (Bousfield, 1954). Nauplii of B. crenatus

and A. improvisus are morphologically similar (Lang, 1980), and no attempt was made

to distinguish these species, which are collectively referred to hereafter as B. crenatus. I

did not enumerate the first larval barnacle stage because this stage was not abundant in

my samples and is difficult to identify to species. I identified barnacle cyprids as either

S. balanoides or Balanus sp. I identified potential predators of larval barnacles following

Fahay (1983) and Johnson and Allen (2012).

I excised the pharynx of each ctenophore collected from floating docks and enumerated

the number of larval barnacles of each species. I grouped consecutive naupliar stages

(Stages 2-3 and 4-5) because larvae partially digested or wrapped in mucus were difficult

to identify to stage. All other prey items were identified as copepods, which I enumerated

but did not identify further taxonomically. I only enumerated larval barnacles and cope-

pods if they were intact and their exoskeleton had not been completely cleared of tissue

(Figure 4.2A,B).
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A 

C 

B 

Figure 4.2: (A) Undigested nauplius of Semibalanus balanoides, (B) digested barnacle
nauplius, and (C) bolus of several Stage 6 nauplii of S. balanoides. Scale bars = 200 μm.
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4.3.2 Digestion experiments

I measured digestion time of barnacle nauplii in the pharynx of P. pileus at 2°C and 6°C in

3 experiments (Table 4.1). The temperature treatments reflected the range of temperatures

measured from HOBO R© pendant data loggers (accuracy ± 0.47°C; Onset Computer),

deployed at depths of 1 and 10 m in the Northwest Arm over the field sampling period in

2014 (Figure C.1).

For each experiment, I collected ≈ 50 individuals of P. pileus from floating docks in the

Northwest Arm, immediately transported them to the Dalhousie University Aquatron facil-

ity, and evenly allocated them in 2 cylindrical tanks (0.65 m diameter, 0.41 m height) filled

with ≈ 100 l of continuously flowing sand filtered seawater. I then held the ctenophores

for 24 to 72 h without food prior to feeding them larval barnacles (Table 4.1). In all cases,

I acclimated the ctenophores at 2 or 6°C (± 0.5°C) for 24 h before feeding. In Expt 1,

I acclimated the ctenophores immediately after collection, whereas in Expts 2 and 3, I

acclimated the ctenophores after holding them at ambient temperature for 24 h or 48 h,

respectively (Table 4.1).

After the acclimation period, I offered larval barnacles to P. pileus for 15 to 30 min. I

transferred each ctenophore that had consumed at least 1 barnacle nauplius into a 200 ml

beaker filled with 1-μm filtered seawater at 2 or 6°C (± 0.5°C). I placed the beaker in a

temperature-controlled room maintained at the experimental temperatures. I monitored

the temperature in each room throughout each experiment using a HOBO R© pendant data

logger (Table 4.1). I visually monitored larvae in the pharynx of each ctenophore at 30 min

intervals, and recorded the time when each nauplius was completely cleared of tissue (i.e.,

digested; Figure 4.2A,B). I defined the digestion time of each nauplius as the time elapsed

between the time that P. pileus was transferred to the 200 ml beaker and the midpoint of

the last 2 times the nauplius was checked. At the end of the experiment, I measured the

polar diameter of each ctenophore.
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Table 4.1: Details of methods used in digestion experiments. Temp: mean temperature measured during the experiment ± range of
0.2°C; N: number of ctenophores; Starvation period: sum of holding and acclimation periods; Meal size: number of larval barnacles fed
to each ctenophore; Bb: Balanus balanus; Bc: Balanus crenatus; Sb: Semibalanus balanoides; lab: laboratory-reared.

Experiment,

Treatment(°C)

Date Temp

(°C)

N Starvation

period (h)

Mean ctenophore

diameter ± SD (cm)

Prey type

(species; stage)

Meal size

(min, max)

1, 2 30 Mar 2014 2.52 9 24 1.79 ± 0.37 Sb (lab); 3-4 1, 1
1, 6 30 Mar 2014 5.55 8 24 1.85 ± 0.20 Sb (lab); 34 1, 1
2, 2 12 Apr 2014 1.76 8 48 2.08 ± 0.22 Bb, Bc, Sb; 4-6 1, 9
2, 6 12 Apr 2014 6.17 8 48 1.99 ± 0.12 Bb, Bc, Sb; 4-6 1, 10
3, 2 13 Apr 2014 2.52 5 72 1.58 ± 0.31 Bb, Bc, Sb; 4-6 1, 2
3, 6 13 Apr 2014 5.76 6 72 1.86 ± 0.46 Bb, Bc, Sb; 4-6 2, 12
4, 6 12 Mar 2015 6 13 72 – Sb (lab); 6 2, 29
5, 6 4 Apr 2015 6 34 36 – Sb (lab); cyprid 1, 22
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In Expt 1, I offered the ctenophores Stage 3-4 nauplii of S. balanoides reared in the

laboratory. I induced larval release by feeding adults high concentrations of diatoms

(Thalassiosira weissflogii), and cultured the larvae at a concentration of 1 larva ml−1

in 4 l glass jars containing 1-μm filtered seawater at 6°C, and 105 phytoplankton cells

ml−1 (3 to 1 mixture of T. weissflogii to Isochrysis sp.). In Expts 2 and 3, I offered

the ctenophores a mixture of 3 species of Stage 4-6 nauplii (Table 4.1) collected from

horizontal plankton tows (0.75 m diameter plankton net with closed cod end) near the

sea-surface in the Northwest Arm. Prior to the experiment, I kept these larvae under the

same culture conditions as S. balanoides in Expt 1.

I attempted to conduct similar experiments with field-collected barnacle cyprids as prey,

but the majority of ctenophores egested all cyprids prey within hours of feeding. This

was unexpected, as only a single barnacle nauplius was egested in the nauplii digestion

experiments described above. To further investigate larval digestion and egestion, I

conducted 2 additional experiments using laboratory-reared sixth stage nauplii and cyprids

of S. balanoides as prey (Expts 4 and 5, Table 4.1). For these experiments, I held each

ctenophore in a 5.7 l PVC cylinder (radius = 10 cm, height = 18 cm) with a 120-μm

Nitex mesh bottom immersed in continuously flowing sand-filtered sea water at 6°C while

digesting their prey. I used this holding container to prevent stress-induced larval egestion

that may have occurred in previous experiments, when the ctenophores were held in much

smaller (200 ml) containers, and accommodate ctenophores digesting larvae over long

time periods. I monitored temperatures throughout these experiments using a hand-held

thermometer. I checked the pharynx content of the ctenophores, and removed egested prey

from the holding containers at ≈ 15 min intervals to prevent re-ingestion of egested prey. I

removed ctenophores that had egested all of their prey from their container and replaced

them with newly fed ctenophores. Egested prey were either expelled alive individually or

as part of a bolus composed of many prey items held together by mucus (Figure 4.2C).

4.3.3 Data analysis

4.3.3.1 Prey composition

For each sampling date, I compared the observed frequency of each species of barnacle

nauplii in the pharynx of P. pileus (larvae pooled across ctenophores) with the expected

frequency calculated from the proportion in the plankton (larvae pooled across sites) using

χ2 -tests. To determine whether each species was over- or under-represented in the pharynx,
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I calculated a selectivity index, β, following Chesson (1978):

βa =
pguta/penva∑n
i=1 pguti/penvi

(4.1)

where pgut is the proportion of larvae in the pharynx and penv is the proportion of larvae in

the plankton. The subscript a represents the species of interest, in n species of prey. For βa

< 0.5, a lower proportion of prey type a was found in the pharynx than the plankton. For

βa > 0.5, a higher proportion of prey type a was found in the pharynx than the plankton.

Lastly, for βa = 0.5, prey type a was found in equal proportions in the pharynx and plankton.

I did not include cyprid larvae in this analysis, as they were not identified to species.

4.3.3.2 Size and pharynx contents of P. pileus

A mismatch between the polar diameters of individuals collected from plankton tows

and those dipped from floating docks could bias projected feeding rates (see following

subsection) if there is a relationship between ctenophore size and the number of larval

barnacles in the pharynx. I explored the relationship between polar diameter and the total

number of barnacle nauplii consumed for each survey using a generalized linear model

with a negative binomial error structure and log-link function. I used a negative binomial

error structure (rather than Poisson) because the ratio of variance to mean indicated the

data were aggregated (variance to mean ratio > 1, in all cases). I tested the hypothesis that

the mean polar diameter of individuals of P. pileus collected by dipping was greater than

that collected by plankton tow using a 1-tailed Student’s t-test. I did not include individuals

of P. pileus with a polar diameter < 0.3 cm in the estimates of ctenophore abundance from

the plankton samples because the polar diameter of ctenophores collected for pharynx

content analysis was always > 0.5 cm.

4.3.3.3 Prey digestion time and barnacle predation rate

For Expts 1 to 3, I examined the effects of temperature (fixed factor, 2 levels) and exper-

iment (random factor, 3 levels) on digestion time with a 2-way ANOVA using Type III

SS due to unbalanced sample size (Table 4.1). I did not test for normality because the

sample sizes were low (5 ≤ n ≤ 9); this was not a concern because ANOVA is robust to

deviation in normality (Underwood, 1997). The Levenes test indicated that variances were

not significantly heterogeneous (P = 0.97). I used the mean digestion time from Expts 1, 2,

and 3 at 2°C (8.1 h) to estimate the average ingestion rate I (prey d−1) of P. pileus on each
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species of larval barnacle on each sampling date. This digestion time represents an over all

average value from experiments that used different prey types, meal sizes (number of prey

ingested), and acclimation/starvation periods (Table 4.1). I estimated the mean ingestion

rate on each sampling date following Bajkov (1935):

I =
n∑

i=1

Gi

Q
/n (4.2)

where Gi is number of prey in the pharynx in the ith ctenophore, Q is the digestion time

(d), and n is the number of ctenophores examined for gut contents.

Bajkov (1935)’s model requires that the following assumptions are met: (1) the rate

of change of Gi is in steady state (i.e., ingestion rate equals digestion rate; Bromley,

1994) and (2) prey are digested linearly over the time after the first prey item is digested

(Bochdansky and Deibel, 2001). I investigated the validity of these assumptions using data

from digestion experiments. Assumption 1 is supported if there is no relationship between

digestion time and meal size, in which case the digestion rate increases with meal size, and

therefore with ingestion rate. I evaluated the relationship between the average digestion

time and initial meal size for each ctenophore using simple linear regression. Assumption

2 is supported if there is a negative linear relationship between the number of undigested

prey in the pharynx of P. pileus and the time after the first prey item is digested. I fitted

a power model (y = axc) to this relationship and tested for non-linearity by examining

the confidence interval of the exponent, c. Only relationships between undigested pharynx

content and time with a minimum of 5 data points were evaluated (n = 8 ctenophores).

Ingestion rates can be potentially affected by prey egestion. Egestion of individual live

prey will result in an overestimate of ingestion rates because it is assumed that all prey in

the pharynx are killed and digested. Undigested prey were frequently egested as a bolus,

and probably would die if unable to detach from one another. This would result in an

underestimate of effective ingestion rates (ingestion that results in prey mortality) because

the egestion time is inherently shorter than the digestion time. To explore the extent to

which ctenophore egestion may affect estimates of ingestion rate, I computed the median

egestion time (pooled among ctenophores) from Expts 4 and 5 (Table 4.1), as well as the

frequency of ctenophores that egested prey as a bolus.

For each sampling date, I estimated the mean predation rate, M (d−1), for nauplii of

each barnacle species from predation by P. pileus as:
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M =
ICpred

Cprey

(4.3)

where Cpred and Cprey are the mean concentrations of P. pileus and barnacle nauplii

(no. m−3), respectively, averaged across the 2 sampling sites (Figure 4.1). The standard

deviation of M was calculated by propagating the error of I (from Q), Cpred, and Cprey

Hughes and Hase (2010). The standard deviation associated with Q was calculated from

the pooled variance among experiments (Zar, 1984). By not propagating error in G, I

assume that the mean number of barnacle nauplii eaten per ctenophore is an accurate

representation of predation within the ctenophore population. Cyprid larvae were not

included in this analysis because their digestion time is unclear. All analyses were carried

out using R v.3.1.1.

4.4 Results

4.4.1 Zooplankton concentrations and pharynx contents of Pleuro-
brachia pileus

Balanus balanus was the most abundant species of larval barnacle throughout the sampling

period in 2014, peaking in concentration on 7 March (Figure 4.3A). Concentrations of

larval Semibalanus balanoides and B. crenatus peaked on 17 March and 2 April 2014,

respectively (Figure 4.3A). Progression through the developmental stages was exhibited

by larvae of all barnacle species from 21 February to 2 April 2014, and was characterized

by a decline in abundance of the second naupliar stage and an increase in abundance

of successive stages (Figure 4.3). The proportion of Stage 6 nauplii of S. balanoides

decreased and earlier naupliar stages of this species became relatively more abundant over

the last 4 sampling dates (Figure 4.3B). Cyprid larvae first appeared on 2 April 2014;

cyprids of S. balanoides and Balanus sp. peaked in abundance on 9 and 17 April 2014,

respectively (Figure C.2).

The abundance of P. pileus fluctuated over the sampling period in 2014, but gradu-

ally decreased between 21 February and 30 April (Figure 4.4A); the polar diameter of

ctenophores gradually increased over the same period (Figure 4.4B,C). A wide range of

other (potential) predators were collected from the plankton tows (Table C.2), but only a

few were consistently abundant throughout the sampling period (Figure 4.5).
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In 2014, the number of prey items in the pharynx of P. pileus was composed of at least

70% larval barnacles, except on 21 February and 23 April (Figure 4.6). Barnacle cyprids

appeared in the diet of ctenophores from 2 to 30 April 2014, but were not as abundant in

the diet as were nauplii (except on 23 April 2014). The pharynx of any ctenophore was

never completely full in this study. The mean and maximum number of nauplii retrieved

from the pharynx of P. pileus varied from 0.66 to 10.0 nauplii ctenophore−1 and 3 to 70

nauplii ctenophore−1, respectively (Figure 4.7A). The mean and maximum number of

cyprids retrieved from the pharynx of P. pileus varied from 0.1 to 2 cyprids ctenophore−1

and 2 to 14 cyprids ctenophore−1, respectively, from 2 to 30 April 2014 (Figure C.2B).

Nauplii of B. balanus dominated the pharynx contents from 2 to 25 March 2014, but their

frequency slowly declined thereafter (Figure 4.7B). In contrast, nauplii of B. crenatus were

rarely found in the pharynx from 2 to 25 March 2014, but became the dominant prey item

by 30 April 2014 (Figure 4.7B). The majority of cyprid larvae in the diet of P. pileus were

Balanus sp. from 17 to 30 April (Figure C.2C).

Prey selectivity (β index; Chesson, 1978) was consistent across sampling dates, and

χ2-tests indicated that the null hypothesis of no preference was rejected (P < 0.05) in all

cases except for B. balanus on 2 April (Table C.3). I therefore calculated these statistics

for data pooled across sampling dates. P. pileus selected against B. balanus (βpooled = 0.11;

χ2
pooled = 179) and S. balanoides (βpooled = 0.06; χ2

pooled = 150), but selected for B. crenatus

(βpooled = 0.83; χ2
pooled = 2260). On 4 of the 10 sampling dates in 2014, the number of

prey in the pharynx was significantly positively related to the polar diameter of P. pileus

(Figure C.3). On 6 of the 10 sampling dates, the polar diameter of P. pileus, collected

by dipping from floating docks, was significantly greater than individuals collected from

plankton tows (Table 4.2).

In 2015, S. balanoides was the most abundant species of larval barnacle in April

(Figure C.4A). The variability between samples collected on consecutive sampling dates

was low for each species, except for S. balanoides on 6 to 7 April (Figure C.4A). The

mean abundance of P. pileus was < 0.1 ind. m−3 and was consistent between sampling

dates (Figure C.4B). The mean number of nauplii per ctenophore ranged from 0.05 nauplii

on 16 April to 0.7 nauplii on 7 April (Table C.1).
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Figure 4.3: Time series of (A) mean (±1 SE; n = 2 sites) concentrations of nauplii of
Balanus balanus (Bb), Balanus crenatus (Bc), and Semibalanoides balanoides (Sb) and
(B) proportions of each naupliar stage pooled across sites.
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Figure 4.4: (A) Time series of mean (± 1 SE; n = 2 sites) concentrations of ctenophores.
(B,C) Box plots (median ± interquartile range [IQR]; whiskers 1.5 IQR) of polar diameters
of Pleurobrachia pileus collected by (B) plankton tow and (C) dip net.

76



Figure 4.5: Time series of mean (± 1 SE; n = 2 sites) concentrations of some potential
predators of barnacle nauplii. Note the different scales on y-axes. f: female; m: male.

Figure 4.6: The proportion of larval barnacles in the pharynx of Pleurobrachia pileus
(pooled across ctenophores). Prey items other than larval barnacles consisted of unidenti-
fied copepods.
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Figure 4.7: Description of barnacle nauplii recovered from the pharynx of Pleurobrachia
pileus. (A) Box plots (median ± interquartile range [IQR]; whiskers 1.5 IQR; X denotes
mean) of the number of barnacle nauplii (species combined) per ctenophore. (B) The
proportion of barnacle nauplii (pooled across ctenophores) catagorized as Balanus balanus,
Balanus crenatus, Semibalanoides balanoides, and unidentified. Stacked bars represent
naupliar stages. Stages not specified for “unidentified” category.
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Table 4.2: Results from analyses used to determine if a bias in ctenophore size affected
the calculation of predation rates; t-tests were used to compare the polar diameter among
ctenophores collected by dip and plankton tow methods. Generalized linear models (GLM;
negative binomial error structure, log link) were used to determine the relationship between
ctenophore size and the number of barnacle nauplii recovered from the pharynx. Significant
differences (α = 0.05) are in bold.

Date ———– t-test ———– ——————– GLM ——————-

t-

statistic

df P z-

statistic

Residual

df

Residual

deviance

P

21 Feb 2014 3.57 60 <
0.001

-2.55 26 27.36 0.017

2 Mar 2014 5.10 68 <
0.001

1.03 48 49.68 0.304

7 Mar 2014 1.45 59 0.077 -0.42 28 33.95 0.677
17 Mar 2014 1.33 70 0.093 2.93 31 37.01 0.003

25 Mar 2014 1.07 59 0.145 2.42 35 40.90 0.015

2 Apr 2014 0.39 34 0.351 2.57 28 33.33 0.010

9 Apr 2014 3.83 47 <
0.001

-0.26 30 34.77 0.799

17 Apr 2014 2.54 47 0.007 -0.01 32 38.55 0.989
23 Apr 2014 2.98 38 0.002 -1.46 32 34.16 0.144
30 Apr 2014 1.81 41 0.040 -0.61 31 35.79 0.545

4.4.2 Digestion time and predation rate of larval barnacles

Mean digestion times from Expts 1 to 3 were significantly longer at 2°C than at 6°C and

varied significantly among experiments (Figure 4.8, Table 4.3). At 2°C, mean digestion

times (±SE) ranged between 7.1 ± 0.4 h (n = 5) and 8.6 ± 0.3 h (n = 9). At 6°C, mean

digestion times ranged between 4.9 ± 0.4 h (n = 6) and 6.6 ± 0.3 h (n = 8). The mean

digestion time (±SE) from Expt 4 (at 6°C) was 4.0 ± 0.2 h.

Table 4.3: Results of 2-way ANOVA (Type III SS) examining the effects of experiment
(random factor) and temperature (fixed factor, 2 levels: 2°C, 6°C) on digestion time of
barnacle nauplii in the pharynx of Pleurobrachia pileus. Significant differences (α = 0.05)
are indicated in bold.

Source SS df F-

statistic

P

Experiment 24.3 2 14.3 < 0.001

Temperature 57.9 1 48.8 0.020

Experiment x Temperature 2.37 2 1.40 0.244
Residual 32.1 40 – –
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Figure 4.8: Mean (± 1 SE) digestion time of barnacle nauplii in the pharynx of Pleuro-
brachia pileus from Expts 1 to 3. See Table 4.1 for sample size and other methodological
details on each experiment.

No significant relationship was detected between meal size and the average digestion

time of P. pileus (Table C.4). Also, 5 of the 8 relationships between the number of

undigested nauplii in the phanyx of P. pileus and time were determined to be non-linear

(Figure 4.9).

Based on 4 observations in experiments carried out in 2014, the observed minimum

cyprid digestion times were 23 and 17 h at 3 and 7°C, respectively. In Expts 4 and 5, 77%

of ctenophores egested at least 1 nauplius and all ctenophores egested cyprids. Also, a

prey bolus of at least 2 larvae was formed by 60% of ctenophores that egested nauplii, and

42% of ctenophores that egested cyprids. Median times to egestion of nauplii and cyprids

were 0.5 and 0.3 h, respectively (Figure 4.10).

The predation rates that I estimated were generally greater for B. crenatus than for

B. balanus and S. balanoides throughout the sampling period (Figure 4.11). In general,

predation rates of B. balanus and B. crenatus declined from 21 February to 25 March 2014,

then increased from 2 to 30 April 2014.
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Figure 4.9: Relationships between the number of undigested nauplii in the pharynx
of a ctenophore and time, fitted with linear or power (y = axc) models. Non-linear
relationships indicate a lower confidence limit of parameter c < 1. The experiment number
(in parentheses) and temperature treatment (see Table 4.1) are presented in each panel.

Figure 4.10: Box plots (median ± interquartile range [IQR]; whiskers 1.5 IQR) of average
egestion times for each ctenophore.
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Figure 4.11: Mean instantaneous mortality rate (± 1 SD) of larval Balanus balanus,
Balanus crenatus, and Semibalanoides balanoides from ingestion by Pleurobrachia pileus
over the sampling duration. SD propagated from prey concentration (n = 2) and the pooled
SD among digestion time experiments (each with different n, see Table 4.1)

4.5 Discussion

4.5.1 Phenology of prey and predators

The abundance and stage progression of Balanus balanus and Semibalanus balanoides

indicated that hatching occurred primarily in early and mid-March, respectively. This

is consistent with previous observations of hatching of B. balanus and S. balanoides

occurring primarily in late winter or spring in the Northwest Atlantic (Bousfield, 1954;

Lang and Ackenhusen-Johns, 1981). In this study, larval Balanus crenatus were present

in winter and early spring, as previously reported by Lang and Ackenhusen-Johns (1981),

although the primary hatching period of this species was reported to occur later in the

spring and summer by Bousfield (1954, 1955). Variability in the abundance and size of

Pleurobrachia pileus over the study period is consistent with the dynamics of this species

in the region (Milne and Corey, 1986; Matsakis and Conover, 1991).

Other carnivorous zooplankton that were present and are known to feed on larval bar-

nacles in situ include larval pandalid shrimp (Stickney and Perkins, 1981), larval gadid

and clupeid fish (Marshall et al., 1937; Bainbridge and McKay, 1968), chaetognaths
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(Alvarez-Cadena, 1993), and hydrozoan jellyfish (e.g., Aglantha digitale, Clytia sp., Rak-

thea octopunktata, Sarsia sp.; Purcell and Mills, 1988). The copepod Tortanus discaudatus

likely feeds on barnacle nauplii as this species ingests large copepods (Ambler and Frost,

1974; Mullin, 1979). A different species of Tortanus has been observed feeding on barnacle

nauplii in the laboratory (Uye and Kayano, 1994).

Because the majority of larvae were released in early March, the temporal overlap of

larval barnacles with cnidarian predators was minimal, as several hydrozoan medusae

(Clytia sp., R. octopunktata, and Sarsia sp.) only co-occurred with late larval stages.

Cnidarian medusae typically become abundant in late spring and summer in the study

region (Bigelow, 1926; Matsakis and Conover, 1991). However, multiple predators were

present during most of the larval duration of each barnacle species, including P. pileus,

T. discaudatus, chaetognaths, larval fish, and larval shrimp. Future studies on the impact

of these predators on larval barnacle populations would be useful in assessing the overall

importance of carnivorous zooplankton on larval barnacle mortality in the region.

4.5.2 Magnitude of predation

I estimated low predation rates on larvae of each species of barnacle from predation by

P. pileus over the sampling period, frequently on the order of 0.001 d−1. Over a 6 wk

naupliar duration (Bousfield, 1954), this predation rate would reduce the larval population

by only ≈ 5%. My estimates of the predation rate were low mainly because the abundance

of larvae of each barnacle species was frequently at least 3 orders of magnitude more

abundant than that of P. pileus. The total concentration of early stage barnacle nauplii was

frequently on the order of 1 to 10 larvae l−1, which is within the range of concentrations

reported in the Northwest Atlantic (Bousfield, 1955; Townsend, 1984). The concentration

of P. pileus in this study was also similar to those observed in previous studies in this

region (Frank, 1986; Milne and Corey, 1986; Matsakis and Conover, 1991). Therefore,

my results appear to be representative of normal conditions, and I conclude that it would

require an anomalously high abundance of P. pileus (1 to 10 ind. m−3) sustained over long

periods to substantially reduce populations of barnacle nauplii in the Northwest Arm.

Predation rates on B. crenatus were generally the highest among barnacle species. This is

consistent with B. crenatus being positively “selected” over the other barnacle species. This

may have occurred because larval B. crenatus exhibited a higher degree of spatial overlap

with P. pileus, were easier to capture and ingest, and were digested at a slower rate. Each
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species of barnacle was consistently selected either for or against over the study duration,

suggesting that changes in the abundance or stage composition of barnacle nauplii did not

substantially change their selectivity to P. pileus relative to the other barnacle species on

any one sampling date.

Although larval barnacles are frequently reported in the digestive tract of predators

(Marshall et al., 1937; Bainbridge and McKay, 1968; Fraser, 1970; Stickney and Perkins,

1981; Purcell and Mills, 1988; Alvarez-Cadena, 1993), estimates of predation rates are

scarce. Available estimates are based on concentrations of larval barnacles not identified

to species and on ingestion rates that were either extrapolated from laboratory incubations

(Hansson and Kiørboe, 2006) or from digestion times estimated indirectly (Kuipers et al.,

1990; Hansson et al., 2005). Kuipers et al. (1990) reported predation rates of larval

barnacles (nauplii and cyprids) by P. pileus, but used the digestion time of copepods to

evaluate predation rates. Using data provided in Kuipers et al. (1990) (their Table 1 and

Fig. 9) and the barnacle nauplii digestion time provided by Larson (1987) (his Table

4) for Pleurobrachia bachei at 12 to 14°C, I estimated that predation rates of barnacle

nauplii from Kuipers et al. (1990) were similar to those in this study, on the order 0.0001

to 0.001 d−1 and reached ≈ 0.01 d−1 on only one occasion. In contrast to this study,

Kuipers et al. (1990) reported lower average numbers of larval barnacles in the pharynx

(≈ 0.01 to 1 larva ctenophore−1) and higher concentrations of ctenophores (1 to 10

ctenophores m−3). Hansson and Kiørboe (2006) also estimated low predation rates of

barnacle nauplii from ingestion by Sarsia sp. (often < 0.001 d−1). Hansson et al. (2005)

reported average predation rates of larval barnacles from ingestion by Aurelia aurita in

Limfjorden, Denmark, ranging from 0.01 d−1 in May to 0.10 d−1 in July. The authors

suggested that A. aurita was capable of controlling larval barnacle populations.

The high level of temporal variability in predation rates of B. crenatus in this study

and of barnacle nauplii in Hansson et al. (2005) underscores the importance of sampling

at different times during the larval period. Variability in predation rate is caused by

factors that influence (1) the ingestion rate and (2) the abundance of predator and prey

populations. As larvae develop, their morphology, behaviour, and swimming and sensory

abilities change (Chia et al., 1984; Kingsford et al., 2002). These factors likely influence

their vulnerability to ingestion (Pennington et al., 1986). For example, Greene et al.

(1986) attributed stage-specific variation in the clearance rate of copepods by P. bachei to
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differences in swimming speed and post-encounter escape abilities of the prey. Ontogenetic

variation in vertical distribution, which has been reported for larval barnacles (Tapia et al.,

2010), can also influence stage-specific vulnerability of larvae by affecting the realized

concentration of larval prey to predators. Temporal variability in the depth integrated

abundance of predators and prey is influenced by phenology on large time scales and

patchiness on short time scales. The low daily variability of the abundance of barnacle

nauplii and P. pileus and the number of barnacle nauplii in the pharynx that I observed in

2015 suggest that weekly sampling in 2014 was adequate for resolving temporal variability

in predation rates.

A limitation to this study was that predation by only a single predator was evaluated. I

therefore obtained rough approximations of the predation rate of 2 other predators (Sarsia

sp. and T. discuadatus) by multiplying predictions of the ingestion rate of barnacle nauplii

from published laboratory-derived functional response models (Uye and Kayano, 1994;

Hansson and Kiørboe, 2006) by the ratio of the concentrations of each predator and

barnacle nauplii from this study. Using this method I estimate that predation rates of

barnacle nauplii from Sarsia sp. were on the order of 0 to 0.001 d−1 and those from

T. discaudatus were on the order of 0.001 d−1. The ingestion rate models reported by

Hansson and Kiørboe (2006) and Uye and Kayano (1994) are based on different species of

predator and prey and higher prey concentrations and temperature ranges compared to this

study. They can therefore only be used as first-order approximations at best, but suggest

the impact of predation by these species is also low.

The low predation rates that I estimated in this study are consistent with the previous

suggestion that predation may not be a major source of larval mortality (Johnson and

Shanks, 2003). However, it is not possible to determine the importance of predation to

mortality in this study because the overall mortality rate and the predation rate integrated

over the entire predator community were not measured. For example, ingestion from adult

planktivorous fish and benthic predators, which were not enumerated, may be important

sources of predation (Gaines and Roughgarden, 1987; Navarrete and Wieters, 2000).

The few measurements of predation rates of planktonic larvae integrated over predator

communities are highly variable, ranging from ≤ 0.07 d−1 (Johnson and Shanks, 2003)

to well over 1 d−1 (Olson and McPherson, 1987; Allen and McAlister, 2007). Vaughn

and Allen (2010) point out that it is difficult to determine whether this variability is due to
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methodological differences between studies or spatial and temporal variation in predation.

My results are limited to the Northwest Arm. Spatial variation in the abundance of prey

and composition of predator species can lead to large variability in estimates of predation

rate. For example, Hansson et al. (2005) found that estimates of predation rates of barnacle

nauplii by A. aurita ranged from 0.006 to 0.99 d−1 and 0.02 to 2.31 d−1 from 2 separate

surveys (n = 12 sites survey−1) in Limfjorden, Denmark. Pepin et al. (2002) found that

variation in larval fish mortality among sites was positively related to differences in the

abundance of pelagic fish predators. Also, Acosta and Butler (1999) demonstrated that

predation on lobster larvae was significantly higher in reef habitats rather than in lagoon

or bay habitats. In the region, the highest biomass of chaetognaths is restricted to waters

overlying deep basins (Sameoto, 1973). Therefore, the potential effect of chaetognath

predation on larval barnacle populations is probably stronger in Bedford Basin and St.

Margarets Bay, which are adjacent to and much deeper than the Northwest Arm.

4.5.3 Sources of variation in ingestion rates

On each sampling date, the distribution of the number of larval barnacles retrieved from the

pharynx of individuals of P. pileus was highly skewed. I expected that the size distribution

of P. pileus would be a potential source of this variation as a positive relationship between

ctenophore size and clearance rate has been demonstrated in the laboratory (Gibbons

and Painting, 1992). However, in this study a significant positive relationship between

ctenophore size and pharynx content was only detected on 4 of the 10 sampling dates.

On only one of these sampling dates, the size of ctenophores collected by dipping from

floating docks was significantly higher than plankton tows. Therefore, the size bias that

occasionally occurred in ctenophore collections probably had little influence on estimates

of ingestion rates.

Other potential sources of variability in the pharynx content of P. pileus include feeding

activity, prey concentration, and digestion time. When actively feeding, I expect that

ctenophores exposed to higher prey concentrations over their digestion time (≈ 8 h) should

have more prey in their pharynx. Individual ctenophores collected on the same date may

experience different prey densities over the time scale of the digestion time due to the

combined effect of vertical migration and small-scale patchiness of prey. The digestion

time of P. pileus may be influenced by ctenophore size, prey composition, and starvation.

Harris et al. (1982) reported no relationship between digestion time of copepods and
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size of P. pileus, but did not provide the size range tested. The presence of copepods

and cyprids in the pharynx of P. pileus may have affected the digestion time of barnacle

nauplii. I did not test for the effect of alternative prey on the digestion time; however, I

demonstrated that digestion time did not vary with meal size of barnacle nauplii. This

suggests that the presence of other prey items (copepods and barnacle cyprids) did not

substantially affect the digestion time of barnacle nauplii within the range of meal sizes in

digestion experiments.

The presence of zooplankton other than barnacle nauplii could have reduced the ingestion

rate on barnacle nauplii by satiating P. pileus. In the laboratory, the ingestion rate of

Pleurobrachia spp. increases linearly with the concentration of copepod prey up to ≈
60 prey l−1 (Reeve and Walter, 1979; Chandy and Greene, 1995). In this study, the

maximum concentration of barnacle nauplii was ≈ 10 larvae l−1. I did not quantify

copepod concentrations in this study; however, in Bedford Basin, Matsakis and Conover

(1991) found that copepod (> 200 μm) concentrations ranged between 1 and 10 ind.

l−1 during March and April. It is therefore unlikely that prey concentrations were high

enough to satiate P. pileus. This is further supported by my observation that the pharynx

of individuals of P. pileus was never full in this study. However, I acknowledge that the

presence of other zooplankton may reduce the feeding rate of P. pileus without filling the

pharynx. For example, it has been suggested that ctenophores reduce their feeding rate to

maintain a certain number of prey items within the pharynx (Rowe, 1971). It has also been

suggested that ambient plankton reduce feeding rates on other zooplankton by interfering

with prey detection (Johnson and Shanks, 1997).

My estimates of ingestion rate require the determination of digestion time and involve

several assumptions. Firstly, the ingestion and digestion rates (prey d−1) are assumed

equal (Bromley, 1994). Ingestion rates are therefore only accurate if ctenophores have

been feeding for a sufficiently long period to reach steady state prior to collection. This

assumption inherently requires that the digestion rate is not constant, but varies positively

with ingestion rate. My observations indicate that digestion rate increases with meal

size, and therefore support this assumption. This relationship may not hold when the

number of nauplii in the pharynx of P. pileus exceeds the maximum meal size tested in

experiments (12 nauplii), which occurred on many occasions in this study. For example,

Rowe (1971) found a non-linear relationship between digestion rate of P. pileus and prey
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concentration (nauplii of Artemia sp.) that was consistent with the Michaelis-Menten

saturation curve. If the presence of many prey items (including copepods and cyprids)

does indeed reduce digestion rate, this would result in an overestimate of ingestion rate.

This further emphasizes that predation rates on barnacle nauplii by P. pileus were low in

this study.

Secondly, Bajkov (1935)’s model assumes that digestion rate remains constant within

each ctenophore as prey items in the pharynx are eliminated (Bromley, 1994). However,

the digestion rate of many marine organisms has been shown to decrease as food content

is eliminated from the gut (see reviews by Bromley, 1994 and Båmstedt et al., 2000). I

found that the digestion rate of P. pileus remained constant in some cases, but decreased

over time in others. It is therefore possible that I did not predict ingestion rates accurately

for some individuals. When the digestion rate is non-linear, predictions of ingestion rate

would be over- or underestimated at low or high pharynx content levels, respectively.

In this study, the average digestion time of barnacle nauplii by P. pileus ranged from

7 to 8 h at 2°C and 4 to 6.5 h at 6°C. Using a different method, Larson (1987) estimated

that P. bachei digested barnacle nauplii in 4.2 h at 12 to 14°C. Although I expect digestion

time to be negatively related to temperature, Kuipers et al. (1990) found that there was

little difference in digestion time of copepods by P. pileus between 7 and 13°C, and that

the digestion time was substantially reduced at 5°C. The digestion time of larval barnacles

by Pleurobrachia spp. appears to be longer than that of copepods, as estimates of copepod

digestion time vary between 1.2 and 3.5 h over a temperature range of 7 to 14°C (Sullivan

and Reeve, 1982; Harris et al., 1982; Larson, 1987; Kuipers et al., 1990; Båmstedt, 1998).

The time required for P. pileus to digest cyprid larvae appears to be much longer than

that for nauplii. Unfortunately, the digestion time could not be determined with certainty

because almost all cyprids were egested prior to complete digestion. Egestion was not

induced by prey handling following feeding, as I observed the egestion of both Stage

6 nauplii and cyprids by undisturbed individuals of P. pileus. Observations in situ can

determine whether this phenomenon occurs under natural conditions. I suspect that the

high frequency of egestion and long digestion time that I observed were in response to the

inability of digestive enzymes of P. pileus to penetrate the exoskeleton of the cyprid. The

exoskeleton encloses the cyprid, except for a narrow opening on the ventral side, which

can be tightly shut by an adductor muscle (Walley and Rees, 1969).
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Ctenophores and cnidarian medusae have been observed egesting undigested fish eggs

(Jaspers et al., 2011; Purcell et al., 2014). Cnidarian medusae have also been observed

egesting live bivalve larvae (Purcell et al., 1991). Barnacle cyprids and nauplii were

frequently observed swimming freely after being egested; however, in many instances

undigested larvae were egested as a bolus, in which case, if unable to free themselves,

these larvae would eventually die. Although my results suggest that some undigested Stage

6 nauplii of S. balanoides may be egested after feeding, I assumed all nauplii found in the

pharynx would be eventually fully digested.

4.6 Conclusions

In this study, larval barnacle populations were not strongly affected by predation by P.

pileus; however, larval predation could be significant when integrated across numerous

pelagic and benthic predators. Studies of predation of benthic marine invertebrate larvae

are scarce, and further investigations are required to improve the ability to predict predation

rates based on the community composition of predators. Future studies using ingestion

models should recognize and evaluate the assumptions by making direct measurements

(i.e., digestion time). Also, predation rates should be quantified at several times during

the larval duration and at the highest possible taxonomic resolution. I have made a first

attempt at addressing these issues, and my results suggest that further studies such as

this are warranted to accurately assess the importance of predation on mortality of larval

benthic marine invertebrates.
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CHAPTER 5

CONCLUSION

The objective of this thesis was to improve the ability to predict the ecological significance

of predation on the mortality of planktonic larval stages of marine benthic invertebrates.

This thesis has contributed observations from computational, laboratory, and field ap-

proaches that have facilitated the development of hypotheses on (1) the influences of larval

motility and temperature on the predation process (Figure 1.1), and (2) the potential impact

of predation on larval populations. I have demonstrated how the probability of encounter

with a predator can be affected by directional persistence in the movement of prey, and that

directional persistence of zooplankton can be affected by temperature. My observations of

predation on larval barnacles by a planktonic carnivore suggest that predation in the pelagic

environment may not always be detrimental to larval populations as is often assumed. In

a review of the literature, I showed that quantitative data on predation of larval marine

benthic invertebrates is scarce. A larger data set on predation on larval fish indicates that

predation may indeed be a substantial source of larval mortality in certain instances.

In Chapter 2, I developed an individual based model to describe how the maximum

clearance rate, F , of a motionless predator varies with the distance in which the predator

can detect prey and the persistence length (i.e., run length of a random walker) in the

movement of the prey. The maximum clearance rate is an important metric that influences

the rate of encounters of a predator with prey and the instantaneous mortality rate of the

prey, assuming that all prey encountered are ingested (as outlined in Chapter 1). Using

simulations from my model, I demonstrated that classic (“diffusive” or “ballistic”) for-

mulae overestimate F when their assumptions of movement are invalid. I also mapped
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variability in F over a range of distances of prey perception and persistence length relevant

to mesozooplankton, and evaluated the utility of previously proposed mathematical correc-

tions to the classic models. Chapter 2 highlights the need for future modelling studies

on the potential interactions between directional persistence in prey movement, and prey

handling time, prey susceptibility, and predator movement on clearance and encounter

rates.

In Chapter 3, I measured directional persistence of different stages of larval barnacles

in the laboratory, and demonstrated that temperature can influence the persistence length of

larvae by its effect on the persistence time and swimming speed. Based on the results from

my study, I predict that the probability of encountering a predator increases with increasing

temperature for late stage nauplii and decreases with increasing temperature for cyprids. I

also observed that nauplii had higher persistence lengths than cyprids, and suggest that

predation risk may be an important mechanism influencing differences in motility patterns

of feeding and non-feeding stages. Future work explicitly testing the null hypothesis of

no difference in the persistence length of planktotrophic and lecithotrophic larvae would

provide insight into the selective pressures associated with feeding and non-feeding life

history strategies. The effects of temperature and life history strategy on vulnerability of

prey to predators can also be evaluated in future studies using feeding incubations in the

laboratory.

In Chapter 3, I also found that larval swimming speed, persistence time, and persistence

length were greater in the vertical than the horizontal dimension. Zooplankton may be

adapted to explore the vertical dimension due to their ability to control their vertical position

(but not their horizontal position) under most instances in the sea. In situ observations

of motility could confirm that zooplankton swimming is biased in the vertical dimension.

Anisotropy in prey and predator motility can have a strong effect on encounter rates, as

predators that swim perpendicular to the path of their prey have a higher probability of

encountering prey than predators that swim parallel to the path of their prey (Gerritsen,

1980).

Theoretically, methods from Chapters 2 and 3 can be combined to produce quantitative

predictions of encounter rates for a given concentration and prey, assuming that persistence

lengths are accurately measured in 2D, prey are homogenously distributed, and that the

swimming paths observed in the laboratory are random and isotropic. Given the number

91



of assumptions and their associated uncertainties, I caution the use of persistence lengths

reported in Chapter 3 for prediction of encounter rates.

In Chapter 4, I used observations from the field and laboratory, in concert with gut

evacuation and population models to show that the predation impact on larval barnacles by

a ctenophore, Pleurobrachia pileus, is negligible, primarily due to the low concentration of

predators relative to the concentration of larval prey. The potential impact of other pelagic

predators that I identified also appeared to be low. Future research is required to identify

potentially important predators and quantify their impacts on larval populations using

methodological approaches such as those outlined in Chapter 1. In Chapter 4, I also

demonstrated that gut contents of prey ingested whole may not always be a valid indicator

of mortality due to predation, as cyprids were egested from the gut of the predator alive

in the laboratory. Therefore, some larval types appear to be morphologically equipped to

resist mortality post encounter (and ingestion!). In situ observations of egestion of larvae

can confirm this hypothesis.

This thesis highlights the challenges associated with quantitatively evaluating predation

using theoretical, empirical, and combined approaches, as well as the paucity of data on

the mechanisms that affect encounter rates among prey and predators, and the identity and

potential impact of larval predators. Challenges associated with the predation problem

should not deter future research on the mechanisms that affect the predation process or the

potential impact of predation on larval populations in the field. In the scientific method,

observations are required for the development of hypotheses, and care should be made

to make observations at relevant scales. This thesis provides observations which are

sorely needed for the development of hypotheses regarding predation of marine benthic

invertebrate larvae. Many concepts in this thesis can also be applied to zooplankton

ecology (i.e., including holoplankton). My observations support the hypotheses that

predation exerts a strong selective pressure on the evolution of larval traits (such as

swimming behaviour and morphological defences), but is not always detrimental to larval

populations.
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APPENDIX A

CHAPTER 2

A.1 Corrections to “diffusive” and “ballistic” models

Fuchs (1964) and Harris (1982) derived corrections to the diffusive model by quantifying

the steady state diffusive flux into a radial boundary surrounding the encounter sphere.

Within this boundary layer, diffusion theory (i.e. Ficks law) is invalid, and the extent of

the boundary layer is dependent on both λ and r (Table A.1). Visser (2007) proposed a

correction to the ballistic model in the form of a Michaelis-Menten model (Table A.1).

When converted to a correction to the diffusive model using the conversion factor FBall

FDiff
=

3r
4λ

, the Visser (2007) correction is F
FDiff

= r/λ
(4/3)+(r/λ)

. When λ << r, the Fuchs (1964)

correction reduces to essentially the same model, but with a half saturation constant of π/2

rather than 4/3 (Table A.1).

Although a derivation of the Visser (2007) correction is not available, it can be derived

from F
FBall

= 1 − F
FDiff

where F is the realized maximum clearance rate, and FDiff

and FBall are predicted by the diffusive and ballistic models at steady state, respectively.

Therefore, the Visser (2007) correction assumes that F represents a balance between

diffusive and ballistic components (i.e. as F becomes less diffusive, it becomes equally

more ballistic, and vice versa). The “1-correction” conversion is also inherent to the

self-overlap metric of swimming trajectories developed by Bianco et al. (2014).
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Table A.1: The diffusive and ballistic models and their corrections. Note that ζ = λ/r.
FDiff refers to the steady state value 4 in Equation 2.1. Fuchs (1964)’s correction is adapted
herein for movement of only one particle population. In the Harris (1982) correction, the
constant C = 1/3, is required to convert the persistence length, λ, to the “boundary layer
length” defined in Harris (1982).

Model Formula Reference

Fuchs correction F
FDiff

= 1
(r/(r+A))+(ζπ/2)

Fuchs (1964)’s Equation 49.19

A = 1
3
((r + λ)3 + (r2 + λ2)3/2)− r

Harris correction F
FDiff

= ( 4
3πBC

)(1 + 1.85
Cζ

) Harris (1982)’s Equation 26

B = 0.79
(Cζ)2

+ 2.35
Cζ

+ 2.27

C = 1
3

Visser correction F
FBall

= ζ
0.75+ζ

Visser (2007)’s Equation 12

A.2 Individual based model

A.2.1 Encounter criteria

I defined an encounter as the occurrence of a prey item within radial distance, r, of the

origin (i.e. predators center) at any point during the time step Δt. In Figure A.1, I illustrate

how I used vector geometry to determine encounter criteria for a particle moving from

position Xt to Xt + Δt. I defined the vector between Xt and the origin as �a, the vector

between X and Xt + Δt as�b, and the vector between Xt + Δt and the origin as �c. Note

that even if ||�c|| is > r, it is possible for the particle to have come within r during (as

shown). The vector �b1 was calculated as:

�b1 =
�a ·�b
�b ·�b

�b (A.1)

�b1 is the projection of �a onto �b (i.e. the “shadow” of �a onto �b) such that the vector

�e = �a− �b1 is orthogonal to�b. ||�e|| is the shortest distance between the prey path and the

origin; therefore, an encounter occurs when ||�e|| < r.
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e a 
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b b1 

Xt 

Xt + ∆t 

Figure A.1: Vector geometry used to derive encounter criteria. See text for description of
symbols.

A.2.2 MATLAB code

A.2.2.1 Main code

1 %Th i s code s i m u l a t e s t h e t ime−v a r y i n g e n c o u n t e r r a t e

be tween p re y wi th c o r r e l a t e d random walk

2 %m o t i l i t y and a m o t i o n l e s s p r e d a t o r w i th a s p h e r i c a l

p e r c e p t i v e f i e l d s i t u a t e d a t t h e o r i g i n o f a s p h e r i c a l

domain

3

4 %Th i s code r e q u i r e s :

5 %( 1 ) ” r a n d f i x e d s u m .m” f o r s e l e c t i n g d i s p l a c e m e n t s o f p r ey

i n random d i r e c t i o n s w i t h i n each d imens ion . The code i s

i s f r e e l y

6 %a v a i l a b l e a t h t t p s : / / www. mathworks . com / m a t l a b c e n t r a l /

f i l e e x c h a n g e /9700− random−v e c t o r s −with−f i x e d−sum / c o n t e n t /

r a n d f i x e d s u m .m

7 %l a s t a c c e s s e d June 14 , 2017 . A l l o t h e r components o f t h i s

code were w r i t t e n by Kevin Sorochan and Wendy Gent leman

8

9 %( 2 ) ” r e p o s .m” f o r r e p o s i t i o n i n g p rey t h a t l e a v e t h e domain

10
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11 %In a d d i t i o n , ” s h e l l .m” can be used t o d e t e r m i n e t h e

i n i t i a l and f i n a l c o n c e n t r a t i o n o f

12 %p a r t i c l e s w i t h i n b i n s o f a s p e c i f i e d wid th and r a d i a l

d i s t a n c e from t h e

13 %o r i g i n o f t h e domain

14

15 c l e a r

16 c l o s e a l l

17

18 %I n i t i a l i z a t i o n ( c u r r e n t l y s e t up f o r ” s h o r t s i m u l a t i o n ” )

19 d t = . 1 ; %Time s t e p [ s ] ; t h e t ime s t e p s h o u l d n o t exceed

t h e minimum v a l u e o f t h e p e r s i s t e n c e t ime , t a u

20 DT = 3 ; %D u r a t i o n o f s i m u l a t i o n [ s ]

21 n = 3 ; %Number o f d i m e n s i o n s

22 speed = . 0 0 1 ; %Speed of p rey [m/ s ] ;

23 d i s p = speed * d t ; %D i s t a n c e t r a v e l l e d by p rey ove r one t ime

s t e p [m]

24 c o n c e n t r a t i o n = 2 . 5 * ( 1 e3 ) *(1 e9 ) ; %C o n c e n t r a t i o n o f p rey

w i t h i n domain . The f a c t o r (1 e9 ) c o n v e r t s [ p r ey /mmˆ 3 ] t o

[ p rey /mˆ −3] ; AD

25

26 %S p e c i f y v a l u e s o f p e r s i s t e n c e t ime , t au , and p rey

p e r c e p t i o n d i s t a n c e , r

27 %f o r s i m u l a t i o n s

28 f o r i = 2 ;

29 t a u = i ; %P e r s i s t e n c e t ime ( s ) [ s ]

30

31

32 f o r i i = 0 . 0 0 0 5 ;

33 r = i i ; %R e a c t i o n d i s t a n c e ( s ) o f p r e d a t o r [m]

34

35 %Dete rmine number o f p a r t i c l e s f o r s p e c i f i e d c o n c e n t r a t i o n
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36 c o n s t a n t = 5 ; %D e f i n e f a c t o r used t o d e t e r m i n e t h e r a d i u s

o f t h e domain

37 R = c o n s t a n t * r ; %Compute r a d i u s o f domain [m]

38 v = ( 4 / 3 ) * ( p i ) * (Rˆ 3 ) ; %Compute volume of domain [mˆ 3 ]

39 n p a r t i n i t = round ( c o n c e n t r a t i o n *v ) ; %Number o f p rey

r e q u i r e d t o s a t i s f y s p e c i f i e d c o n c e n t r a t i o n

40 n p a r t = n p a r t i n i t ;

41

42 t = 0 ; %S e t i n i t i a l t ime

43 n s im = 0 ; %S e t i n i t i a l s i m u l a t i o n number

44

45 d i f f u s i v i t y = ( ( speed ˆ 2 ) * t a u ) / n ; %Update d i f f u s i v i t y [mˆ 2 / s

]

46 temp = ( 1 : n p a r t ) ’ ; %Th i s v e c t o r i s used as an a l t e r a t i v e

t o t h e f u n c t i o n , f i n d ( )

47

48 %P r e d a t o r p o s i t i o n ( a t o r i g i n o f domain )

49 X p r e d r e p e a t = z e r o s ( n p a r t , 3 ) ;

50

51 %Dete rmine p rey p o s i t i o n s from a un i fo rm d i s t r i b u t i o n

between

52 %t h e i n n e r s p h e r e ( i . e . p e r c e p t i v e f i e l d o f t h e p r e d a t o r )

w i th r a d i u s , r ,

53 %and o u t e r s p h e r e ( i . e . domain ) wi th r a d i u s , R .

54 s norm = randn ( 3 , n p a r t ) ;

55 r a d i a l d i s t a n c e = ( r and ( 1 , n p a r t ) * (Rˆ3− r ˆ 3 ) + r ˆ 3 ) . ˆ ( 1 / 3 ) ;

56 c = r a d i a l d i s t a n c e . / s q r t ( sum ( s norm . ˆ 2 , 1 ) ) ;

57 s = bs x f un ( @times , s norm , c ) ;

58 X i n i t = s . ’ ;

59 X p r e y t = X i n i t ;

60

61 %G e n e r a t e m a t r i x o f p rey d i s p l a c e m e n t s ove r d t
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62 b i n a r y = round ( r and ( s i z e ( X i n i t ) ) ) ; %G e n e r a t e b i n a r y m a t r i x

o f randomly p l a c e d ones and z e r o s

63 b i n a r y ( ˜ b i n a r y ) = −1; %Rep lace z e r o s wi th n e g a t i v e ones i n

b i n a r y m a t r i x ; t h i s g i v e s t h e d i r e c t i o n i n each

d i m e n t i o n .

64 random = r a n d f i x e d s u m ( n , n p a r t , d i s p ˆ 2 , 0 , d i s p ˆ 2 ) ’ ; %

G e n e r a t e random v a l u e s o f s q u a r e d d i s t a n c e s t r a v e l l e d i n

each d imens ion by t h e p rey t h a t add t o d i s p ˆ 2 .

65 random = s q r t ( random ) ; %C a l c u l a t e d t h e d i s t a n c e t r a v e l l e d

i n each d imens ion

66 Del taX = random . * b i n a r y ; % C a l c u l a t e d i s p a l c e m e n t i n each

d imens ion ove r d t ( t h i s r e p r e s e n t s v e c t o r ” b ” i n

Appendix 2 )

67

68

69 % Dete rmine and p l o t c o n c e n t r a t i o n o f p rey w i t h i n e q u a l l y

s pa ce d s h e l l s from r t o R ( i n i t i a l )

70 n b i n = 4 0 ; %The number o f b i n s f o r c a l c u l a t i n g p a r t i c l e

c o n c e n t r a t i o n w i t h i n t h e domain ; r e q u i r e d i n p u t i n t o

s h e l l f u n c t i o n

71 b i n = (R−r ) / n b i n ;

72 r b i n = b i n * ( 1 : n b i n ) ; %Q u a n t i f y t h e l e n g t h i n t e r v a l s t h a t

t h e c o n c e n t r a t i o n i s c a l c u l a t e i n

73 c o n c p r o f i l e i n i t = s h e l l ( n b in , bin , R , r , X p r e y t , temp )

; %Use f u n c t i o n ” s h e l l .m”

74

75 f i g u r e

76 s c a t t e r (1 + r b i n / r , c o n c p r o f i l e i n i t / c o n c e n t r a t i o n )

77 y l im ( [ 0 , 1 . 5 ] )

78

79 ho ld on

80 p l o t (1 + r b i n / r , ones ( 1 , n b i n ) )
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81 ho ld o f f

82

83 %P r e a l l o c a t e m a t r i c e s f o r d a t a s t o r a g e

84 t s t o r e = z e r o s ( round (DT/ d t ) , 1 ) ; %Time

85 e s t o r e = z e r o s ( round (DT/ d t ) , 1 ) ; %Number o f e n c o u n t e r s

86

87 %Time s t e p loop

88 w h i l e t < DT

89

90 % Dete rmine t h e d i s t a n c e between t h e p rey and p r e d a t o r

p r i o r t o moving

91 D t = X p r e d r e p e a t − X p r e y t ; %V e c t o r between

p r e d a t o r and p rey a t t ime , t ( t h i s r e p r e s e n t s v e c t o r

” a ” i n Appendix 2 )

92 d i s t t s q r d = sum ( D t . * D t , 2 ) ; %Squared d i s t a n c e

between p r e d a t o r and p rey a t t ime t

93

94 %Find i n d i v i d u a l s t h a t change d i r e c t i o n when t > 0 and

u p d a t e

95 %d i s p l a c e m e n t s

96 i f ˜ t == 0

97 p r o b n e w d i r = 1−exp(− d t / t a u ) ; %P r o b a b i l i t y o f

c h a n g i n g d i r e c t i o n

98 n e w d i r i n d = temp ( r and ( n p a r t , 1 ) < p r o b n e w d i r ) ; %

Find i n d i v i d u a l s t h a t change d i r e c t i o n o f t r a v e l

99 b i n a r y = round ( r and ( l e n g t h ( n e w d i r i n d ) , n ) ) ; %

C r e a t e b i n a r y m a t r i x o f randomly p l a c e d ones and

z e r o s

100 b i n a r y ( ˜ b i n a r y ) = −1; %Rep lace z e r o s wi th n e g a t i v e

ones

101 random = r a n d f i x e d s u m ( n , l e n g t h ( n e w d i r i n d ) , d i s p

ˆ 2 , 0 , d i s p ˆ 2 ) ’ ;
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102 random = s q r t ( random ) ; %Dete rmine t h e magn i tude of

d i s p l a c e m e n t i n each d imens ion

103 Del taX ( n e w d i r i n d , : ) = random . * b i n a r y ; %Randomly

choose d i r e c t i o n ( s i g n ) o f t r a v e l i n each

d imens ion

104 end

105

106 %C a l c u l a t e v a r i a b l e s t h a t a r e r e q u i r e d t o f i n d

e n c o u n t e r s

107 mag De l t aX sqrd = sum ( DeltaX . * DeltaX , 2 ) ; %D i s t a n c e

between p o s i t i o n s a t t ime t and t + d t

108 D t d o t D e l t a X = sum ( D t . * DeltaX , 2 ) ; %Numerator i n

e q u a t i o n t o c a l c u l a t e t t

109 X p r e y t p l u s d t = X p r e y t + Del taX ; %Prey p a r t i c l e s a t

t ime t + d t

110 D t p l u s d t = X p r e d r e p e a t − X p r e y t p l u s d t ; %Ve c t o r

between p rey and p r e d a t o r a t t + d t

111

112 %Dete rmine i f e n c o u n t e r o c c u r s ( s e e e n c o u n t e r c r i t e r i a )

113 t t = ( D t d o t D e l t a X ) . / mag De l t aX sqrd ;

114

115 c a s e 1 = ( t t >1) ; %Prey p a r t i c l e l a n d s i n s i d e e n c o u n t e r

s p h e r e a t t ime t + d t

116 d i s t 1 = sum ( D t p l u s d t . * D t p l u s d t , 2 ) ;

117

118 c a s e 2 = ( t t >0 & t t <=1) ; %Prey p a s s e s t h r o u g h p e r c e p t i v e

s p h e r e o f p r e d a t o r ove r d t

119 d i s t 2 = ( d i s t t s q r d ) + ( t t . ˆ 2 . * mag De l t aX sqrd ) − (2*
t t . * D t d o t D e l t a X ) ;

120

121 %Find e n c o u n t e r e d and not−e n c o u n t e r e d p rey
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122 e n c o u n t e r = ( ( c a s e 1 & d i s t 1 <= r ˆ 2 ) | ( c a s e 2 & d i s t 2 <=

r ˆ 2 ) ) ;

123 e n c o u n t e r i n d = temp ( e n c o u n t e r == 1) ; % Find

e n c o u n t e r e d p rey

124 n o e n c o u n t e r i n d = temp ( e n c o u n t e r == 0) ; %Find p rey n o t

e n c o u n t e r e d

125

126 %Move p a r t i c l e s t h a t w i l l n o t e n c o u n t e r p r e d a t o r t o new

l o c a t i o n s

127 X p r e y t ( n o e n c o u n t e r i n d , : ) = X p r e y t p l u s d t (

n o e n c o u n t e r i n d , : ) ;

128

129 %Update X p r e y t by r e p o s i t i o n i n g p rey t h a t have l e f t

domain such t h a t t h e y p a s s t h r o u g h t h e

130 %o p p o s i t e s i d e

131 [ r e p o s i t i o n , d ig jump ] = r e p o s ( X p r e y t , DeltaX , dt , R ,

temp ) ;

132 X p r e y t ( digjump , : ) = r e p o s i t i o n ;

133

134 %Check t o make s u r e t h a t a l l p a r t i c l e s a r e i n t h e

domain

135 [ az imuth , e l e v a t i o n , r a d i a l d ] = c a r t 2 s p h ( X p r e y t ( : , 1 )

, X p r e y t ( : , 2 ) , X p r e y t ( : , 3 ) ) ; %Conve r t t o

s p h e r i c a l c o o r d i n a t e sys tem

136 d ig jump2 = temp ( r a d i a l d > R) ; %Find p rey t h a t remain

o u t s i d e domain

137

138 %I f p rey a r e found o u t s i d e o f domain , s e t r a d i a l

d i s t a n c e t o R

139 i f l e n g t h ( dig jump2 > 0)

140
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141 n e w r a d i a l d = r a d i a l d ( digjump2 , : ) *0 + R ; % s e t

r a d i a l d i s t a n c e t o boundary

142 new azimuth = az imuth ( digjump2 , : ) ;

143 n e w e l e v a t i o n = e l e v a t i o n ( digjump2 , : ) ;

144 [X, Y, Z ] = s p h 2 c a r t ( new azimuth , n e w e l e v a t i o n ,

n e w r a d i a l d ) ;

145 X p r e y t ( digjump2 , : ) = [X, Y, Z ] ;

146

147 end

148

149 %E l i m i n a t e e n c o u n t e r d p rey

150 X p r e y t ( e n c o u n t e r i n d , : ) = [ ] ;

151 X p r e d r e p e a t ( e n c o u n t e r i n d , : ) = [ ] ;

152 Del taX ( e n c o u n t e r i n d , : ) = [ ] ;

153

154 n p a r t = l e n g t h ( X p r e y t ) ; %Update t h e number o f

p a r t i c l e s i n t h e domain

155

156 %I n c r e m e n t number o f s i m u l a t i o n s

157 n s im = n s im +1;

158

159 %I n c r e m e n t t ime

160 t = t + d t ;

161

162 %S t o r e t ime

163 t s t o r e ( n sim , 1 ) = t ;

164

165 %S t o r e number o f e n c o u n t e r s

166 e s t o r e ( n sim , 1 ) = l e n g t h ( e n c o u n t e r i n d ) ;

167

168 end

169
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170 %Dete rmine and p l o t c o n c e n t r a t i o n o f p rey w i t h i n

e q u a l l y sp ac ed s h e l l s

171 %from r t o R ( a t DT)

172 c o n c p r o f i l e D T = s h e l l ( n b in , bin , R , r , X p r e y t ,

temp ) ; %Use f u n c t i o n ” s h e l l .m”

173

174 f i g u r e

175 s c a t t e r (1 + r b i n / r , c o n c p r o f i l e D T / c o n c e n t r a t i o n )

176 y l im ( [ 0 , 1 . 5 ] )

177

178 ho ld on

179 p l o t (1 + r b i n / r , ones ( 1 , n b i n ) )

180 t i t l e ( s p r i n t f ( ’ t a u = %d , r = %d ’ , i , i i *1000) ) % t a u i n

s e c o n d s and r i n mm i n p l o t t i t l e

181 ho ld o f f

182

183

184 %C a l c u l a t e c l e a r a n c e r a t e s from t a b u l a t e d e n c o u n t e r s

185 b e t a = ( e s t o r e ) *v / ( ( d t ) * n p a r t i n i t ) ; %C l e a r a n c e r a t e

[mˆ 3 / s ]

186 b e t a = b e t a *1E9 ; %C l e a r a n c e r a t e [mmˆ 3 / s ]

187

188 %S o l u t i o n s o f c l e a r a n c e r a t e from d i f f u s i v e and

b a l l i s t i c models

189 b e t a d i f f = (4* p i * r * d i f f u s i v i t y ) ; %C a l c u l a t e c l e a r a n c e

r a t e [mmˆ 3 / s ] from d i f f u s i v e model a t s t e a d y s t a t e (

i . e . Koch , 1960)

190 b e t a d i f f t i m e = b e t a d i f f * (1 + r . / ( ( p i * d i f f u s i v i t y *
t s t o r e ) . ˆ 0 . 5 ) ) *1E9 ; %C a l c u l a t e t ime−v a r y i n g

c l e a r a n c e r a t e [mmˆ 3 / s ] from d i f f u s i v e model ( i . e .

Koch , 1960)
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191 b e t a b a l l = ( p i * ( r ˆ 2 ) * speed ) *1E9 ; %C a l c u l a t e c l e a r a n c e

r a t e [mmˆ 3 / s ] from b a l l i s t i c model ( i . e . G e r r i t s e n

and S t r i c k l e r , 1977)

192

193 %C r e a t v e c t o r s

194 b e t a d i f f m a t = repmat ( b e t a d i f f , l e n g t h ( t s t o r e ) , 1 ) *1

E9 ; % v a l u e s o f d i f f u s i v e c l e a r a n c e r a t e [mmˆ 3 / s ]

195 b e t a b a l l m a t = repmat ( b e t a b a l l , l e n g t h ( t s t o r e ) , 1 ) ;

%Repea ted v a l u e s o f b a l l i s t i c c l e a r a n c e r a t e [mmˆ 3 / s

]

196

197 %P l o t d a t a f o r each c o m b i n a t i o n o f r and t a u

198 f i g u r e

199 p l o t ( t s t o r e , be t a , ’ k ’ , t s t o r e , b e t a d i f f t i m e , ’ r ’ ,

t s t o r e , b e t a d i f f m a t , ’m’ , t s t o r e , b e t a b a l l m a t

, ’ g ’ )

200

201 end

202 end

A.2.2.2 Required functions

1 f u n c t i o n [ X R repos , d ig jump ] = r e p o s ( X p r e y t , DeltaX , dt ,

R , temp )

2

3 %Th i s f u n c t i o n computes t h e component o f t h e d i s p l a c e m e n t

o f a p rey i t em

4 %o u t s i d e o f t h e domain . Th i s d i s p l a c e m e n t componten t i s

t h e n used t o move

5 %t h e p rey i t em i n t o t h e domain on t h e o p p o s i t e s i d e .

6

7 %The componten t o f d i s p l a c e m e n t i s s o l v e d by f i r s t f i n d i n g

t h e t ime
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8 %r e q u i r e d f o r t h e p rey i t em t o r e a c h t h e domain edge ( i . e .

t 1 d j ) . Then

9 %t ime a f t e r l e a v i n g t h e domain i s c a l c u l a t e d by s u b t r a c t i n g

t 1 d j from t h e

10 %t ime s t e p , d t ( i . e . t 2 = d t − t 1 d j ) .

11

12 %t 1 d j i s s o l v e d f o r by f i n d i n g t h e t ime t h a t s a t i s f i e s t h e

c o n d i t i o n :

13 %Xˆ2 + Yˆ2 + Zˆ2 = Rˆ 2 , where X, Y, Z = i n i t i a l p o s i t i o n +

v e l o c i t y * t 1 d j

14

15 X p r e y t n o t = X p r e y t − DeltaX ; % g e t m a t r i x o f i n i t i a l

p o s i t i o n s ( one t i m e s t e p p r i o r )

16

17 v p r e y = DeltaX / d t ; % g e t m a t r i x o f v e l o c i t i e s

18

19 a = sum ( v p r e y . * v prey , 2 ) ; % g e t s q u a r e d magn i tude of

v e l o c i t i e s | | v p r e y | | ˆ 2

20

21 b = 2*( sum ( X p r e y t n o t . * v prey , 2 ) ) ; % g e t 2 x d o t p r o d u c t

o f p o s i t i o n s and v e l o c i t i e s

22

23 c = sum ( X p r e y t n o t . * X p r e y t n o t , 2 ) − R ˆ 2 ; % g e t s q u a r e d

magni tude o f p o s i t i o n s | | X p r e y t | | ˆ 2

24

25 num1 = −1*b ; % f i r s t t e rm i n n u m e r a t o r o f q u a d r a t i c

e q u a t i o n

26

27 num2 = ( b . ˆ 2 ) − 4*( a . * c ) ; % second te rm i n n u m e r a t o r o f

q u a d r a t i c e q u a t i o n

28

29 denom = 2* a ; % g e t d e n o m i n a t o r f o r q u a d r a t i c e q u a t i o n
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30

31 num plus = num1 + ( num2 ) . ˆ 0 . 5 ; % g e t n u m e r a t o r f o r

q u a d r a t i c e q u a t i o n 1

32

33 num minus = num1 − ( num2 ) . ˆ 0 . 5 ; % g e t n u m e r a t o r f o r

q u a d r a t r i c e q u a t i o n 2

34

35 t 1 = num plus . / denom ; % g e t t ime t r a v e l l e d t o domain edge (

i . e . R)

36

37 t m i n u s = num minus . / denom ; % t h e s e a r e n e g a t i v e t i m e s and

a r e t h e r e f o r e i n v a l i d

38

39 d ig jump = temp ( t 1 < d t & t 1 > 0) ; % g e t rows i n which p rey

have have l e f t t h e domain

40

41 t 1 d j = t 1 ( digjump , : ) ; % g e t t ime t r a v e l l e d b e f o r e l e a v i n g

domain

42

43 t 2 = d t − t 1 d j ; % g e t t ime t r a v e l l e d a f t e r l e a v i n g domain

44

45 X R minus = ( X p r e y t n o t ( digjump , : ) + ( v p r e y ( digjump , : )

. * [ t 1 d j t 1 d j t 1 d j ] ) ) *−1; % g e t p o s i t i o n a t domain

edge and move t o o p p o s i t e s i d e o f domain

46

47 X R repos = X R minus + ( v p r e y ( digjump , : ) . * [ t 2 t 2 t 2 ] ) ; %

g e t f i n a l p o s i t i o n s a f t e r ad d i ng t h e r e m a i n i n g d i s t a n c e

t r a v e l l e d

48

49 end

1 f u n c t i o n c s h e l l s t o r e = s h e l l ( n b in , bin , R , r , X p r e y t ,

temp )
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2

3 %Conve r t X p r e y t from c a r t e s i a n t o s p h e r i c a l c o o r d i n a t e

sys tem

4 [ a z i m u t h po s , e l e v a t i o n p o s , r a d i a l p o s ] = c a r t 2 s p h (

X p r e y t ( : , 1 ) , X p r e y t ( : , 2 ) , X p r e y t ( : , 3 ) ) ;

5

6 %Dete rmine how many p a r t i c l e s a r e w i t h i n d i f f e r e n t s h e l l s

7 n p a r t s h e l l s t o r e = z e r o s ( n b in , 1 ) ;

8 v s h e l l s t o r e = z e r o s ( n b in , 1 ) ;

9 c s h e l l s t o r e = z e r o s ( n b in , 1 ) ;

10

11 f o r i = 1 : n b i n

12 b i n m a t s p h e r e = temp ( r a d i a l p o s < ( r + b i n * i ) ) ; %Find p r ey

i n s p h e r e o f i n t e r e s t

13 b i n m a t s p h e r e l a s t = temp ( r a d i a l p o s < ( r + b i n * ( i −1) ) ) ; %

Find p rey i n l a s t i n n e r s p h e r e

14 n p a r t s p h e r e = l e n g t h ( b i n m a t s p h e r e ( : , 1 ) ) ; %Count number

o f p rey i n s p h e r e

15 n p a r t s p h e r e l a s t = l e n g t h ( b i n m a t s p h e r e l a s t ( : , 1 ) ) ; %

Count number o f p rey i n l a s t i n n e r s p h e r e

16 n p a r t s h e l l = n p a r t s p h e r e − n p a r t s p h e r e l a s t ; % Compute

number o f p rey i n o u t e r s h e l l

17 v s p h e r e = ( 4 / 3 ) * p i * ( r + b i n * i ) ˆ 3 ; %Compute volume of

s p h e r e o f i n t e r e s t

18 v s p h e r e l a s t = ( 4 / 3 ) * p i * ( r + b i n * ( i −1) ) ˆ 3 ; %Compute volume

of l a s t i n n e r s p h e r e

19 v s h e l l = v s p h e r e − v s p h e r e l a s t ; % Compute volume of

o u t e r s h e l l

20 c s h e l l = n p a r t s h e l l / v s h e l l ; % Compute c o n c e n t r a t i o n o f

p rey i n o u t e r s h e l l

21 n p a r t s h e l l s t o r e ( i , 1 ) = n p a r t s h e l l ;

22 v s h e l l s t o r e ( i , 1 ) = v s h e l l ;
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23 c s h e l l s t o r e ( i , 1 ) = c s h e l l ;

24 end

25

26 end

A.2.3 Time varying clearance rate at low prey concentration

t 

Figure A.2: Time series of the maximum clearance rate (λ = 0.5 mm, r = 2 mm) at low
prey concentration (0.1 prey mm−3).
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APPENDIX B

CHAPTER 3

B.1 Curve fits
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N: 8 
T: 12.5 °C 
Tau: 1.58 ± 0.09 s  
 

N: 12 
T: 12.0 °C 
Tau: 2.75 ± 0.06 s  
 

N: 29 
T: 12.0 °C 
Tau: 2.17 ± 0.04 s  
 

N: 18 
T: 9.6 °C 
Tau: 1.17 ± 0.05 s  

N: 42 
T: 9.3 °C 
Tau: 1.57 ± 0.05 s  

N: 11 
T: 9.3 °C 
Tau: 2.14 ± 0.08 s  

N: 24 
T: 3.1 °C 
Tau: 3.00 ± 0.13 s  

N:16 
T: 3.0 °C 
Tau: 2..60 ± 0.08 s 

N: 30 
T: 2.9 °C 
Tau: 3.6 ± 0.1 s 
 

N: 23 
T: 3.1 °C 
Tau: 5.43 ± 0.16 s 

N: 15 
T: 3.1 °C 
Tau: 5.49 ± 0.12 s  

N: 36 
T: 6.7 °C 
Tau: 2.23 ±  0.04 s 

N: 20 
T: 6.6 °C 
Tau: 2.18 ± 0.06 s 

N: 87 
T: 6.3 °C 
Tau: 1.46 ± 0.05 s 

N: 77 
T: 6.5 °C 
Tau: 1.75 ± 0.03 s  

N: 38 
T: 7.8 °C 
Tau: 1.54 ± 0.03 s  

N: 12 
T: 9.2 °C 
Tau: 1.95 ± 0.07 s  

N: 53 
T: 12.3 °C 
Tau: 1.74 ± 0.03 s  
 

Figure B.1: Relationships between the ratio of rms distance to gross distance travelled
(in the xz plane) and time for each video recording of Stage 2 nauplii. The open circles
represent the data, and the black line represents the curve fit from the correlated random
walk model (Equation 3.2), from which the persistence time, Tau, was estimated. Within
each panel, the sample size (N), temperature (T), and estimated persistence time (Tau ±
SE) are specified.
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N: 25 
T: 12.1 °C 
Tau: 2.92 ± 0.05 s  

N: 12 
T: 12.1 °C 
Tau: 1.25 ± 0.05 s  

N: 57 
T: 12.1 °C 
Tau: 2.15 ± 0.04 s  

N: 78 
T: 12.1 °C 
Tau: 1.40 ± 0.03 s  

N:10 
T: 6.8 °C 
Tau: 2.17 ± 0.19 s  

N: 33 
T: 7.0 °C 
Tau: 1.99 ± 0.05 s  

N: 10 
T: 9.6 °C 
Tau: 1.34 ± 0.05 s  

N: 12 
T: 9.3 °C 
Tau: 1.66 ± 0.10 s  

N: 33 
T: 7.0 °C 
Tau: 1.99 ± 0.05 s  

N: 45 
T: 6.8 °C 
Tau: 2.87 ± 0.07 s  

N: 16 
T: 6.7 °C 
Tau: 2.00 ± 0.13 s  

N: 29 
T: 7.5 °C 
Tau: 1.56 ± 0.08 s  

N: 46 
T: 3.5 °C 
Tau: 2.89 ± 0.04 s  

N: 23 
T: 3.6 °C 
Tau: 1.75 ± 0.06 s  

N: 98 
T: 3.7 °C 
Tau: 1.88 ± 0.07 s  

N: 34 
T: 3.7 °C 
Tau: 2.21 ± 0.07 s  

N: 50 
T: 1.1 °C 
Tau: 1.53 ± 0.11 s  

N: 59 
T: 1.1 °C 
Tau: 1.56 ± 0.13 s  

N: 27 
T: 1.95 °C 
Tau: 2.01 ± 0.11 s  

N: 40 
T: 1.85 °C 
Tau: 2.01 ± 0.09 s  

Figure B.2: Relationships between the ratio of root mean squared distance to gross distance
travelled (in the xz plane) and time for each video recording of Stage 6 nauplii. The open
circles represent the data, and the black line represents the curve fit from the correlated
random walk model (Equation 3.2), from which the persistence time, Tau, was estimated.
Within each panel, the sample size (N), temperature (T), and estimated persistence time
(Tau ± SE) are specified.
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N: 44 
T: 6.6 °C 
Tau: 0.41 ± 0.01 s  

N: 57 
T: 9.7 °C 
Tau: 0.83 ± 0.05 s  

N: 30 
T: 9.5 °C 
Tau: 0.54 ± 0.03 s  

N: 62 
T: 9.6 °C 
Tau: 0.36 ± 0.01 s  

N: 78 
T: 9.7 °C 
Tau: 0.65 ± 0.02 s  

N: 79 
T: 12.0 °C 
Tau: 0.0.58 ± 0.02 s  

N: 54 
T: 12.1 °C 
Tau: 0.44 ± 0.02 s  

N: 100 
T: 12.0 °C 
Tau: 0.29 ± 0.01 s  

N: 42 
T: 2.1 °C 
Tau: 0.72 ± 0.02 s  

N: 31 
T: 2.2 °C 
Tau: 0.89 ± 0.05 s  

N: 41 
T: 2.2 °C 
Tau: 0.92 ± 0.02 s  

N: 20 
T: 2.2 °C 
Tau: 0.84 ±  0.03 s  

N: 31 
T: 6.6 °C 
Tau: 0.68 ± 0.03 s  

N: 108 
T: 6.4 °C 
Tau: 0.61 ± 0.03 s  

N: 69 
T: 6.6 °C 
Tau: 0.91 ± 0.03 s  

N: 57 
T: 6.7 °C 
Tau: 0.51 ± 0.02 s  

N: 41 
T: 12.2 °C 
Tau: 0.64 ± 0.02 s  

N: 120 
T: 12.2 °C 
Tau: 0.40 ± 0.01 s  

Figure B.3: Relationships between the ratio of root mean squared distance to gross
distance travelled (in the xz plane) and time for each video recording of cyprids. The open
circles represent the data, and the black line represents the curve fit from the correlated
random walk model (Equation 3.2), from which the persistence time, Tau, was estimated.
Within each panel, the sample size (N), temperature (T), and estimated persistence time
(Tau ± SE) are specified
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B.2 Correlation coefficients from path subsets

Rho

Mean speed Max speed Tau Lambda 

N2 

N6 

Cyp 

Figure B.4: The distribution of Spearman rank coefficients (Rho) obtained from the
relationship between swimming metrics (difference between z and x components of the
mean and maximum swimming speed, and ratios of the net displacement to gross distance
travelled in the x and z directions) and temperature from 100 subsets of paths for each
Stage (second nauplius, N2, sixth nauplius, N6, and cypris, Cyp). The number of paths
within each path subset was set as the minimum number of paths observed from a video-
recording in the stage of interest. The red lines indicate critical values of Rho, whereas the
blue line indicates the value of Rho obtained using all available paths.
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NGDRx 

Rho 

Mean speed (z – x) Max speed (z – x) 

N2 

N6 

Cyp 

NGDRz 

Figure B.5: The distribution of Spearman rank coefficients (Rho) obtained from the
relationship between swimming metrics (difference between z and x components of the
mean and maximum swimming speed, and ratios of the net displacement to gross distance
travelled in the x and z directions) and temperature from 100 subsets of paths for each
Stage (second nauplius, N2, sixth nauplius, N6, and cypris, Cyp). The number of paths
within each path subset was set as the minimum number of paths observed from a video-
recording in the stage of interest. The red lines indicate critical values of Rho, whereas the
blue line indicates the value of Rho obtained using all available paths.
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APPENDIX C

CHAPTER 4

Table C.1: Number of ctenophores collected in April 2015 and mean ± SD number of
barnacle nauplii and copepods retrieved from the pharynx of Pleurobrachia pileus.

Date Dip time (h) P.pileus (n) Barnacle

nauplii

Copepods

2015-04-06 18:00 42 0.50 ± 1.78 1.23 ± 2.09
2015-04-07 06:00 23 0.70 ± 1.49 2.83 ± 3.39
2015-04-15 15:00 32 0.06 ± 0.25 0.25 ± 0.80
2015-04-16 06:30 43 0.05 ± 0.21 1.16 ± 2.47
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Figure C.1: Time series of temperature 1 m and 10 m from a buoy in the Northwest arm
at site 1 over the sampling period.
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Figure C.2: Time series of (A) average (± 1 SE; n = 2) concentrations of cyprids of
Balanus sp. and Semibalanus balanoides (B) barnacle cyprids (species combined) in the
pharynx of ctenophores (Box plots; median ± interquartile range [IQR]; whiskers 1.5 IQR;
X symbol denotes mean) and (C) the proportion of barnacles recovered from the pharynx
of ctenophores catagorized as Balanus sp. and S. balanoides.
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Table C.2: Potential predators of barnacle nauplii identified from zooplankton samples taken from the Northwest Arm, NS, between 21
Feb and 30 Apr 2014. Grey shading indicates the timing of presence for each predator.

Phylum ID Date (day, month)

21 Feb 2 Mar 7 Mar 17 Mar 25 Mar 2 Apr 9 Apr 17 Apr 23 Apr 30 Apr
Annelida Syllidae (adult)

Tompteridae
Arthropoda Gammeridae

Hyperidae
Cumacea

Centropages sp.
Tortanus discaudatus

Anomura zoeae
Brachyura zoeae
Pandalidae zoeae

Other shrimp zoeae
ChaetognathaParasagitta elegans
Cnidaria Aglantha digitale

Bougainvilla sp.
Clytia sp.

Hybocobon sp.
Rakthea octopunktata

Sarsia sp.
Scyphozoan ephyra

Chordata Clupeidae
Gadidae

Ctenophora Pleurobrachia pileus
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Table C.3: Test statistics from χ2 tests comparing prey frequency in the pharynx of
Pleurobrachia pileus and the water column. At α = 0.05, χ2

critical = 3.84. Selectivity index,
β.

Date B. balanus B. crenatus S. balanoides
χ2 β χ2 β χ2 β

2014-02-21 9.93 0.08 2733.97 0.78 4925.92 0.14
2014-03-02 76.46 0.38 85.52 0.29 292.74 0.34
2014-03-07 128.68 0.18 59.14 0.67 207.26 0.14
2014-03-17 8.76 0.30 331.23 0.53 17.42 0.16
2014-03-25 269.21 0.41 19.92 0.51 31.28 0.08
2014-04-02 0.56 0.30 346.59 0.57 50.11 0.13
2014-04-09 52.84 0.16 253.98 0.81 80.69 0.02
2014-04-17 46.82 0.14 296.73 0.76 8.39 0.10
2014-04-23 335.97 0.22 1545.88 0.57 110.24 0.20
2014-04-30 4.00 0.34 601.04 0.64 25.60 0.02
Pooled data 179.07 0.11 2258.53 0.83 150.24 0.06

Table C.4: Results from regressions between average digestion time and meal size for
experiments in which individuals of Pleurobrachia pileus were fed multiple prey.

Experiment,

temperature °C

df Coefficient t-

statistic

P R2

2, 2 6 < 0.001 <-0.01 0.999 -0.167
2, 6 6 -0.036 -0.36 0.729 -0.142
3, 6 4 0.081 2.60 0.060 0.535
4, 6 5 0.046 0.451 0.671 -0.153
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Figure C.3: The relationship between number of nauplii recovered from the pharynx and
polar diameter of Pleurobrachia pileus for each sampling date. Fit of generalized linear
model shown for significant relationships.
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Figure C.4: Mean (± 1 SE, n = 2 sites) concentrations of (A) nauplii of Balanus balanus,
Balanus crenatus, Semibalanus balanoides and (B) Pleurobrachia pileus in April 2015.
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