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#### Abstract

In this thesis we consider the problem of edge orientation, where the goal is to orient the edges of an undirected dynamic graph with $n$ vertices so that the out-degree of every vertex is bounded, typically by a function of the graph's arboricity.

Our first result is to show that an $O(\beta \alpha)$-orientation can be maintained in $O\left(\lg \left(\frac{n}{\beta \alpha}\right)\right.$ $/ \beta)$ amortized edge insertion time and $O(\beta \alpha)$ worst-case edge deletion time, for any $\beta \geq 1$, where $\alpha$ is the maximum arboricity of the graph over the entire update sequence. This generalizes previous results by Brodal and Fagerberg [5] and Kowalik [30], which are special cases of our result with $\beta=1$ and $\beta=\lg n$, respectively.

As an application of this result, we show how to maintain a maximal matching of a graph in $O(\alpha+\sqrt{\alpha \lg n})$ amortized update time, which is currently the best result for graphs with arboricity $\alpha=o(\lg n)$. When $\alpha$ is a constant, which is the case for planar graphs, for instance, our work shows that a maximal matching can be maintained in $O(\sqrt{\lg n})$ amortized time, while previously the best approach required $O(\lg n / \lg \lg n)$ amortized time [41].

Our second result is a new algorithm that maintains a $\Delta$-orientation in worst-case $O(\Delta)$ insertion and deletion time, where $\Delta \leq \min (2 \alpha \lg (n / \alpha)+2 \alpha, \sqrt{2 m}), \alpha$ is the arboricity of the graph at the time of the update, and $m$ is the number of edges of the graph at the time of the update. Compared with the result of Kopelowitz et al. [29], our algorithm gives a new trade-off with faster insertion time but higher maximum vertex out-degree and slower deletion time when $\alpha=\omega(\lg n)$. In addition, it is simpler than [29] and does not require edge reorientation during insertion. We apply it to maintain a maximal matching in worst-case $O(\min (\alpha \lg (n / \alpha), \sqrt{m}))$ update time using linear space and represent a dynamic graph to support adjacency queries in $O(\lg \lg \Delta)$ worst-case time, edge insertions in $O(\Delta)$ worst-case time, and edge deletions in $O(\Delta \lg \lg \Delta)$ worst-case time.

More results in this thesis include new trade-offs for the coordinate query problem [29] achieved by applying our approaches to maintaining graph orientations, as well as lower and upper bounds on the maximum out-degree guaranteed by a specific algorithm that maintains an edge orientation without changing the directions of edges during updates.
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## Chapter 1

## Introduction

The problem of orienting the edges of a dynamic undirected graph to guarantee a low upper bound on the maximum out-degree of its vertices has attracted much attention in recent years $[5,29,30,41]$. In this problem, an orientation of a graph $G=(V, E)$ is a directed graph $\vec{G}=(V, \vec{E})$ defined by assigning each edge of $G$ a direction. $\vec{G}$ is called a $\Delta$-orientation if the out-degree of each vertex in $\vec{G}$ is bounded by $\Delta$. The goal is to maintain a $\Delta$-orientation of $G$ with efficient support of edge insertion and deletion, for $\Delta$ as small as possible. For dense graphs, $\Delta$ has to be large, so this problem is more interesting when the graph is sparse.

As the arboricity of a graph is often used as a measurement of the sparsity of the graph, it is typically used as a parameter when bounding $\Delta$. The arboricity, $\alpha$, of a graph $G$ is defined formally as $\alpha=\max _{J} \frac{|E(J)|}{|V(J)|-1}$, where $J=(V(J), E(J))$ is any subgraph of $G$ induced by at least two vertices [39]. Many classes of graphs in practice have arboricity bounded by a constant, including planar graphs, graphs of bounded genus, and graphs of bounded tree width. Nash-Williams [39, 40] proved that $G$ has arboricity $\alpha$ if and only if $\alpha$ is the smallest number of subsets that $E$ can be partitioned into so that each subset of edges with their endpoints is a forest. Such a decomposition can be computed in polynomial time [19, 43]. In this partition, if we choose a root for each tree and orient the edges towards the root, then each vertex has out-degree at most one in each tree, which immediately gives an $\alpha$-orientation of the given static graph.


Figure 1.1: An example of graph matching

The most fundamental application of edge orientation is perhaps the representation of graphs supporting adjacency queries. This is based on the following observation $[4,27]$ : With a $\Delta$-orientation of $G$, if we store the out-neighbors of each vertex in a list, then an adjacency query can be answered in $O(\Delta)$ time by scanning the list of each of the two vertices given in the query to see if one is an out-neighbour of the other. Thus, if we can maintain a $\Delta$-orientation of a sparse graph efficiently, then we immediately obtain a linear-space dynamic graph representation that supports adjacency queries in $O(\Delta)$ time [5].

Recently, Neiman and Solomon [41] found that edge orientations also have applications in maintaining maximal matchings of dynamic graphs. A matching, $M$, of a graph $G$ is a set of edges of $G$ that do not share any endpoints. If a matching $M$ has the maximum number of edges, then it is called a maximum cardinality matching. A maximal matching is defined to be a matching, $M$, that satisfies the following condition: there does not exist an edge, $g$, of $G$, such that $M \cup\{g\}$ is still a matching of $G$. Denote the number of edges of a maximum cardinality matching of $G$ by $\nu(G)$. Then, if a matching of $G$ has at least $\nu(G) / \gamma$ edges, we call it a $\gamma$-approximate maximum cardinality matching, where $\gamma \geq 1$. Clearly a maximum cardinality matching is a
maximal matching, but a maximal matching is not necessarily a maximum cardinality matching. It is well-known that any maximal matching is a 2 -approximate maximum cardinality matching [1]. For example, in Figure 1.1, $M_{1}=\left\{v_{1} v_{2}, v_{3} v_{4}, v_{6} v_{7}\right\}$ is a maximum cardinality matching of the graph, $M_{2}=\left\{v_{1} v_{3}, v_{5} v_{7}\right\}$ is a maximal matching of the graph and is also a $3 / 2$-approximate maximum cardinality matching, and $M_{3}=\left\{v_{1} v_{2}, v_{3} v_{4}\right\}$ is a $3 / 2$-approximate maximum cardinality matching but not a maximal matching. Graph matching is a fundamental problem in graph theory, and it has many applications in combinatorial optimization [14, 24, 33, 34, 35]. In the dynamic setting, the problem is to maintain a maximal matching or an approximate maximum cardinality matching under edge insertions and deletions. Recent progress on this problem [22, 29, 41] generated more interest in edge orientations.

Kopelowitz et al. [29] also showed that any solution to the dynamic edge orientation can be applied to the coordinate query problem. In this problem, we maintain an $n \times n$ symmetric matrix $A$ and an $n$-dimensional vector $\vec{x}$ so that given any integer $i \in[1, \cdots, n], \sum_{j=1}^{n} a_{i j} x_{j}$ can be computed efficiently. This is called a coordinate query. Kopelowitz et al. showed that coordinate queries and updates of $\vec{x}$ and $A$ can be reduced to queries and updates of an orientation of a graph whose adjacency matrix is $A$. If a $\Delta$-orientation of the graph can be maintained in $t_{i}$ insertion time and $t_{d}$ deletion time, then a coordinate query or an update to an element of $\vec{x}$ can be performed in $O(\Delta)$ time, an update to an entry in $A$ from a non-zero value to zero can be performed in $O\left(t_{d}\right)$ time, an update to an entry in $A$ from zero to a non-zero value can be performed in $O\left(t_{i}\right)$ time, and an update to an entry in $A$ from a non-zero value to a different non-zero value can be performed in $O(1)$ time.

Edge orientations have also been applied to other problems such as bounded shortest path in planar graphs [29, 32], Steiner forest [15], subgraph listing problems in dynamic planar graphs [9], counting subgraphs [13], dynamic dominance in sparse
graphs [16], graph colouring [31], reporting maximal independent sets [16], computing the girth of a graph [32], and load balancing [6]. Motivated by these applications, we study the problem of orienting dynamic graphs and its applications to maintaining maximal matchings, adjacency queries, and coordinate queries.

### 1.1 Related Work

### 1.1.1 Arboricity and Static Graph Orientation

Nash-Williams [39, 40] showed that the exact arboricity of a graph is equal to the smallest number of forests that the graph can be decomposed into. Picard and Queyranne [43] presented the first algorithm to decompose an arbitrary graph into the smallest number of forests in $O\left(n^{2} m \lg ^{2} n\right)$ time ${ }^{1}$, where $n$ is number of vertices and $m$ is number of edges in the graph. Later, this was improved to $O(\alpha n \sqrt{m+\alpha n \lg n})$ time by Gabow and Westermann [19]. The arboricity of a planar graph is at most 3 since any subgraph with $n$ vertices of a planar graph has at most $3 n-6$ edges. Grossi and Lodi [21] proposed an algorithm to decompose a planar graph into three forests in $O(n \lg n)$ time. With the $\alpha$ forests that a graph is decomposed into, we can compute an $\alpha$-orientation of this graph in linear time as described earlier in this chapter.

Arikati et al. [4] proposed an algorithm to compute a $\delta$-orientation of a graph in $O(n+m)$ time without knowing its arboricity, where $\delta \leq 2 \alpha-1$. This algorithm can thus also be used to compute a 2-approximation of the arboricity of a graph in $O(n+m)$ time.

### 1.1.2 Dynamic Graph Orientation

Brodal and Fagerberg [5] first studied the problem of maintaining an edge orientation of a dynamic graph with $n$ vertices under an arboricity- $\alpha$-preserving sequence of

[^0]edge insertions and deletions. Here, an update operation is considered arboricity-$\alpha$-preserving if, when applied to a graph of arboricity at most $\alpha$, the arboricity of the graph after the update remains bounded by $\alpha$. They proposed an approach that can maintain an $O(\alpha)$-orientation in $O(1)$ amortized insertion time, $O(\alpha+\lg n)$ amortized deletion time, and using $O(m+n)$ space, where $m$ is the current number of edges. In their algorithm for update operations, some edges may change their orientations, i.e., be reoriented. They proved that the amortized number of edge reorientations achieved by their algorithm is within a constant factor of the amortized number of edge reorientations achieved by the optimal algorithm that knows the entire update sequence beforehand. Later, Kowalik [30] showed that Brodal and Fagerberg's approach can maintain an $O(\alpha \lg n)$-orientation with constant amortized insertion time and constant worst-case deletion time.

More recently, Kopelowitz et al. [29] considered the problem of maintaining edge orientations with worst-case time bounds. They proposed two algorithms: The first algorithm maintains an $O(\Delta)$-orientation in $O\left(\Delta^{2}\right)$ worst-case insertion time and $O(\Delta)$ worst-case deletion time, where $\Delta \leq \inf f_{\beta>1}\left\{\beta \alpha+\log _{\beta} n\right\}$ and $\alpha$ is the arboricity of the graph at the time of the update. The second algorithm improves the insertion time to $O(\beta \alpha \Delta)$, but it requires knowledge of the maximum arboricity during updates beforehand. This restriction can be eliminated by using more complicated algorithms [28]. Both algorithms use $O(n+m)$ space, where $n$ and $m$ denote the number of vertices and edges in the graph, respectively.

### 1.1.3 Graph Matching

Hopcroft and Karp [25] introduced the currently best algorithm for computing a maximum cardinality matching (MCM) of a bipartite graph. Its running time is $O(m \sqrt{n})$. Later, it was extended to general graphs by Micali and Vazirani [36] with the same time complexity. To support updates to the graph, Tarjan [45] introduced
an algorithm to maintain a MCM in $O(m)$ worst-case time per update. Sankowski [44] introduced a randomized algorithm with $O\left(n^{1.495}\right)$ update time which is more efficient for dense graphs. For trees, Gupta and Sharma [23] proposed an algorithm with $O(\log n)$ worst-case update time.

In a weighted graph, a maximum weight matching is a matching with the maximum total weight of its edges. Algorithms with time complexity $O(m \sqrt{n \log n} \log (n N))$ and $O(m \sqrt{n} \log (n N))$ to compute a maximum weight matching (MWM) were proposed by Gabow and Tarjan [20] and Duan et al. [12], respectively, where $N$ is the maximum weight of the edges in the graph.

As the results above demonstrate, a MCM or MWM is expensive to compute. However, an approximate MCM or MWM can be computed efficiently. Hopcroft and Karp [25] and Micali and Vazirani [36] presented algorithms that can compute a ( $1+\epsilon$ )approximate MCM in $O\left(m \epsilon^{-1}\right)$ time, for any $\epsilon<1$. A $(1+\epsilon)$-approximate MWM can be computed in $O\left(m \epsilon^{-1} \log \epsilon^{-1}\right)$ time using an algorithm by Duan et al. [12]. To maintain an approximate MCM in dynamic graphs, Neiman and Solomon [41] introduced a solution to maintain a maximal matching of a graph, which is also a 3/2-approximate MCM of the graph, using $O(\sqrt{m})$ worst-case update time. This is the first approach that can maintain a maximal matching in $o(m)$ worst-case update time. Later, Gupta and Peng [22] proposed an algorithm to maintain a $(1+\epsilon)$ approximate MCM using $O\left(\sqrt{m} \epsilon^{-2}\right)$ worst-case update time. The matching that they maintain is not necessarily a maximal matching since their algorithm uses the strategy of recomputing an MCM after a certain number of updates to guarantee the approximation ratio, and the updates performed before each recomputation may cause the matching to become non-maximal. They also extended their result to maintain an approximate MWM in a weighted graph where edges have weights between $[1, N]$ in $O(\sqrt{m} \log N)$ worst-case update time.

To support more efficient updates for graphs with low arboricity, Neiman and

Solomon [41] showed how to use graph orientation to maintain a maximal matching. Their approach can maintain a maximal matching in $O(m+n)$ space and supports updates in $O\left(\Delta+\log _{\Delta / \alpha} n\right)$ amortized time, for any $\Delta>2 \alpha$. When $\alpha=o(\lg n)$, the update time becomes $O\left(\frac{\lg n}{\lg (\lg n) / \alpha)}+\alpha\right)$. Following the same idea, Kopelowitz et al. [29] made use of their solution for graph orientation to maintain a maximal matching in $O(\beta \alpha \Delta)$ worst-case insertion time and $O(\Delta)$ worst-case deletion time, where $\Delta \leq \inf _{\beta>1}\left\{\beta \alpha+\log _{\beta} n\right\}$.

### 1.1.4 Adjacency Queries

As mentioned in Chapter 1 paragraph 3, solutions to maintaining an edge orientation on dynamic graphs can be used directly to support adjacency queries. Kowalik [30] showed that by maintaining the list of the out-neighbours of each vertex using the dynamic dictionary of Andersson and Thorup [3], a graph can be represented in $O(m+n)$ space and support adjacency queries and edge deletions in $O(\lg \lg \lg n)$ worst-case time, and edge insertions in $O(\lg \lg \lg n)$ amortized time, provided that $\alpha=O(\operatorname{polylog}(n))$. Using the same strategy, Kopelowitz et al. [29] presented a linearspace representation of graphs with arboricity $\alpha=\operatorname{poly} \log (n)$ that supports adjacency queries in $O(\lg \lg \Delta)$ worst-case time, edge insertions in $O(\beta \alpha \Delta \lg \lg \Delta)$ worst-case time, and edge deletions in $O(\Delta \lg \lg \Delta)$ worst-case time, where $\Delta \leq \inf _{\beta>1}\{\beta \alpha+$ $\left.\left\lceil\log _{\beta} n\right\rceil\right\}$.

### 1.1.5 Coordinate Queries

Let $A$ be an $n \times n$ symmetric matrix and $\vec{x}$ be an $n$-dimensional vector. Kopelowitz et al. [29] provided a solution to answer coordinate queries on them in $O(\Delta)$ worst-case time, where $\Delta=\inf f_{\beta>1}\left\{\beta \alpha+\log _{\beta} n\right\}$ and $\alpha$ is the arboricity of the graph $G$ whose adjacency matrix is $A$, by using their solution to maintain an edge orientation [29] in their reduction for the coordinate query problem [29] as mentioned in Chapter 1
paragraph 5. In this solution, an update to an entry in $A$ from zero to a non-zero value can be performed in $O(\alpha \beta \Delta)$ worst-case time, an update to an entry in $A$ from a non-zero value to zero and an update to an element of $\vec{x}$ can be performed in $O(\Delta)$ worst-case time, and an update to an entry in $A$ from a non-zero value to a different non-zero value can be performed in $O(1)$ worst-case time.

By using Brodal and Fagerberg's and Kowalik's solutions to edge orientation [5, 30] in Kopelowitz et al.'s reduction to the coordinate query problem [29], more results can be obtained. Here we consider the total time required to answer a sequence of requests, which also gives a bound on the amortized cost of each operation. In a request sequence, let $n_{q}$ denote the number of coordinate queries, $n_{x}$ denote the number of the updates to the elements of $\vec{x}, n_{i}$ denote the number of the updates to the entries in $A$ from zero to non-zero values, $n_{d}$ denote the number of the updates to the entries in $A$ from non-zero values to zero, and $n_{o}$ denote the number of the updates to the entries in $A$ from non-zero values to different non-zero values. Then, if we use Brodal and Fagerberg's solution [5] to maintain an edge orientation in the reduction, the total time to answer the request sequence is $O\left(n_{i} \cdot(\alpha+\log n)+\left(n_{x}+n_{q}+n_{d}\right) \cdot \alpha+n_{o}\right)$, where $\alpha$ is the maximum arboricity of the graph $G$ whose adjacency matrix is $A$. If we use Kowalik's solution [30] to maintain an edge orientation in the reduction, then the total time to answer the request sequence is $O\left(n_{i}+\left(n_{x}+n_{q}+n_{d}\right) \cdot \alpha \log n+n_{o}\right)$.

### 1.2 Our Contributions

First, we provide a new analysis of the algorithm of Brodal and Fagerberg [5] for graphs with arbitrary arboricity, by constructing a new offline algorithm for the edge orientation problem. Our new analysis shows that an $O(\beta \alpha)$-orientation can be maintained in linear space with $O\left(\frac{\lg (n /(\beta \alpha))}{\beta}\right)$ amortized insertion time and $O(\beta \alpha)$ worstcase deletion time, for any $\beta \geq 1$. Furthermore, no edge reorientation is required when performing an edge deletion. This presents a trade-off between the maximum
out-degree of vertices and insertion time in the analysis of the algorithm by Brodal and Fagerberg, which was never proved before. If we set $\beta=1$, then our analysis shows that this algorithm maintains an $O(\alpha)$-orientation while supporting insertions in $O(\lg n)$ amortized time and deletions in $O(\alpha)$ worst-case time. This is comparable to Brodal and Fagerberg's original analysis. By setting $\beta=\lg n$, the algorithm maintains an $O(\alpha \lg n)$-orientation with a constant number of edge reorientations per edge insertion in the amortized sense and zero reorientations for each deletion, which matches Kowalik's analysis [30]. ${ }^{2}$ When $\beta=\sqrt{\frac{\lg n}{\alpha}}$, this algorithm maintains an $O(\sqrt{\alpha \lg n})$-orientation with $O(\sqrt{\alpha \lg n})$ amortized insertion time and $O(\sqrt{\alpha \lg n})$ worst-case deletion time. This trade-off can not be shown using previous analyses.

Second, we apply our result on edge orientation to improve previous results on maintaining maximal matchings under arboricity- $\alpha$-preserving update sequences. More specifically, we can maintain a maximal matching using $O(m+n)$ space and $O(\alpha+\sqrt{\alpha \lg n})$ amortized update time, which is currently the best result on maintaining a maximal matching for low arboricity graphs. Our result matches the result of Neiman and Solomon [41] when $\alpha=\Omega(\lg n)$, while it strictly improves their results when $\alpha=o(\lg n)$. To see the improvement when $\alpha=o(\lg n)$, suppose $\alpha=\frac{\lg n}{f(n)}$, where $f(n)$ is an arbitrary function in $\omega(1)$. Then Neiman and Solomon's result supports updates in $O\left(\frac{\lg n}{\lg f(n)}\right)$ amortized time, while ours requires $O\left(\frac{\lg n}{\sqrt{f(n)}}\right)$ time. The improvement is most significant for graphs with constant arboricity, such as planar graphs: a maximal matching can be maintained in $O(\sqrt{\lg n})$ amortized time with our work, while previously it required $O(\lg n / \lg \lg n)$ amortized time [41]. In addition, we apply our result on edge orientation to improve the previous results on answering

[^1]a sequence of requests in the coordinate query problem.
Third, we design solutions to these problems that guarantee worst-case time bounds. We show how to maintain a $\Delta$-orientation in $O(\Delta)$ worst-case insertion and deletion time, where $\Delta \leq \min (2 \alpha \lg (n / \alpha)+2 \alpha, \sqrt{2 m}), \alpha$ is the arboricity of the graph at the time of the update, and $m$ is the number of edges of the graph at the time of the update. This is a new trade-off when compared with the result of Kopelowitz et al. [29]: When $\alpha=\omega(\lg n)$, our insertion time is $O(\alpha \lg n)$, which is better than their $O\left(\alpha^{2}+\alpha \lg n\right)$ insertion time. However, our maximum out-degree and deletion time are worse. Our approach is simpler and does not require edge reorientation during insertion. The same bounds can be proved when applying our result to maintain a maximal matching, which again compares similarly to the result of Kopelowitz et al. We can also use this to represent a graph with $O(\operatorname{polylog}(n))$ arboricity to support adjacency queries in $O(\lg \lg \Delta)$ worst-case time, edge insertions in $O(\Delta)$ worst-case time, and edge deletions in $O(\Delta \lg \lg \Delta)$ worst-case time. For graphs with constant arboricity such as planar graphs, our representation supports adjacency queries, insertions and deletions in $O(\lg \lg \lg n), O(\lg n)$ and $O(\lg n \lg \lg \lg n)$ time, respectively, improving Kopelowitz et al.'s result, which provides the same support for queries and deletions, but requires $O(\lg n \lg \lg \lg n)$ time for insertions. The fact that our insertion algorithm for edge orientation does not require reorientations makes such an improvement possible. For non-constant $\alpha$, our result is a new trade-off: our insertion is faster by a factor of $\lg \lg \lg n$ than the result of Kopelowitz et al. but deletions may be slower by a factor of $\alpha$. All our solutions use $O(n+m)$ space. Again, we apply our solution to maintaining an edge orientation with worst-case time bounds to the coordinate query problem to get similar tradeoffs.

Finally, we prove lower and upper bounds on the maximum out-degree, $\Delta$, of any node in an oriented graph when using a simple online algorithm to handle updates. The algorithm supports edge insertions and edge deletions without requiring edge

|  | Insertion-Only Updates | At most $\alpha(n-1)$ Updates | Arbitrary Updates |
| :--- | :--- | :--- | :--- |
| Lower | $\Omega(\lg n)$ | $\Omega(\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\})$, <br> for any $\alpha \geq 3$ | $\Omega(\sqrt{n})$, for any $\alpha \geq$ <br>  |
| Upper | $O(\min (\alpha \lg (n / \alpha), \sqrt{m}))$ | $O(\sqrt{\alpha(n-1)})$ | $O\left((\alpha n)^{2 / 3}\right)$ |

Table 1.1: Summary of lower and upper bounds on maximum out-degree without reorientation
reorientations. It handles an edge insertion by orienting the newly inserted edge from the endpoint with lower out-degree to the endpoint with higher out-degree or orienting the edge arbitrarily if both endpoints have equal out-degree. It handles an edge deletion by simply deleting the edge. We show that $\Delta=O(\min (\alpha \lg (n / \alpha), \sqrt{m}))$ after performing an update sequence that contains edge insertions only, where $\alpha$ is the maximum arboricity of the graph throughout the update sequence and $m$ is the length of the update sequence. However, if deletions are allowed, some update sequences of length at most $\alpha(n-1)$ may force a vertex to have out-degree $\Omega(\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\})$. We summarize our results in Table 1.1. The row "Lower" presents lower bounds on $\Delta$. The row "Upper" presents upper bounds on $\Delta$. The column "Insertion-Only Updates" presents lower and upper bounds on $\Delta$ after performing an update sequence that contains insertions only. The column "At most $\alpha(n-1)$ Updates" presents lower and upper bounds on $\Delta$ after performing an update sequence that contains at most $\alpha(n-1)$ updates including insertions and deletions. The column "Arbitrary Updates" presents lower and upper bounds on $\Delta$ after performing an arbitrary update sequence.

### 1.3 Organization of the Thesis

The rest of this thesis is organized as follows. In Chapter 2, we present our solution with amortized update bounds and its application to maintaining maximal matchings and coordinate queries. In Chapter 3, we present our solution with worst-case update bounds and its application to maintaining maximal matchings, adjacency queries,
and coordinate queries. In Chapter 4, we prove the lower and upper bounds of the maximum out-degree of a vertex in an orientation maintained using an algorithm that does not require edge reorientations during updates. In Chapter 5, we present concluding remarks and list some open problems.

## Chapter 2

## Dynamic Edge Orientation with Amortized Update Time

In this chapter, we present a solution to maintaining an edge orientation with amortized time bounds. Brodal and Fagerberg [5] analyzed their algorithm by reducing the problem of maintaining an edge orientation under online updates to the problem of finding a sequence of orientations for an update sequence given offline such that the total number of edge reorientations is minimized. We use the same strategy in our solution. We first recall their reduction in Section 2.1. Then, in Section 2.2, we present a new offline algorithm to orient dynamic graphs and use Brodal and Fagerberg's reduction to obtain our solution to maintaining an edge orientation undertake online updates. In Section 2.3, we present applications of our solution to maximal matching and coordinate queries, respectively.

### 2.1 Reduction from Online Orientations to Offline Orientations

Brodal and Fagerberg [5] proved the following lemma that reduces online graph orientation to the offline version of the same problem.

Lemma 1 ([5]) There exists an online reorientation algorithm $A$ with the following property:

Let $G_{0}, G_{1}, \ldots, G_{q}$ be the sequence of graphs produced by an arboricity- $\alpha$-preserving sequence of updates, where $G_{0}$ is the empty graph and $G_{i}$ is the graph obtained after the first $i$ updates. Further assume that the update sequence contains $k$ insertions. If there exists a $\delta$-orientation sequence $\vec{G}_{0}, \vec{G}_{1}, \ldots, \vec{G}_{q}$ that involves at most $k r$ edge
reorientations, then $A$ can maintain a $\Delta$-orientation under this update sequence using $O(n+m)$ space, $O\left(\frac{r \Delta}{\Delta+1-2 \delta}\right)$ amortized time per insertion, and $O(\Delta)$ worst-case time per deletion, provided $\Delta \geq 2 \delta>2 \alpha$.

We will use this lemma in our own solution in the same way that Brodal and Fagerberg [5] and Kowalik [30] did. Brodal and Fagerberg presented an offline algorithm to maintain a $\delta$-orientation of a graph of arboricity $\alpha$, where $\delta>\alpha$, with no edge reorientations for insertions and at most $\left\lceil\log _{\delta / \alpha} n\right\rceil$ edge reorientations per deletion. Kowalik presented an offline algorithm to maintain a $(4 \alpha(\lfloor\log \alpha n\rfloor+1))$ orientation of a graph of arboricity $\alpha$ with at most $2(k+2 k \alpha / \beta)$ edge reorientations, where $k$ is number of insertions in the update sequence and $\beta$ is an integer in $[1,+\infty]$. Combined with Lemma 1, their results on online graph orientation follow.

### 2.2 A Smooth Trade-off on Maintaining Edge Orientations

In our offline strategy, let $U$ be an arbitrary arboricity- $\alpha$-preserving update sequence on an initially empty graph $G$ with $n$ vertices. Denote by $G_{i}$ the graph after the $i$ th update as in Lemma 1 ( $G_{0}$ denotes the initial empty graph). We show how to obtain a sequence of $\delta$-orientations $\vec{G}_{0}, \vec{G}_{1}, \ldots, \vec{G}_{|U|}$ with a provable upper bound on the total number of edge reorientations, for a parameter $\delta$ to be determined later. Note that it is trivial to orient the empty graph $G_{0}$.

We divide $U$ into phases containing $\beta \alpha n$ consecutive update operations each for some parameters $\beta \geq 1$, except the last phase, which may contain fewer operations. For simplicity, we assume that $\beta \alpha n$ is an integer. For the graph at the end of each full phase containing $\beta \alpha n$ operations, we compute an $\alpha$-orientation using the approach mentioned in Section 1.1.1, which makes use of the algorithm in [19, 43]. This determines the orientation of the graph at the end of each phase with the possible exception of the last phase, i.e., $\vec{G}_{\beta \alpha n}, \vec{G}_{2 \beta \alpha n}, \vec{G}_{3 \beta \alpha n}, \ldots, \vec{G}_{\lfloor|U| /(\beta \alpha n)\rfloor(\beta \alpha n)}$.

To orient each graph $G_{i}$ where $i$ is not divisible by $\beta \alpha n$, we need the following definition:

Definition 1 Consider a phase, $P$, of $|P| \leq \beta \alpha n$ consecutive updates on a graph $G$ with $n$ vertices. An update operation that inserts or deletes an edge between vertices $x$ and $y$ is said to update $x$ and $y$. A vertex of $G$ is hot in $P$ if it is updated by at least $4 \beta \alpha$ operations of $P$, and cold otherwise. The hot region, $H_{P}(G)$, of $G$ in $P$ is the subgraph of $G$ induced by all the hot vertices of $G$ in $P$, while the cold region, $C_{P}(G)$, of $G$ is defined to be $G \backslash H_{P}(G)$.

The $\delta$-orientation sequence is determined recursively. We use the following strategy for each phase, $P$, of $U$. Let $G_{i+j}$ denote the graph after the $j$ th operation in $P$. Thus, $G_{i}$ denotes the graph immediately before any operation in $P$ is performed, and by our previous discussion, $\vec{G}_{i}$ is an $\alpha$-orientation of $G$. At the current level of recursion, we only determine the orientations of edges in graphs $G_{i+j}$ with $j \in[1 . .|P|-1]$ if $|P|=\beta \alpha n$ or $j \in[1 . .|P|]$ if $|P|<\beta \alpha n$ that have at least one cold endpoint. Edges with only hot endpoints are oriented recursively. We consider the graphs $G_{i+j}$ in increasing order of $j$ : For an edge that is present in both $G_{i+j-1}$ and $G_{i+j}$, if its orientation in $G_{i+j-1}$ has already been determined, then in $G_{i+j}$, we maintain the same orientation. There are no new edges to be oriented in $G_{i+j}$ if the $j$ th operation in $P$ deletes an edge. If this operation inserts an edge, then there are three cases. In the first case, this edge is between a hot vertex and a cold vertex, and we orient it from the cold vertex to the hot vertex. In the second case, the edge is between two cold vertices, and we orient it arbitrarily. In the remaining case, the edge is between two hot vertices, and we do not orient this edge in this level of recursion.

To recursively orient the edges between hot vertices in phase $P$, let $n^{\prime}$ denote the number of vertices of $G$ that are hot vertices in this phase. As each hot vertex is updated by at least $4 \beta \alpha$ operations in $P$ and each operation may update up to


Figure 2.1: Offline recursive strategy
two hot vertices, the number of operations in $P$ that update hot vertices is at least $2 \beta \alpha n^{\prime}$. As this can not be larger than the total number of operations in $P$, we have $2 \beta \alpha n^{\prime} \leq|P| \leq \beta \alpha n$, which implies $n^{\prime} \leq n / 2$. If $n^{\prime}<4 \beta \alpha$, we arbitrarily orient the edges inserted between these hot vertices by operations in phase $P$ excluding the last operation if the phase is full (recall that after the last operation of a full phase, the graph is oriented by computing an $\alpha$-orientation, so we exclude the last operation in full phase here). Otherwise, we set $n$ to be $n^{\prime}$, set $U$ to be the sequence of operations in $P$ that update hot vertices only, and apply the same recursive strategy to $H_{P}(G)$. Upon returning from the recursion on $H_{P}(G)$, the direction of each edge inserted between hot vertices has been decided, as it is part of the graph $H_{P}(G)$. Thus, we have oriented all edges of all the $G_{i}$ s. Figure 2.1 illustrates our recursive strategy.

We now prove the following upper bound on vertex out-degrees:

Lemma 2 The offline algorithm in this section computes a sequence of $(4 \beta \alpha+\alpha)$ orientations $\vec{G}_{0}, \vec{G}_{1}, \ldots, \vec{G}_{q}$.

Proof. We prove by induction that at each level of recursion, we construct ( $4 \beta \alpha+\alpha$ )orientations throughout each phase. In the base case where we stop the recursion, we consider a graph with at most $4 \beta \alpha$ vertices. In this case, even though we orient edges arbitrarily upon insertion, the maximum out-degree of any vertex is at most $4 \beta \alpha-1$ as the total number of vertices is at most $4 \beta \alpha$.

In the inductive case, for an arbitrary phase $P$, let $G_{i+j}$ denote the graph after the $j$ th operation in $P$. We first consider an arbitrary cold vertex $x$ in this phase. Before any operation in $P$ is performed, in $\overrightarrow{G_{i}}$, the out-degree of $x$ is at most $\alpha$ as $\overrightarrow{G_{i}}$ is computed as an $\alpha$-orientation. By Definition 1, fewer than $4 \beta \alpha$ edges inserted in $P$ have $x$ as an endpoint. Thus the maximum out-degree of $x$ in phase $P$ is less than $\alpha+4 \beta \alpha$.

Now consider an arbitrary hot vertex $y$. As any edge between $y$ and a cold vertex is oriented towards $y$, the out-degree of $y$ is always equal to its out-degree in $H_{P}(G)$, which is bounded by $4 \beta \alpha+\alpha$ by the inductive hypothesis.

To bound the total number of edge reorientations, we have:
Lemma 3 The total number of edge reorientations in the orientation sequence $\vec{G}_{0}, \vec{G}_{1}$, $\ldots, \vec{G}_{|U|}$ is $O\left(\frac{|U|}{\beta} \cdot \lg (n /(\beta \alpha))\right)$.

Proof. We number each level of recursion by its recursion depth starting from 0. Thus, at level 0 , we consider the original graph $G$ with $n$ vertices. At level 1 , each of the subgraphs being considered corresponds to a phase at level 0 and contains the hot region of $G$ in this phase, which has at most $n / 2$ vertices, and so on. The number of vertices in each subgraph considered at level $i$ is thus at most $n / 2^{i}$, and
the number of vertices of each graph considered at the last level is at most $4 \beta \alpha$. Therefore, the number of levels is $O(\lg (n /(\beta \alpha)))$ and the number of edges in each subgraph considered at level $i$ is at most $\alpha\left(n / 2^{i}-1\right)$ by the definition of arboricity.

Note that at any given level, reorientation only happens at the end of each full phase defined for a subgraph at that level, when we recompute an $\alpha$-orientation and use it to orient the subgraph. We also observe that each operation in $U$ may be considered at most once at each level of partition. As the number of levels is $O(\lg (n /(\beta \alpha)))$, it suffices to prove that, when amortizing the number of reorientations at the end of each full phase at any level over the operations in that phase, the number of reorientations charged to each operation in this phase is at most $1 / \beta$. To see that this is true, let $t$ denote the number of vertices in a subgraph considered at an arbitrary level. By our algorithm, the update sequence considered for this subgraph is divided into phases containing $\beta \alpha t$ operations each, except the last phase, which may contain fewer. Edge reorientations take place at the end of each full phase that contains exactly $\beta \alpha t$ operations. As the total number of edges in the subgraph is at most $\alpha(t-1)$, the number of edge reorientations at the end of each such phase is thus at most $\alpha(t-1)$. When amortizing these edge reorientations over the $\beta \alpha t$ operations in the phase, each update is charged for at most $\alpha(t-1) /(\beta \alpha t)<1 / \beta$ edge reorientations. Since each operation in $U$ is considered at most once at each level as mentioned above, each level is charged for at most $\frac{|U|}{\beta}$ edge reorientations in total. Thus, with $O(\lg (n /(\beta \alpha)))$ levels, the total number of edge reorientations is $O\left(\frac{|U|}{\beta} \cdot \lg (n /(\beta \alpha))\right)$.

Combining Lemmas 2 and 3, we have:

Lemma 4 Given an arboricity- $\alpha$-preserving sequence of edge insertions and deletions on an initially empty graph with $n$ vertices and an arbitrary parameter $\beta \geq 1$, there exists a sequence of $(4 \beta \alpha+\alpha)$-orientations such that the amortized number of edge
reorientation for each edge insertion or deletion is $O\left(\frac{\lg (n /(\beta \alpha))}{\beta}\right)$.
Combining Lemma 4 with Lemma 1, we have our first main result:

Theorem 1 There exists an online algorithm for maintaining a $\Delta$-orientation of an initially empty graph on $n$ vertices under arboricity- $\alpha$-preserving updates that uses $O(n+m)$ space and supports edge insertions in $O\left(\frac{\lg (n /(\beta \alpha))}{\beta} \cdot \frac{\Delta}{\Delta+1-2 \delta}\right)$ amortized time and edge deletions in $O(\Delta)$ worst-case time, provided $\delta=(4 \beta+1) \alpha$, for an arbitrary parameter $\beta \geq 1$, and $\Delta \geq 2 \delta$. Edge deletions do not incur any edge reorientations.

Proof. As the graph is initially empty, the number, $k$, of insertions is greater than or equal to the number, $k^{\prime}$, of deletions in $U$. Thus, Lemma 4 shows that the total number of edge reorientations is $O\left(\frac{\left(k+k^{\prime}\right) \lg (n /(\beta \alpha))}{\beta}\right)=O\left(k \cdot\left(\frac{\lg (n /(\beta \alpha))}{\beta}\right)\right)$. The theorem now follows from Lemma 1 by defining $r=O\left(\frac{\lg (n /(\beta \alpha))}{\beta}\right)$.

The tradeoffs summarized in Section 1.2 are obtained by setting $\Delta=3 \delta$ in Theorem 1. By setting $\Delta=3 \delta$, we get $\frac{\Delta}{\Delta+1-2 \delta}=\frac{3 \delta}{\delta+1} \leq 3$ and $O\left(\frac{\lg (n /(\beta \alpha))}{\beta}\right)$ amortized edge insertion time.

### 2.3 Applications

### 2.3.1 Maintaining Maximal Matchings

Neiman and Solomon [41] proposed an amortized algorithm to maintain maximal matchings by making use of Brodal and Fagerberg's solution [5] for edge orientation.

Their reduction shows that if a $\Delta$-orientation for a graph $G$ on $n$ vertices under arboricity- $\alpha$-preserving updates can be maintained in $O(m+n)$ space with amortized update time $t$, where $m$ denotes the current number of edges, then a maximal matching can also be maintained in $O(m+n)$ space with $O(\Delta+t)$ amortized update time. Thus, the following result follows from Theorem 1:

Theorem 2 There exists an online algorithm for maintaining a maximal matching of a graph on $n$ vertices under arboricity- $\alpha$-preserving updates that uses $O(n+m)$ space and supports updates in $T=O(\alpha+\sqrt{\alpha \lg n})$ amortized time.

Proof. We first observe that combining Theorem 1 with parameter $\Delta=3 \delta$ with Neiman and Solomon's reduction mentioned in Section 1.1.3, a maximal matching can be maintained in $O\left(\beta \alpha+\frac{\lg (n /(\beta \alpha))}{\beta}\right)$ amortized update time and using $O(n+m)$ space. When $\alpha \geq \lg n$, we set $\beta=1$ and the update time becomes $O(\alpha)$. Otherwise, we set set $\beta=\sqrt{\frac{\lg n}{\alpha}}$, and the update time becomes $O(\sqrt{\alpha \lg n})$. This completes this proof.

### 2.3.2 Coordinate Queries

Using Theorem 1 in Kopelowitz et al.'s reduction for the coordinate query problem [29] mentioned in Chapter 1, we have the following theorem:

Theorem 3 Let $A$ be an $n \times n$ symmetric matrix and $\vec{x}$ be an $n$-dimensional vector. Consider a sequence of requests, consisting of $n_{q}$ coordinate queries, $n_{x}$ updates to the elements of $\vec{x}, n_{d}$ updates to the entries in $A$ from non-zero values to zero, $n_{i}$ updates to the entries in A from zero to non-zero values, and $n_{o}$ updates to the entries in $A$ from non-zero values to different non-zero values. All these requests can be processed in $O\left(\sqrt{n_{i}\left(n_{x}+n_{q}+n_{d}\right) \alpha \lg n}+n_{o}\right)$ time in total when $n_{x}+n_{q}+n_{d}<n_{i} \frac{\lg n}{\alpha}$ or in $O\left(n_{i} \lg n+\left(n_{x}+n_{q}+n_{d}\right) \alpha+n_{o}\right)$ time in total when $n_{x}+n_{q}+n_{d} \geq n_{i} \frac{\lg n}{\alpha}$, where $\alpha$ is the maximum arboricity of the graph $G$ whose adjacency matrix is $A$, provided that $n_{i}, n_{x}, n_{q}, n_{d}$ and $n_{o}$ are known in advance.

Proof. By Theorem 1 and Kopelowitz et al.'s reduction, the total time to process the request sequence is $T=O\left(n_{i} \cdot \frac{\lg (n /(\beta \alpha))}{\beta}+\left(n_{x}+n_{q}+n_{d}\right) \cdot(\beta \alpha)+n_{o}\right)=O\left(n_{i} \cdot \frac{\lg n}{\beta}+\right.$ $\left.\left(n_{x}+n_{q}+n_{d}\right) \cdot(\beta \alpha)+n_{o}\right)$. If $n_{x}+n_{q}+n_{d}<n_{i} \frac{\lg n}{\alpha}$, then $\sqrt{\frac{n_{i} \lg n}{\left(n_{x}+n_{q}+n_{d}\right) \alpha}}>1$. By choosing $\beta=\sqrt{\frac{n_{i} \lg n}{\left(n_{x}+n_{q}+n_{d}\right) \alpha}} \geq 1$, we get $T=O\left(\sqrt{n_{i}\left(n_{x}+n_{q}+n_{d}\right) \alpha \lg n}+n_{o}\right)$. If
$n_{x}+n_{q}+n_{d} \geq n_{i} \frac{\lg n}{\alpha}$, we get $T=O\left(n_{i} \lg n+\left(n_{x}+n_{q}+n_{d}\right) \alpha+n_{o}\right)$ by choosing $\beta=1$. This completes the proof.

It is obvious that Theorem 3 provides a more efficient solution when $n_{x}+n_{q}+$ $n_{d}<n_{i} \frac{\lg n}{\alpha}$ compared to the previous results described in section 1.1.5, provided that $n_{i}, n_{x}, n_{q}, n_{d}$ and $n_{o}$ are known in advance.

## Chapter 3

## Dynamic Edge Orientation with Worst-Case Update Time

In this chapter, we present a new solution to maintaining edge orientations under edge insertions and deletions with worst-case time bounds. In Section 3.1, we first discuss a data structure introduced by Kopelowitz et al. [29], which is also used in our solution. Then we present our new graph orientation algorithm in Section 3.2 and some of its applications in Section 3.3. In the rest of this thesis, $d_{o}(u)$ denotes the out-degree of vertex $u$ unless stated otherwise.

### 3.1 Preliminaries

Kopelowitz et al. [29] defined the following data structure problem to help them maintain a number of invariants in their work, and we will also make use of this data structure in our solution: Let $X$ be a dynamic set, where each element $x_{i} \in X$ is associated with a nonnegative integer key $k_{i}$. The element $x_{0}$ is designated as the center element of $X$, which cannot be inserted or deleted, but the value of its key can be updated. The goal is to support the following operations:

- ReportMax $(X)$ : return a pointer to an element in $X$ with the maximum key;
- Increment $(X, x)$ : Increment the key of an element $x \in X \backslash\left\{x_{0}\right\}$ by 1, given a pointer to $x$;
- Decrement $(X, x)$ : Decrement the key of an element $x \in X \backslash\left\{x_{0}\right\}$ by 1, given a pointer to $x$;
- Insert $(X, x, k)$ : Insert a new element $x$ with key $k$ into $X$, provided $k \leq k_{0}+1$;
- Delete $(X, x)$ : Delete an element $x \in X \backslash\left\{x_{0}\right\}$ from $X$, given a pointer to $x$;
- IncrementCenter $(X)$ : Increment $k_{0}$ by 1 ;
- DecrementCenter $(X)$ : Decrement $k_{0}$ by 1 .

The following lemma summarizes the solution to this problem presented by Kopelowitz et al. [29].

Lemma 5 ([29]) Let $X$ be a dynamic set in which each element $x_{i}$ is associated with a key $k_{i}$ and a fixed element $x_{0}$ is designated to be $X$ 's center. Then $X$ can be maintained in $O\left(|X|+k_{0}\right)$ space to support ReportMax, Increment, Decrement, Insert and Delete in $O(1)$ time, and IncrementCenter and DecrementCenter in $O\left(k_{0}\right)$ time.

### 3.2 Maintaining Edge Orientations

### 3.2.1 A New Invariant

Our solution with worst-case time bounds maintains the following invariant over the entire graph $G$ during updates:

Invariant 1 For each vertex $u$, there exists an ordering of its out-neighbours, $v_{0}, v_{1}, v_{2}$, $\ldots, v_{d_{o}(u)-1}$, such that $d_{o}\left(v_{i}\right) \geq i$ for all $i=0,1, \ldots, d_{o}(u)-1$.

There are connections between this invariant and the two invariants considered by Kopelowitz et al. [29], but they are different invariants. Their invariants require each vertex $u$ has at least $\min \left\{d_{o}(u), \beta \alpha\right\}$ out-neighbours have out-degree at least $d_{o}(u)-1$, for any chosen $\beta>1$. Our invariant provides a weaker bound on the maximum out-degree of the vertices in the graph. The following two lemmas show why Invariant 1 can be used to bound the maximum vertex out-degree.

Lemma 6 If the maximum out-degree, $\Delta$, of a vertex in a directed graph $G$ of arboricity $\alpha$ satisfying Invariant 1 is greater than $4 \alpha$, then there are $2^{k} \alpha$ vertices whose out-degrees are at least $\Delta-2 k \alpha \geq 2 \alpha$, for $k=1,2, \ldots,\lfloor\Delta /(2 \alpha)\rfloor-1$.

Proof. Let $u$ be a vertex with out-degree $\Delta$ in $G$. We prove our claim by induction on $k$. In the base case, $k=1$. Let $v_{0}, v_{1}, v_{2}, \ldots, v_{\Delta-1}$ be $u$ 's out-neighbours listed in the order specified in Invariant 1. Then $d_{o}\left(v_{\Delta-1}\right) \geq \Delta-1, d_{o}\left(v_{\Delta-2}\right) \geq$ $\Delta-2, \ldots, d_{o}\left(v_{\Delta-2 \alpha}\right) \geq \Delta-2 \alpha$ by Invariant 1 , which means $u$ has at least $2 \alpha$ outneighbours with out-degrees greater than or equal to $\Delta-2 \alpha$.

Now assume the claim holds for $k-1$. We prove it for $k$. By the inductive hypothesis, there is a set, $V_{1}$, of $2^{k-1} \alpha$ vertices with out-degrees at least $\Delta-2(k-1) \alpha$. By Invariant 1, each vertex in $V_{1}$ has $2 \alpha$ out-neighbours whose out-degrees are at least $\Delta-2(k-1) \alpha-2 \alpha=\Delta-2 k \alpha$. We add these out-neighbours of each vertex in $V_{1}$ to another set $V_{2}$. Note that some vertices in $V_{1}$ may share out-neighbors. Since any vertex in $V_{1} \cup V_{2}$ has out-degree at least $\Delta-2 k \alpha$, it remains to give a lower bound on $\left|V_{1} \cup V_{2}\right|$. Consider the subgraph $G^{*}$ induced by $V_{1} \cup V_{2}$. For each vertex in $V_{1}$, there are $2 \alpha$ distinct edges between it and its out-neighbours in $V_{2}$. Thus, the number of edges in $G^{*}$ is at least $2 \alpha\left|V_{1}\right|=2^{k} \alpha^{2}$. As $G$ has arboricity $\alpha$ and $G^{*}$ is a subgraph of $G$, we have $\alpha \geq \frac{\left|E\left(G^{*}\right)\right|}{\left|V\left(G^{*}\right)\right|-1} \geq \frac{2^{k} \alpha^{2}}{\left|V_{1} \cup V_{2}\right|-1}$. Therefore, $\left|V_{1} \cup V_{2}\right| \geq 2^{k} \alpha$ and the claim holds also for $k$.

Lemma 7 If a directed graph $G$ satisfies Invariant 1, then the out-degree of any vertex in $G$ is at most $2 \alpha \lg (n / \alpha)+2 \alpha$.

Proof. Let $\Delta$ denote the maximum out-degree of the nodes in $G$. If $\Delta \leq 4 \alpha$, the lemma holds because, in an undirected graph, we always have $\alpha \leq n / 2$ and thus $2 \alpha \lg (n / \alpha)+2 \alpha \geq 4 \alpha$. Otherwise, by Lemma 6 , the number of vertices whose outdegrees are at least $2 \alpha$ is at least $2^{\lfloor\Delta /(2 \alpha)\rfloor-1} \alpha$. This implies that, the total number of edges of $G$ is at least $2^{\lfloor\Delta /(2 \alpha)\rfloor-1} \alpha \cdot 2 \alpha=2^{\lfloor\Delta /(2 \alpha)\rfloor} \alpha^{2}$. Since the arboricity of $G$ is $\alpha$,
we have $\left(2^{\lfloor\Delta /(2 \alpha)\rfloor} \alpha^{2}\right) /(n-1) \leq \alpha$ and thus $\left(2^{(\Delta /(2 \alpha))-1} \alpha^{2}\right) /(n-1)<\alpha$. Solving for $\Delta$ in this inequality yields $\Delta<2 \alpha \lg \frac{n-1}{\alpha}+2 \alpha$. This completes the proof.

### 3.2.2 Auxiliary Data Structures

To maintain Invariant 1, we borrow ideas from [29] but our algorithms for edge insertion and deletion turn out to be simpler. As in [29], for each vertex $u$, we construct a data structure $B_{u}$ to maintain information for its in-neighbours, which is further used to decide which edges should be reoriented. More precisely, for vertex $u$, we construct a dynamic set $B_{u}$ whose center element is $u$ itself, with $d_{o}(u)$ as its key. $B_{u} \backslash\{u\}$ then contains as elements all the in-neighbours of $u$, and the key for each such element is the out-degree of this in-neighbour. We represent $B_{u}$ using Lemma 5 . All these auxiliary data structures use $O(m+n)$ space in total, where $m$ is the current number of edges in $G$.

We also construct the adjacency lists for $G$ with edge orientations, by maintaining the outgoing edges of each vertex in a doubly linked list. This also requires $O(m+n)$ space. We store a pointer to $u$ 's representation in $B_{v}$ with edge $(u, v)$ and vice a versa. With this, when our algorithm for edge deletion uses ReportMax to find an edge for reorientation, we can update adjacency lists in constant time. Such a construction is also required to make the approach in [29] work, but it was not mentioned explicitly. As it is trivial to maintain the adjacency lists with these pointers and the maintainence cost is subsumed by our final time bounds, we do not explicitly discuss how to update these lists in the rest of this section.

### 3.2.3 Handling Edge Insertions

To insert an edge $(u, v)$, we orient it from $u$ to $v$ if $d_{o}(u) \leq d_{o}(v)$. Otherwise, it is oriented from $v$ to $u$. We then update the auxiliary data structures associated with the vertex that is the tail of the newly inserted edge, as well as its out-neighbors.

```
Algorithm \(1 \operatorname{Insert}(G,(u, v))\)
    \{Assume without loss of generality that \(\left.d_{o}(u) \leq d_{o}(v)\right\}\)
    Orient edge \((u, v)\) from \(u\) to \(v\)
    IncrementCenter \(\left(B_{u}\right)\)
    \(\operatorname{Insert}\left(B_{v}, u, d_{o}(u)\right)\)
    for each out-neighbour, \(y\), of \(u\) such that \(y \neq v\) do
        Increment \(\left(B_{y}, u\right)\)
    end for
```

Algorithm 1 presents the pseudo code.
To see that our algorithm for edge insertion maintains Invariant 1, assume without loss of generality that the newly inserted edge is oriented from $u$ to $v$ by our algorithm. Let $G_{i-1}$ and $G_{i}$ denote the graphs before and after this edge insertion, respectively, and let $d_{o}(x, j)$ denote the out-degree of vertex $x$ in graph $G_{j}$. Assume inductively that the invariant is maintained in $G_{i-1}$ (the base case is a graph with no edges, so the invariant holds trivially). Orienting the edge from $u$ to $v$ can only violate the invariant of $u$ and in-neighbours of $u$ since other vertices and their out-neighbours' out-degrees are not changed. The increase of the out-degree of an out-neighbour of a vertex will not violate the invariant of the vertex, so the invariant is still maintained for the in-neighbours of $u$. To argue that the invariant is also maintained for $u$, let $u_{0}, u_{1}, \ldots, u_{d_{o}(u, i-1)}$ be the out-neighbours of $u$ in $G_{i-1}$ listed in the order specified in the invariant. After insertion, $v$ also became an out-neighbour of $u$, and we consider the list $u_{0}, u_{1}, \ldots, u_{d_{o}(u, i-1)}, v$, which contains all the out-neighbours of $u$ in $G_{i}$. By our algorithm, we have $d_{o}(u, i)=d_{o}(u, i-1)+1$ and $d_{o}(v, i)=d_{o}(v, i-1)$. As $d_{o}(v, i-1) \geq d_{o}(u, i-1)$, we have $d_{o}(v, i) \geq d_{o}(u, i)-1$. Furthermore, the outdegrees of all other out-neighbours of $u$ remain unchanged after insertion. Thus, the invariant is maintained in $G_{i}$. It is easy to see that all the auxiliary data structures are updated correctly after we orient $u$ to $v$.

To see the time complexity of Algorithm 1, we analyze it step by step. Line 2 takes $O(1)$ time with the auxiliary data structures described in Section 3.2.2. Line

3 takes $O\left(d_{o}(u)\right)$ time, by Lemma 5, since we use $d_{o}(u)$ as the key of the center element of $B_{u}$. Line 4 takes $O(1)$ time, by Lemma 5 . Each iteration of the for loop in line 5 takes $O(1)$ time since line 6 takes $O(1)$ time by Lemma 5 . In addition, the number of iterations of the for loop is bounded by $d_{o}(u)$. Therefore, lines 3 and 5-7 take $O\left(d_{o}(u)\right)$ time. $d_{o}(u)$ is bounded by $\Delta$, by Lemma 7 and because the algorithm maintains Invariant 1. Thus, in total, Algorithm 1 takes $O(\Delta)$ time.

By the above analysis, we have the following lemma:

Lemma 8 If a directed n-vertex graph $G$ of arboricity $\alpha$ satisfies Invariant 1 , then Algorithm 1 can handle an edge insertion into $G$ in $O(2 \alpha \lg (n / \alpha)+2 \alpha)$ worst-case time. The graph $G$ satisfies Invariant 1 after the insertion.

### 3.2.4 Handling Edge Deletions

Algorithm 2 presents the pseudocode of edge deletion. We first remove the edge to be deleted in lines 2-3. After the edge deletion, the out-degree of $u$ is decreased by 1 and the out-degrees of all out-neighbours of $u$ remain unchanged, so the invariant is hold for $u$. The only vertices for which Invariant 1 may not hold have to be in-neighbours of $u$. To find out whether the invariant is still maintained for all the in-neighbours of $u$, we locate the in-neighbour, $x$, with the largest out-degree in line 4 . If the test in the while statement at line 5 is false, then any in-neighbour's out-degree is at most one greater than $d_{o}(u)$ since $x$ is the in-neighbour with the maximum out-degree. In this case, the invariant still holds for any in-neighbour of $u$. If the result of the test condition in the while statement is true, then it is possible (though not necessary) that the invariant is not maintained for $x$ and some other in-neighbours of $u$. To maintain the invariants for these vertices, we reverse the direction of the edge $(x, u)$ in line 6 , and update auxiliary data structures accordingly in lines 7-8. After this, the out-degree of $u$ becomes the same as its original out-degree before this edge deletion

```
Algorithm 2 Deletion: Delete(G, \((u, v)\) )
    \{Assume without loss of generality that the edge (u,v) is oriented towards \(v\) \}
    Remove edge \((u, v)\)
    Delete \(\left(B_{v}, u\right)\)
    \(x \leftarrow \operatorname{ReportMax}\left(B_{u}\right)\)
    while \(d_{o}(u)<d_{o}(x)-1\) do
        Flip the orientation of edge \((x, u)\) so that it is oriented from \(u\) to \(x\)
        Delete \(\left(B_{u}, x\right)\)
        Insert \(\left(B_{x}, u, d_{o}(u)\right)\)
        \(u \leftarrow x\)
        \(x \leftarrow \operatorname{ReportMax}\left(B_{u}\right)\)
    end while
    DecrementCenter \(\left(B_{u}\right)\)
    for each out-neighbour, \(x\), of \(u\) do
        Decrement \(\left(B_{x}, u\right)\)
    end for
```

is performed, and thus the invariant cannot be violated for any of its in-neighbours whose out-degree did not change. The invariant also holds for vertex $u$ since the only new out-neighbour, $x$, of $u$ has out-degree at least equal to $d_{o}(u)$ after reorientation and the other out-neighbours of $u$ are not changed. The only in-neighbour whose out-degree has been changed is $x$, and it is easy to see that the invariant is also maintained for $x$ as a result of the above steps: $x$ lost one out-neighbour but its out-degree was also decreased by 1 . Now the only vertices for which Invariant 1 may not hold have to be in-neighbours of $x$. For $x$, we then repeat the same process that we applied to $u$. It is clear that if the while loops eventually terminates, then after the while loop in lines 5-11, the invariant is maintained, and lines $12-15$ make sure that all the auxiliary structures are up-to-date.

We have the following lemma showing that this while loop always terminates, which further implies the correctness of our edge deletion algorithm:

Lemma 9 When performing an edge deletion on a $\Delta$-orientation of $G$, the while loop in Algorithms 2 iterates at most $\Delta+1$ times.

Proof. By line 5 of Algorithm 2, at the end of each iteration of the while loop, $u$ is set to be a vertex whose out-degree is strictly larger than the original out-degree of $u$ before this edge deletion operation is performed. As the out-degree of a vertex is in the interval $[0, \Delta]$, this loop is iterated at most $\Delta+1$ times.

The time complexity of Algorithm 2 is dominated by the cost of the while loop in lines 5-11 and the for loop in lines 13-15, as well as the time required by the DecrementCenter operation in line 12. Each iteration of each of the while loops takes constant time, so the two while loops take $O(\Delta)$ time by Lemma 9. In addition, line 12 takes at most $\Delta$ time by Lemma 5 . Thus, the algorithm takes $O(\Delta)$ time.

By Algorithm 2, Lemma 9 and the above analysis, we have Lemma 10.

Lemma 10 If a directed n-vertex graph $G$ of arboricity $\alpha$ satisfies Invariant 1 , then Algorithm 2 can handle an edge deletion in $G$ in $O(\Delta)$ worst-case time, where $\Delta<$ $2 \alpha \lg (n / \alpha)+2 \alpha$. The graph $G$ satisfies Invariant 1 after the deletion.

### 3.2.5 Bounding $\Delta$ by $\sqrt{2 m}$

We now further bound the maximum vertex out-degree, $\Delta$, in an arbitrary directed graph that satisfies Invariant 1 by a function of the number of edges in the graph.

Lemma 11 If a directed graph $G$ satisfies Invariant 1, then the out-degree of any vertex in $G$ is at most $\sqrt{2 m}$, where $m$ is the number of edges in $G$.

Proof. We give a proof by contradiction. Assume to the contrary that there is a vertex $u$ with out-degree $d_{o}(u)>\sqrt{2 m}$ in a graph $G$ that satisfies Invariant 1 . Then vertex $u$ must have out-neighbours $v_{0}, v_{1}, \ldots, v_{\sqrt{2 m}}$, such that $d_{o}\left(v_{i}\right) \geq i$, for $i=0,1, \ldots, \sqrt{2 m}$. The outgoing edges of all $v_{i}$ 's and $u$ are distinct. Therefore, the total number of edges in the graph is at least $1+2+\ldots+\sqrt{2 m}+(\sqrt{2 m}+1)=\frac{1}{2}(\sqrt{2 m}+1)(\sqrt{2 m}+2)>m$, which contradicts the fact that $G$ has $m$ edges.

Combining Lemmas 7, 8, 10, and 11, we have the following theorem:

Theorem $4 A \Delta$-orientation of a graph on $n$ vertices can be maintained in $O(n+m)$ space so that an edge insertion or deletion can be performed in $O(\Delta)$ worst-case time, where $\Delta \leq \min (2 \alpha \lg (n / \alpha)+2 \alpha, \sqrt{2 m}), \alpha$ is the arboricity of the graph at the time of the update, and $m$ is the number of edges of the graph at the time of the update. Furthermore, an edge insertion does not incur edge reorientation, while a deletion incurs at most $\Delta+1$ reorientations.

### 3.3 Applications

### 3.3.1 A New Algorithm to Maintain Dynamic Maximal Matching with Worst-Case Time Bounds

As in Kopelowitz et al. [29], we design our solutions to maintaining a maximal matching with worst-case time bounds by applying our result on maintaining edge orientation, again with worst-case bounds, to the approach of Neiman and Solomon [41]. The other data structures used in [41] can also be replaced by data structures with constant worst-case time bounds ${ }^{1}$.

Theorem 4 can then be applied to achieve new results on maximal matchings:

Theorem 5 A maximal matching of a graph on $n$ vertices can be maintained in $O(\min (\alpha \lg (n / \alpha), \sqrt{m}))$ worst-case update time using $O(n+m)$ space, where $\alpha$ is the arboricity of the graph at the time of the update, and $m$ is the number of edges of the graph at the time of the update.

[^2]
### 3.3.2 Adjacency Query Data Structure with Worst-case Time Bounds

Kowalik [30] showed that in a solution that maintains a $\Delta$-orientation of a graph of arboricity $\alpha$ for any $\Delta=O(\alpha \operatorname{polylog}(n))$, if we maintain the set of outgoing edges of each vertex using the dynamic dictionary of Andersson and Thorup [3], adjacency queries can be supported in $O(\lg \lg \Delta)$ time, provided that $\alpha=O(\operatorname{polylog}(n))$. The time of each edge insertion or deletion is then the sum of the time required to perform this operation to maintain a $\Delta$-orientation and $O(t \lg \lg \Delta)$, where $t$ is the number of update performed to these dictionaries. Using Theorem 4 in this reduction, we have the following theorem:

Theorem 6 A graph with $n$ vertices and $m$ edges can be represented in $O(m+n)$ space to support adjacency queries in $O(\lg \lg \Delta)$ worst-case time, edge insertion in $O(\Delta)$ worst-case time, and edge deletion in $O(\Delta \lg \lg \Delta)$ worst-case time, where $\Delta=$ $O(\min (\alpha \lg (n / \alpha), \sqrt{m}))$ and $\alpha$ is the arboricity of the graph at the time of the update, provided $\alpha=O(\operatorname{polylog}(n))$.

Proof. To maintain the dictionaries mentioned in above reduction during updates, it suffices to perform at most two update operations to them each time we insert, delete or reorient an edge. Thus, if we apply our solution from Theorem 4, we update these dictionaries $O(1)$ and $O(\Delta)$ times when we perform an edge insertion or deletion, respectively. Therefore, the time for an edge insertion is $O(\Delta+\lg \lg \Delta)=O(\Delta)$, while an edge deletion takes $O(\Delta \lg \lg \Delta)$ time.

### 3.3.3 Coordinate Queries

Using Theorem 4 in Kopelowitz et al.'s reduction for the coordinate query problem [29] mentioned in Chapter 1, we have the following corollary:

Corollary 1 Let $A$ denote an $n \times n$ symmetric matrix and $\vec{x}$ denote an $n$-dimensional vector. $A$ and $\vec{x}$ can be maintained in $O(m+n)$ space to answer coordinate queries in $O(\Delta)$ worst-case time, where $\Delta \leq \min (2 \alpha \lg (n / \alpha)+2 \alpha, \sqrt{2 m}), \alpha$ is the arboricity of the graph $G$ whose adjacency matrix is $A$, and $m$ is the number of the edges in $G$. Furthermore, an update to an entry in $A$ from a non-zero value to zero, an update to an entry in $A$ from zero to a non-zero value, and an update to an element of $\vec{x}$ can be performed in $O(\Delta)$ worst-case time, and an update to an entry in A from a non-zero value to a different non-zero value can be performed in $O(1)$ worst-case time.

Comparing our solution to Kopelowitz et al.'s solution [29] to the coordinate query problem, our solution provides more efficient support for the updates to the entries in $A$ from zero to non-zero values when $\alpha=\omega(\lg n)$.

## Chapter 4

## Maintaining Graph Orientations without Edge Reorientation

We have designed algorithms to orient dynamic graphs with amortized and worstcase time bounds in previous chapters. Edge reorientation is commonly used in these algorithms to bound the maximum out-degree, $\Delta$, in a dynamic setting. A tight bound on the number of reorientations to maintain a $\Delta$-orientation is still not known. Brodal and Fagerberg showed that their algorithm achieves a number of edge reorientations that is within a constant factor of the optimal bound, but they did not prove a tight bound on the optimal number of edge reorientations.

In this chapter we consider a related problem. We are interested in finding lower and upper bounds on $\Delta$ for an algorithm that does not perform any edge reorientations. In Section 4.1, we introduce a simple online algorithm to handle updates without reorientation. In Section 4.2, we prove lower bounds on $\Delta$ for different update sequences when this algorithm is used to maintain an orientation. In Section 4.3, we prove upper bounds on $\Delta$ for the same algorithm. We require all update sequences to be arboricity- $\alpha$-preserving.

### 4.1 Orienting Dynamic Graphs Online without Edge Reorientations

The algorithm we analyze in this chapter is the following: To insert an edge $(u, v)$, we orient it from $u$ to $v$ if $d_{o}(u) \leq d_{o}(v)$. Otherwise, it is oriented from $v$ to $u$. To delete an edge $(u, v)$, we simply search for the edge and delete it. Let $A_{\text {wre }}$ denote this algorithm.

### 4.2 Lower Bounds

Let $(u, v)^{i_{G}}$ denote the insertion of an edge oriented from $u$ to $v$ into $G$. Let $(u, v)^{d_{G}}$ denote the deletion of an edge oriented from $u$ to $v$ from $G$. We use these in the description of some update sequences to be defined later.

### 4.2.1 Insertion-Only Update Sequences

We first analyze algorithm $A_{\text {wre }}$ by considering update sequences that contain only insertions. Note that an arboricity- $\alpha$-preserving insertion sequence has at most $\alpha(n-$ 1) operations because the final graph must have arboricity at most $\alpha$ and thus at most $\alpha(n-1)$ edges.

Lemma 12 Consider an initially empty n-vertex graph $G$. There exists an arboricity-$\alpha$-preserving insertion sequence that forces at least one vertex of $G$ to have out-degree $\Omega(\lg n)$ if insertions are handled by algorithm $A_{\text {wre }}$.

Proof. It suffices to prove the lemma for $\alpha=1$, as this implies the correctness of the lemma for larger values of $\alpha$. Specifically, we prove that every graph $G$ with $n \geq 1$ vertices and no edges admits a sequence of no more than $n-1$ edge insertions that forces at least one vertex of $G$ to have out-degree at least $\lfloor\lg n\rfloor$ and transforms $G$ into a forest.

The proof is by induction on $n$. For $n=1$, the claim is trivial because the only vertex in a 1 -vertex graph has out-degree $0=\lg 1$ without the need to perform any insertions. So assume $n>1$ and the claim holds for all $n^{\prime}<n$.

If $n$ is not a power of 2 , then $\lfloor\lg n\rfloor=\lfloor\lg (n-1)\rfloor$. By the inductive hypothesis, there exists an insertion sequence of no more than $n-2$ edge insertions on an $(n-1)$ vertex graph that forces at least one vertex to have out-degree at least $\lfloor\lg (n-1)\rfloor=$ $\lfloor\lg n\rfloor$ and transforms $G$ into a forest. The same process can be applied to an $n$-vertex graph by simply not using one of the vertices in the construction.


Figure 4.1: Inductive definition of $S(G, d)$

If $n$ is a power of 2 , we divide the vertex set of $G$ into two disjoint subsets $V^{\prime}$ and $V^{\prime \prime}$ of size $n / 2$ each. By the inductive hypothesis, there exists an insertion sequence of length at most $n / 2-1$ over $V^{\prime}$ that creates a forest with vertex set $V^{\prime}$ and forces at least one vertex in $V^{\prime}$ to have out-degree at least $\lg (n / 2)=\lg n-1$. Let $v^{\prime} \in V^{\prime}$ be such a vertex. Analogously, there exists an insertion sequence of length at most $n / 2-1$ over $V^{\prime \prime}$ that creates a forest with vertex set $V^{\prime \prime}$ and forces at least one vertex in $V^{\prime \prime}$ to have out-degree at least $\lg n-1$. Let $v^{\prime \prime} \in V^{\prime \prime}$ be such a vertex. By concatenating these two update sequences and then adding an edge between $v^{\prime}$ and $v^{\prime \prime}$, we obtain an update sequence of length at most $2(n / 2-1)+1=n-1$ that creates a forest with the same vertex set of $G$. Moreover, no matter how we orient the edge between $v^{\prime}$ and $v^{\prime \prime}$, either $v^{\prime}$ or $v^{\prime \prime}$ has degree at least $\lg n$ after this insertion. Thus, the claim holds also for $n$. Figure 4.1 illustrates the process of performing an update sequence $S(G, d)$ defined by above inductive proof to force one vertex of $G$ to have out-degree $d$. The dashed lines correspond the edges added between $v^{\prime}$ and $v^{\prime \prime}$ at each inductive step.

### 4.2.2 Update Sequences of Length at Most $\alpha(n-1)$

We next consider update sequences of length at most $\alpha(n-1)$, where $n$ is the number of vertices in the graph, for two reasons. First, an insertion-only update sequence is a special update sequence of length at most $\alpha(n-1)$ without deletions. By Lemma 15, which is presented later, the maximum out-degree, $\Delta$, is bounded by $O(\alpha \log n)$ in this special case. It is interesting to know how deletions impact the largest possible value of $\Delta$. Second, a $(2 \alpha-1)$-orientation of a graph can be computed in $O(\alpha(n-1))$ time [4], so if we recompute a $(2 \alpha-1)$-orientation after $\alpha(n-1)$ updates, the overhead of rebuilding is only $O(1)$ amortized time. This can be combined with algorithm $A_{\text {wre }}$ to handle each update using $O(1)$ edge reorientations amortized.

Lemma 13 Consider an initially empty n-vertex graph $G$. For any $\alpha \geq 3$, there exists an arboricity- $\alpha$-preserving update sequence of length at most $\alpha(n-1)$ that forces at least one vertex of $G$ to have out-degree $\Omega(\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\})$ if updates are handled by algorithm $A_{\text {wre }}$.

Proof. It suffices to prove the lemma by giving an arboricity-3-preserving update sequence of length no greater than $\alpha(n-1)$ that produces a vertex of out-degree $\Omega(\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\})$.

We inductively define an update sequence $S(G, d)$, for any positive integer $d$, such that after the operations in $S(G, d)$ are performed, there are $d+1$ vertices in $G$ with out-degrees are $0,1, \ldots, d-1, d$, provided that $n$ is sufficiently large. Let $V$ denote the vertices of $G$ and $V_{S(G, d)}$ denote the vertices updated by the operations in $S(G, d)$. Let $G_{S(G, d)}$ denote the subgraph of $G$ defined by vertices in $V_{S(G, d)}$ and the edges between them after the operations in $S(G, d)$ are performed.

In the base case, $d=1$, and $S(G, 1)$ contains a single edge insertion between two arbitrary vertices, $x$ and $y$. Then $(x, y)^{i_{G}}$ increases $x$ 's out-degree to 1 . Therefore, there are vertices, $x$ and $y$, with out-degrees 1 and 0 in $G$, respectively, after
performing $S(G, 1)$.

Assume that we already know how to construct $S(G, d-1)$ and we want to construct $S(G, d)$. We define $S(G, d)$ by performing a sequence, $U_{d}$, of extra updates, on $G$ after performing $S(G, d-1)$. Let $u_{0}, u_{1}, \ldots, u_{d-1}$ denote the vertices whose out-degrees become $0,1, \ldots, d-1$, respectively, after performing $S(G, d-1)$. We define $U_{d}$ to be the concatenation of $d$ subsequences. The $k$ 'th subsequence is denoted by $s q\left(U_{d}, k\right)$, where $0 \leq k \leq d-1$. Let $v$ be an arbitrary vertex in $V \backslash V_{S(G, d-1)}$. The first $d-1$ subsequences of $U_{d}$ is are used to increase $v$ 's outdegree to $d-1$. The last subsequence increases $u_{d-1}$ 's out-degree to $d$. Each of the first $d-2$ subsequences of $U_{d}$ is further composed of three subsequences. To define $s q\left(U_{d}, k\right)$, for $0 \leq k \leq d-3$, let $v_{k}$ be an arbitrary vertex that is not $v$ and has not been updated by any operations before $s q\left(U_{d}, k\right)$. The first subsequence of $s q\left(U_{d}, k\right)$ contains $k$ edge insertions between $v_{k}$ and the vertices $u_{0}, u_{1}, \ldots, u_{k-1}$, i.e., insertions $\left\{\left(v_{k}, u_{0}\right)^{i_{G}},\left(v_{k}, u_{1}\right)^{i_{G}}, \ldots,\left(v_{k}, u_{k-1}\right)^{i_{G}}\right\}$. Each of these edge insertions inserts an edge between $v_{k}$ and another vertex, $u_{p}$, whose out-degree is equal to $d_{o}\left(v_{k}\right)$, for $p=0,1, \ldots, k-1$. Therefore, by calling $\operatorname{Insert}\left(G,\left(v_{k}, u_{p}\right)\right)$, the newly inserted edge is always oriented from $v_{k}$ to $u_{p}$. Hence, performing this subsequence will increase $v_{k}$ 's out-degree to $k$. The second subsequence of $s q\left(U_{d}, k\right)$ is a single edge insertion $\left(v, v_{k}\right)^{i_{G}}$ to increase $v$ 's out-degree by one. This edge is oriented from $v$ to $v_{k}$ because $v$ 's out-degree is $k-1$ at the time of the insertion while $v_{k}$ 's out-degree is $k$. The third subsequence of $s q\left(U_{d}, k\right)$ contains deletions of the edges inserted in the first subsequence of $s q\left(U_{d}, k\right)$, i.e., deletions $\left\{\left(v_{k}, u_{0}\right)^{d_{G}},\left(v_{k}, u_{1}\right)^{d_{G}}, \ldots,\left(v_{k}, u_{k-1}\right)^{d_{G}}\right\}$. Note that $v$ 's out-degree is $d-2$ after performing the first $d-2$ subsequences of $U_{d}$. The second last subsequence, $s q\left(U_{d}, d-2\right)$, of $U_{d}$ contains a single edge insertion $\left(v, u_{d-2}\right)^{i_{G}}$, which increases $v$ 's out-degree to $d-1$. The last subsequence, $s q\left(U_{d}, d-1\right)$, of $U_{d}$ contains a single edge insertion $\left(u_{d-1}, v\right)^{i_{G}}$, which increases $u_{d-1}$ 's out-degree to $d$.


Figure 4.2: The graph $G_{S(G, d)}$
Performing $U_{d}$ increases the out-degree of $u_{d-1}$ from $d-1$ to $d$, and increases the outdegree of $v$ from 0 to $d-1$. The out-degrees of $u_{0}, u_{1}, \ldots, u_{d-2}$ remain $0,1, \ldots, d-2$, respectively. Therefore, there are $d+1$ vertices with out-degrees $0,1, \ldots, d$ after performing $S(G, d-1) \circ U_{d}$, where $\circ$ denotes sequence concatenation. Thus, we have $S(G, d)=S(G, d-1) \circ U_{d}$. Figure 4.2 illustrates the above process. The dashed lines correspond to outgoing edges of $v_{k}$ that are inserted and later deleted as part of $s q\left(U_{d}, k\right)$.

We claim that $S(G, d)$ is an arboricity-3-preserving update sequence by showing that $G$ can always be decomposed into three forests. To see this, we first prove by induction that $G_{S(G, d)}$ can be decomposed into two forests for any positive integer $d$. In particular, we prove that $G_{S(G, d)}$ consists entirely of the following vertices and edges:

- A vertex, $z$, with out-degree $d$.
- The $d$ out-neighbours of $z$, denoted by $y_{0}, y_{1}, \ldots, y_{d-1}$, form a path. More
precisely, there is exactly one edge from $y_{j}$ to $y_{j-1}$, for $j=1,2, \ldots, d-1$.
- Each $y_{i}$ has exactly $i$ out-neighbours. One out-neighbour is $y_{i-1}$, and all the other out-neighbours have out-degree 0 .

This implies that $G_{S(G, d)}$ can be decomposed into two forests since the edges between vertices $y_{0}, y_{1}, \ldots, y_{d-1}$ form a forest and the remaining edges form the other.

We now prove the above claim regarding $G_{S(G, d)}$. In the base case, $d=1$. The graph $G_{S(G, 1)}$ has two vertices connected by a single edge and the graph $G \backslash G_{S(G, 1)}$ has no edges. Thus, the claim holds trivially. Next assume that this claim holds for $G_{S(G, d-1)}$. We prove it for $G_{S(G, d)}$. Let $u_{0}, u_{1}, \ldots, u_{d-1}$ denote the vertices whose outdegrees in $G_{S(G, d)}$ are $0,1, \ldots, d-1$, respectively, and such that the out-neighbours of $u_{d-1}$ are $u_{0}, u_{1}, \ldots, u_{d-2}$ (here we use the same vertex names as used in the construction of $S(G, d))$. Figure 4.2 illustrates this inductive hypothesis. Then, by the induction hypothesis, there is an edge from $u_{i}$ to $u_{i-1}$, for $i=1,2, \ldots, d-2$. Each $u_{i}$, where $0 \leq i \leq d-2$, has exactly $i$ out-neighbours, which are $u_{i-1}$ and $i-1$ vertices with out-degree 0 in $G \backslash\left\{u_{0}, u_{1}, \ldots, u_{d-1}\right\}$. Then, from the way we construct $U_{d}$, in $G_{S(G, d)}, v$ has an outgoing edge that connects to $u_{d-2}$ and an incoming edge from $u_{d-1}$. The remaining outgoing edges of $v$ connect to $v_{0}, v_{1}, \ldots, v_{d-3}$. Each vertex $v_{k}$ has out-degree 0 after the delete operations in $s q\left(U_{d}, k\right)$ are performed. Hence, $u_{d-1}$ has out-degree $d$ and its out-neighbours $u_{0}, u_{1}, \ldots, u_{d-1}, v$ form a path in $G_{S(G, d)}$. The out-neighbours of the vertices $u_{0}, u_{1}, \ldots, u_{d-2}, v$ in $G \backslash\left\{u_{0}, u_{1}, \ldots, u_{d-1}, v\right\}$ have out-degree 0 in $G_{S(G, d)}$. The out-neighbour of $v$ in $\left\{u_{0}, u_{1}, \ldots, u_{d-1}, v\right\}$ is $u_{d-1}$ in $G_{S(G, d)}$. The out-neighbours of $u_{i}$ in $\left\{u_{0}, u_{1}, \ldots, u_{d-1}, v\right\}$, where $0<i \leq d-2$, is $u_{i-1}$ in $G_{S(G, d)}$. Thus, the induction hypothesis holds also for $G_{S(G, d)}$.

Note that after an arbitrary operation in any subsequence $U_{d}$ in $G_{S(G, d)}$ is performed, the edges of $G$ that are not in $G_{S(G, d)}$ are the edges that are inserted as the outgoing edges of the same vertex, so they form a forest. These edges are the outgoing
edges of a vertex, $v_{k}$, for a certain $k \in[0, d-3]$, inserted in the first subsequence of $s q\left(U_{d}, k\right)$ and later deleted in the third subsequence of $s q\left(U_{d}, k\right)$. Therefore, graph $G$ can always be decomposed into three forests when performing $U_{d}$ for any integer $d$. Hence $S(G, d)$ is an arboricity-3-preserving update sequence.

Now we bound $\left|V_{S(G, d)}\right|$ and $|S(G, d)|$. From the way in which we construct $S(G, d)$, we can see that each subsequence $s q\left(U_{d}, k\right)$ of $U_{d}$ except the last one updates a vertex that has not been updated before, so $U_{d}$ updates $d-1$ new vertices and $\left|V_{S(G, d)}\right|=$ $\left|V_{S(G, d-1)}\right|+d-1$. Recalling that $\left|V_{S(G, 1)}\right|=2$ in the base case, we have $\left|V_{S(G, d)}\right|=$ $2+1+2+3+\ldots+(d-1)=\frac{1}{2} d(d-1)+2$. In addition, for each of the first $d-2$ subsequences of $U_{d}$, where $d \geq 2$, the length of the first subsequence of $s q\left(U_{d}, k\right)$ is $k$. The second subsequence has one operation, and the third subsequence has $k$ operations. Therefore, $\left|s q\left(U_{d}, k\right)\right|=2 k+1$ and the total length of the first $d-2$ subsequences of $U_{d}$ is $\sum_{k=0}^{d-3}(2 k+1)=(d-2)^{2}$. Since each of the last two subsequences of $U_{d}$ contains a single edge insertion, $\left|U_{d}\right|=(d-2)^{2}+2$. This shows that $|S(G, d)|=$ $|S(G, d-1)|+(d-2)^{2}+2$ and thus $|S(G, d)|=|S(G, 1)|+\sum_{r=2}^{d}\left((r-2)^{2}+2\right)=$ $\frac{1}{3} d^{3}-\frac{3}{2} d^{2}+\frac{25}{6} d-2$ since $|S(G, 1)|=1$. Note that $\left|V_{S(G, d)}\right|<d^{2}$ and $|S(G, d)|<d^{3}$ when $n \geq 3$.

It remains to prove that the update sequence $S(G,\lfloor\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\}\rfloor$ ), which produces a vertex of out-degree $\Omega(\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\}\rfloor))$, does not run out of vertices and has length no greater than $\alpha(n-1)$. Formally: $\left|V_{S(G,\lfloor\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\}\rfloor)}\right| \leq n$ and $|S(G,\lfloor\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\}\rfloor)| \leq \alpha(n-1)$. There are two cases. In the first case, $\sqrt{n} \geq \sqrt[3]{\alpha(n-1)}$ and the sequence is $S(G,\lfloor\sqrt[3]{\alpha(n-1)}\rfloor)$. From the conclusion in the previous paragraph $\left|V_{S(G,\lfloor\sqrt[3]{\alpha(n-1)}\rfloor}\right|<(\lfloor\sqrt[3]{\alpha(n-1)}\rfloor)^{2} \leq(\sqrt{n})^{2}=n$ and $|S(G,\lfloor\sqrt[3]{\alpha(n-1)}\rfloor)|<(\lfloor\sqrt[3]{\alpha(n-1)}\rfloor)^{3} \leq \alpha(n-1)$. In the second case, $\sqrt{n}<$ $\sqrt[3]{\alpha(n-1)}$ and the sequence is $S(G,\lfloor\sqrt{n}\rfloor)$. Thus, $\left|V_{S(G,\lfloor\sqrt{n}\rfloor)}\right|<(\lfloor\sqrt{n}\rfloor)^{2} \leq(\sqrt{n})^{2}=$ $n$ and $|S(G,\lfloor\sqrt{n}\rfloor)|<(\lfloor\sqrt{n}\rfloor)^{3} \leq(\sqrt{n})^{3}<(\sqrt[3]{\alpha(n-1)})^{3}=\alpha(n-1)$. This completes the proof.

### 4.2.3 Arbitrary Update Sequences

We now consider arbitrary update sequences.

Lemma 14 Consider an initially empty $n$-vertex graph $G$ whose edges are updated using algorithm $A_{\text {wre }}$. For any $\alpha \geq 3$, there exists an arboricity- $\alpha$-preserving update sequence that produces a vertex of out-degree $\Omega(\sqrt{n})$.

Proof. It suffices to prove the lemma by giving an arboricity-3-preserving update sequence that produces a vertex of out-degree $\Omega(\sqrt{n})$.

We claim that the update sequence $S(G,\lfloor\sqrt{n}\rfloor)$ defined in the proof of lemma 13 is such a sequence. To see this, it suffices to show that $\left|V_{S(G,\lfloor\sqrt{n}\rfloor)}\right| \leq n$, i.e., there are enough vertices in $G$ so that update sequence $S(G,\lfloor\sqrt{n}\rfloor)$ can be performed. From the proof of Lemma $13,\left|V_{S(G,\lfloor\sqrt{n}\rfloor)}\right|<(\lfloor\sqrt{n}\rfloor)^{2} \leq n$. This completes the proof.

### 4.3 Upper Bounds

In this section, we prove upper bounds on $\Delta$ when algorithm $A_{\text {wre }}$ is used to handle updates. Specifically, in Section 4.3.1, we prove an upper bound on $\Delta$ for insertiononly update sequences; in Section 4.3.2, we prove an upper bound on $\Delta$ for update sequences of length at most $\alpha(n-1)$; and in Section 4.3.3, we prove an upper bound on $\Delta$ for arbitrary update sequences.

### 4.3.1 Insertion-Only Update Sequences

Lemma 15 Consider an initially empty $n$-vertex graph $G$ whose edges are updated using algorithm $A_{\text {wre }}$. There does not exist an arboricity- $\alpha$-preserving insertion sequence that produces a vertex of out-degree greater than $\min (2 \alpha \lg (n / \alpha)+2 \alpha, \sqrt{2 m})$, where $m$ is the the length of the update sequence.

Proof. By Lemmas 7 and 11, it suffices to prove that the orientation of $G$ always maintains Invariant 1 if algorithm $A_{\text {wre }}$ is used to handle the operations in an arboricity-$\alpha$-preserving insertion sequence.

Let $\vec{G}$ denote the orientation of $G$ after an arbitrary update in an arboricity- $\alpha$ preserving insertion sequence and $u$ denote an arbitrary vertex of $\vec{G}$. Let $d$ be the out-degree of $u$. Let $v_{0}, v_{1}, \ldots, v_{d-1}$ be the out-neighbours of $u$ sorted in the order in which the edges $\left(u, v_{0}\right),\left(u, v_{1}\right), \ldots,\left(u, v_{d-1}\right)$ are inserted. Then, $d_{o}(u)=i$ immediately before the edge $\left(u, v_{i}\right)$ is inserted. Thus, $d_{o}\left(v_{i}\right) \geq i$ when inserting the edge ( $u, v_{i}$ ) since the edge $\left(u, v_{i}\right)$ was oriented from $u$ to $v_{i}$ by algorithm $A_{\text {wre }}$. Moreover, when the updates in an insertion-only update sequence are being performed, a vertex's outdegree never decreases. Therefore, $u$ 's out-neighbours $v_{0}, v_{1}, \ldots, v_{d-1}$ have out-degree $d_{o}\left(v_{0}\right) \geq 0, d_{o}\left(v_{1}\right) \geq 1, \ldots, d_{o}\left(v_{d-1}\right) \geq d-1$ in $\vec{G}$, respectively. Hence, $\vec{G}$ maintains Invariant 1 during the entire update sequence.

### 4.3.2 Update Sequences of Length at Most $\alpha(n-1)$

Lemma 16 Consider an initially empty $n$-vertex graph $G$ whose edges are updated using algorithm $A_{\text {wre }}$. There does not exist an arboricity- $\alpha$-preserving update sequence of length at most $\alpha(n-1)$ that produces a vertex of out-degree greater than $O(\sqrt{\alpha(n-1)})$.

Proof. Let $\vec{G}$ denote the orientation of $G$ after an arbitrary update in an update sequence of length at most $\alpha(n-1)$. Let $u$ be a vertex with the maximum outdegree in $\vec{G}$ and let $d$ be its out-degree. Let $v_{0}, v_{1}, v_{2}, \ldots, v_{d-1}$ be the out-neighbours of $u$ sorted in the order in which the edges $\left(u, v_{0}\right),\left(u, v_{1}\right), \ldots,\left(u, v_{d-1}\right)$ are inserted. Then, $d_{o}(u)=i$ immediately before the edge $\left(u, v_{i}\right)$ is inserted. Thus, $d_{o}\left(v_{i}\right) \geq$ $i$ when inserting the edge $\left(u, v_{i}\right)$ since the edge $\left(u, v_{i}\right)$ was oriented from $u$ to $v_{i}$ by algorithm $A_{\text {wre }}$. In addition, all the outgoing edges of $v_{0}, v_{1}, v_{2}, \ldots, v_{d-1}, u$ are
distinct and the update sequence starts from the empty graph, so there are at least $0+1+2+3+\ldots+d-1+d=\frac{1}{2} d(d+1)$ update operations in the update sequence to insert these edges. Since the length of the update sequence is at most $\alpha(n-1)$, we have $\frac{1}{2} d(d+1) \leq \alpha(n-1)$. Therefore, $d=O(\sqrt{\alpha(n-1)})$. This completes the proof.

### 4.3.3 Arbitrary Update Sequences

Lemma 17 Consider an initially empty n-vertex graph $G$ whose edges are updated using algorithm $A_{\text {wre }}$. There does not exist an arboricity- $\alpha$-preserving update sequence that produces a vertex of out-degree greater than $O\left((\alpha n)^{2 / 3}\right)$.

Proof. Let $U=\left\langle u_{1}, u_{2}, \ldots, u_{k}\right\rangle$ be an arbitrary arboricity- $\alpha$-preserving update sequence on an initially empty graph $G_{0}$ with $n$ vertices, and let $G_{i}$ be the graph produced by applying the update sequence $\left\langle u_{1}, u_{2}, \ldots, u_{i}\right\rangle$ to $G_{0}$. The core of the proof is to show that, if $G_{k}$ has a vertex whose out-degree is $d$, then there exists a graph $G_{i}, i \leq k$, that has at least $\frac{(2 d-4)^{3 / 2}}{5}$ edges. Since $U$ is arboricity- $\alpha$-preserving, $G_{i}$ has arboricity at most $\alpha$. Since $G_{i}$ has $n$ vertices and an $n$-vertex graph of arboricity at most $\alpha$ has at most $\alpha(n-1)$ edges, we must have $\frac{(2 d-4)^{3 / 2}}{5} \leq \alpha(n-1)$ and thus $d<\frac{(5 \alpha(n-1))^{2 / 3}}{2}+2=O\left((\alpha n)^{2 / 3}\right)$.

Let $x$ be a vertex with out-degree $d$ in $G_{k}$. Since we will argue about out-degrees in different graphs $G_{i}$, we use $d_{i}(x)$ to denote the out-degree of vertex $x$ in $G_{i}$. In other words, $d_{k}(x)=d$. Since deletions do not increase vertex degrees, we can assume w.l.o.g. that the last update $u_{k}$ in $U$ is an insertion and it is the one that increases $x$ 's out-degree from $d-1$ to $d$, that is, $d_{k-1}(x)=d-1$. Let $(x, y)$ be the out-edge of $x$ added by $u_{k}$. Since $d_{k-1}(x)=d-1$ and the edge $(x, y)$ is oriented from $x$ to $y$ in $G_{k}$, we must have $d_{k-1}(y) \geq d-1$. We now define $i_{0}:=k-1, V_{0}:=\{x, y\}, E_{0}$ to be the set of out-edges of $x$ and $y$ in $G_{k-1}$, and $D_{0}:=\left\{d_{k-1}(x), d_{k-1}(y)\right\} . D_{0}$ is a
multiset, that is, may contain the same value more than once. We use ( $i_{0}, V_{0}, E_{0}, D_{0}$ ) as the seed to generate a sequence of tuples $S:=\left\langle\left(i_{j}, V_{j}, E_{j}, D_{j}\right) \mid j \geq 0\right\rangle$ such that, for all $j, D_{j}=\left\{d_{j}^{\prime}(z) \mid z \in V_{j}\right\}$, where $d_{i_{j}}(z) \geq d_{j}^{\prime}(z)$ for all $z \in V_{j}$, and $E_{j}$ contains $d_{j}^{\prime}(z)$ out-edges for each vertex $z \in V_{j}$. In particular, $\sum_{j}=\sum_{d \in D_{j}} d$ is a lower bound on the total number of out-edges of the vertices in $V_{j}$ in $G_{i_{j}}$. For $j=0$, these conditions are clearly satisfied, $\sum_{0} \geq 2(d-1)$, and $\min D_{0}=d-1$. The last step of the proof is to show that there exists an index $j$ such that $\sum_{j} \geq \frac{(2 d-4)^{3 / 2}}{5}$.

Given a tuple $\left(i_{j}, V_{j}, E_{j}, D_{j}\right)$, if $\min D_{j}=0$, we terminate the construction and $\left(i_{j}, V_{j}, E_{j}, D_{j}\right)$ is the last tuple in $S$. If min $D_{j}>0$, we construct $\left(i_{j+1}, V_{j+1}, E_{j+1}, D_{j+1}\right)$ as follows. We call this the $(j+1)$ st step in the construction of $S$. Since all edges in $E_{j}$ are edges of $G_{i_{j}}$, there exists a maximal index $i_{j+1}<i_{j}$ such that $u_{i_{j+1}+1}$ inserts an edge $(x, y) \in E_{j}$. By the choice of $i_{j+1}$, all edges in $E_{j} \backslash\{(x, y)\}$ are edges of $G_{i_{j+1}}$. We define sets $V_{j+1}^{\prime}:=V_{j}, E_{j+1}^{\prime}:=E_{j} \backslash\{(x, y)\}$, and $D_{j+1}^{\prime}:=D_{j} \backslash\left\{d_{j}^{\prime}(x)\right\} \cup\left\{d_{j}^{\prime}(x)-1\right\}$. The tuple $\left(i_{j+1}, V_{j+1}^{\prime}, E_{j+1}^{\prime}, D_{j+1}^{\prime}\right)$ clearly satisfies the conditions stated above.

If $y \in V_{j}$, the we define $\left(i_{j+1}, V_{j+1}, E_{j+1}, D_{j+1}\right):=\left(i_{j+1}, V_{j+1}^{\prime}, E_{j+1}^{\prime}, D_{j+1}^{\prime}\right)$ and call the $(j+1)$ st step decreasing because $\sum_{j+1}=\sum_{j}-1$.

If $y \notin V_{j}$, we set $V_{j+1}:=V_{j+1}^{\prime} \cup\{y\}, E_{j+1}:=E_{j+1}^{\prime} \cup E_{j+1}(y)$, where $E_{j+1}(y)$ is the set of out-edges of $y$ in $G_{i_{j+1}}$, and $D_{j+1}:=D_{j+1}^{\prime} \cup\left\{d_{i_{j+1}}(y)\right\}$. In this case, we call the $(j+1)$ st step increasing because $\sum_{j+1}=\sum_{j}+d_{j}^{\prime}(x)-2$, which is greater than $\sum_{j}$ unless $d_{j}^{\prime}(x) \leq 2$. To prove this bound on $\sum_{j+1}$, it suffices to observe that $d_{i_{j+1}}(y) \geq d_{i_{j+1}}(x) \geq d_{j}^{\prime}(x)-1$ because the insertion of edge $(x, y)$ into $G_{i_{j+1}}$ orients the edge from $x$ to $y$.

Note that, no matter whether the $(j+1)$ st step is decreaseng or increasing, we have $\min D_{j+1} \geq \min D_{j}-1$ because in both cases we replace $d_{j}^{\prime}(x)$ in $D_{j}$ with $d_{j}^{\prime}(x)-1$ in $D_{j+1}$ and, if the $(j+1)$ st step is increasing, we add $d_{i_{j+1}}(y) \geq d_{j}^{\prime}(x)-1$ to $D_{j+1}$. Thus, the sequence $S$ has at least min $D_{0}=d-1$ steps.

It remains to prove that there exists a tuple $\left(i_{j}, V_{j}, E_{j}, D_{j}\right) \in S$ such that $\sum_{j} \geq$
$\frac{(2 d-4)^{3 / 2}}{5}$. Let $0<j_{1}<j_{2}<\ldots$ be the sequence of indices of increasing steps in the construction of $S$, and let $\delta_{h}=\sum_{j_{h}}-\sum_{j_{h}-1}+1$ for all $h \geq 1$. Then, since $\sum_{j-1}-\sum_{j}=1$ for every decreasing step, we have $\sum_{j_{h}}=\sum_{0}+\sum_{l=1}^{h} \delta_{l}-j_{h}$. Next observe that $V_{j+1} \supseteq V_{j}$ for all $j$, that $V_{j+1}=V_{j}$ if the $(j+1)$ st step is decreasing, and that $\left|V_{j+1}\right|=\left|V_{j}\right|+1$ if the $(j+1)$ st step is increasing. Thus, since $\left|V_{0}\right|=2$, we have $\left|V_{j_{h}}\right|=h+2$. For each $0 \leq j \leq j_{h}$, the update $u_{i_{j}+1}$ inserts an edge between vertices in $V_{j} \subseteq V_{j_{h}}$ and this edge is not inserted by the update $u_{i_{j^{\prime}+1}}$ corresponding to any other step $j^{\prime} \neq j$. The former follows because we just observed that $V_{j} \subseteq V_{j+1}$ for all $j$. The latter can be seen as follows: Since $V_{j} \subseteq V_{j+1}$ for all $j$, there exists exactly one index $j$ for any vertex $x \in V_{j_{h}}$ such that $x \notin V_{j}$ and $x \in V_{j+1}$. (This holds even for the vertices in $V_{0}$ after defining $V_{-1}=\emptyset$.) By the properties of the tuples in $S$, $E_{j^{\prime}}$ contains no out-edges of $x$, for any $0 \leq j^{\prime} \leq j$. In the $(j+1)$ st step, we add all out-edges of $x$ in $G_{i_{j+1}}$ to $E_{j+1}$. For each subsequent step $j^{\prime \prime} \geq j+1$ such that $u_{i_{j^{\prime \prime}+1}}$ inserts an out-edge $(x, y)$ of $x$, this edge belongs to $E_{j^{\prime \prime}-1}$ but not to $E_{j^{\prime \prime}}$. Thus every out-edge of $x$ is inserted by at most one update operation $u_{i_{j^{\prime \prime}}+1}$ corresponding to a step in $S$. The fact that each of the first $j_{h}$ steps can be charged to a unique (directed) edge in a graph with $\left|V_{h}\right|=h+2$ vertices implies that $j_{h} \leq(h+2)(h+1)$. Together with the fact that $\sum_{0} \geq 2(d-1)$, we have $\sum_{j_{h}} \geq 2(d-1)-(h+2)(h+1)+\sum_{l=1}^{h} \delta_{l}$.

Since $S$ contains at least $d-1$ steps and we have just argued that $j_{h} \leq(h+2)(h+1)$, $S$ contains at least $\sqrt{d-1}-1$ increasing steps. For the $l$ th increasing step, we have $\delta_{l} \geq d_{j_{l}}^{\prime}(x) \geq \min D_{j_{l}}$. Since $j_{l} \geq(l+2)(l+1), \min D_{0}=d-1$, and $\min D_{j+1} \geq$ $\min D_{j}-1$ for all $j$, we thus have $\delta_{l} \geq \min D_{j_{l}} \geq d-1-(l+2)(l+1)$. Plugging this into the inequality for $\sum_{j_{h}}$, we obtain that $\sum_{j_{h}} \geq \frac{(3 d-5) h+6 d-h^{3}-3 h^{2}}{3}$. Now, since there are at least $\sqrt{d-1}-1$ increasing steps, we cam set $h:=\lceil\sqrt{d-1}-1\rceil$ in this inequality. This gives $\sum_{j_{h}} \geq \frac{(2 d-4) \sqrt{d-1}+8}{3}>\frac{(2 d-4) \sqrt{2 d-2}}{5}>\frac{(2 d-4)^{3 / 2}}{5}$, as claimed. This finishes the proof.

## Chapter 5

## Conclusion and Future Work

Graph orientation has been used to solve many fundamental graph problems, including adjacency queries and maintaining maximal matchings. Motivated by these applications, we studied this problem in three major directions in this thesis: designing solutions with amortized time bounds, designing solutions with worst-case time bounds, and proving lower and upper bounds on the maximum vertex out-degree with an online algorithm that handles updates without requiring edge reorientation.

To design solutions with amortized time bounds, we proposed a new offline strategy to prove that Brodal and Fagerberg's online algorithm can maintain an $O(\beta \alpha)$ orientation in $O\left(\frac{\lg (n /(\beta \alpha))}{\beta}\right)$ amortized insertion time and $O(\beta \alpha)$ worst-case deletion time under arboricity- $\alpha$-preserving updates, where $n$ is the number of vertices of the graph, for any chosen $\beta \geq 1$. This result shows a new tradeoff between update time and the maximum vertex out-degree in the orientation. We apply it to maintain maximal matchings of dynamic graphs, and our solution is currently the best for any sparse graph whose arboricity is $o(\lg n)$. This is interesting as maximal matching is a fundamental problem in graph theory.

To guarantee worst-case time bounds, we proposed a new algorithm to maintain an $O(\Delta)$-orientation with $O(\Delta)$ worst-case update time, where $\Delta \leq \min (2 \alpha \lg (n / \alpha)+$ $2 \alpha, \sqrt{2 m})$. This algorithm gives a different tradeoff between insertion and deletion times when $\alpha=\omega(\lg n)$, compared to Kopelowitz and Krauthgamer's algorithm which requires $O\left(\alpha^{2}+\alpha \lg n\right)$ time for insertion and $O(\alpha+\lg n)$ time for deletion, and our insertion algorithm does not require edge reorientation. We apply it to maintain
maximal matchings of dynamic graphs with $O(\min (\alpha \lg (n / \alpha), \sqrt{m}))$ worst-case update time using $O(n+m)$ space. This result matches the previously best result for arbitrary graphs, and its time complexity adapts to the arboricity of graphs. We also apply it to get an adjacency query data structure with a $\lg \lg \lg n$ factor speed up for insertion when the graph's arboricity is upper bounded by $O(1)$.

To prove lower and upper bounds on maximum vertex out-degree, we proved that we can maintain an $O\left((\alpha n)^{2 / 3}\right)$-orientation by simply orienting a newly inserted edge from the endpoint with lower out-degree to the endpoint with higher out-degree or orienting the edge arbitrarily if both endpoints have equal out-degree. We also proved that with the same strategy, the maximum vertex out-degree is upper bounded by $\min (2 \alpha \lg (n / \alpha)+2 \alpha, \sqrt{2 m})$ during the execution of the operations in an insertiononly arboricity- $\alpha$-preserving update sequence, but the maximum vertex out-degree can go up to $\Omega(\min \{\sqrt[3]{\alpha(n-1)}, \sqrt{n}\})$ even in only $\alpha(n-1)$ updates, for any $\alpha \geq 3$, when deletions are allowed, which reflects the impact of deletions on the orientation.

There are still many open problems on dynamic graph orientation. The first is whether we can maintain an $O(\alpha)$-orientation of a graph of arboricity $\alpha$ in $O(\alpha)$ or $O(1)$ amortized update time. The second is how to maintain an $O(\alpha)$-orientation of a graph of arboricity $\alpha$ in logarithmic or polylogarithmic worst-case update time. The third is to find tight lower and upper bounds on the number of edge reorientations per update for an optimal algorithm to maintain a certain orientation of a dynamic graph. These open problems are open even for graphs of arboricity one.

These open problems are about update time and maximum vertex out-degree. Some applications may care more about space efficiency. Thus, another open problem is how to represent low-arboricity graphs succinctly to support adjacency queries. This open problem was proposed by Brodal and Fagerberg [5]. Note that there are succinct data structures for planar graphs [8, 38], but not for arbitrary graphs with constant arboricity.
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[^0]:    ${ }^{1}$ In this thesis, $\lg n$ denotes $\log _{2} n$.

[^1]:    ${ }^{2}$ Kowalik's analysis [30] of the deletion time does not include the time required to find the location of the given edge within the list of out-neighbours of one of its endpoints and thus his model implicitly requires such a location to be given when performing deletion. In our work, unless otherwise specified, we follow the original model of Brodal and Fagerberg [5], which maintains outneighbours in linked lists, and the time required to search each list for the edge to be deleted is part of the deletion time. Thus, when comparing with Kowalik's analysis, we consider the number of reorientations.

[^2]:    ${ }^{1}$ These details are not included in [29], but the reason why they are omitted is that it is simple to come up with these date structures, as confirmed in personal communication with Tsvi Kopelowitz [28].

