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ABSTRACT 

The Northwest Atlantic is a region of extremely strong sea surface tempera
ture (SST) variability. The seasonal cycle in SST of about 16°C, and the anomalies 
about this seasonal cycle that occasionally exceed 5°C, are the largest in the North 
Atlantic. The purpose of this study is to explain the seasonal and interannual vari
ability of water temperature in this region. Analysis of hydrographic data from the 
Scotian Shelf and Slope shows that the seasonal temperature signal is confined to 
the top 75 m of the water column. As a first step in the development of a model 
to explain the seasonal temperature variability, the heat budget is examined. The 
most important term in the long-term mean heat budget is horizontal advection, 
with a contribution of about —40W m - 2 , and is almost exactly balanced by the 
combined effect of the net surface heat flux (Q = 25W m - 2 ) , horizontal mixing 
(1IW m - 2 ) and vertical diffusion (6W m~2). On the seasonal time scale, about 
85% of the local rate of heat storage (dH/dt) can be accounted for by Q. Hori
zontal advection and Q together explain about 99% of dH/dt. Motivated by the 
results of the heat budget, the seasonal cycle is modelled by a modified 1-D heat 
diffusion equation: dT/dt = d/dz(KvdT/dz) + T(z,t), where T(z,t) is dominated 
by horizontal advection. Considerable attention is paid to the estimation of Kv, 
an extremely important parameter in the model. Three methods of estimating 
Kv(z,t), on a monthly time scale, are presented. In two of the methods, Kv(z,t) 
is assumed to vary with density stratification, and hence with depth and time, as 
Kv(z,t) = A'o(l + ai\Tp)-1, An important contribution of this work is providing 
an effective way of determining the parameters p, a and A'o. The attraction of this 
approach is that it does not allow negative diffusivities. T(z,t) predicted using the 
seasonal varying Kv(z,t) compares much more favorably with observations than 
T(z,t) calculated using the best constant Kv- This emphasizes the importance of 
allowing Kv(z,t) to vary with depth and time. The modified 1-D heat diffusion 
model is also used to study the origin of the cold intermediate layer (CIL), and it 
is shown that both local heating and horizontal advection of cold water are needed 
to maintain the permanent CIL on the Scotian Shelf. 

Focusing now on the monthly anomalies (i.e. variations about the seasonal 
cycle), over 90% of Q' may be accounted for by the latent and sensible heat flux. 
Overall, Q' has a smaller spatial scale and shorter time scale than SST anomalies 
(SSTAs). Previous studies have hypothesized that SSTAs are the result of stochastic 
forcing by Q'. For the first time, this study has quantified through numerical 
modelling, the contribution of Q' to the evolution of the SSTAs. The results show 
that Q' is not the primary cause of the interannual variability of SSTAs in the 
Northwest Atlantic, and suggest that the primary cause lies in the ocean. Empirical 
modelling indicates that, on the whole, the SSTAs originate from variations in the 
top 50 m of the water column. It is speculated that fluctuations in the transport 
of water from the Gulf of St. Lawrence and the inshore Labrador Current are the 
dominant cause of the interannual variability of SSTA in the Northwest Atlantic. 

xvii 
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Chapter 1 

INTRODUCTION 

1.1 B ackgr ound 

The Northwest Atlantic is the most energetic sea surface temperature region in the 

North Atlantic. The range of the seasonal cycle is about 16°C. Anomalies about this 

seasonal cycle have, at times, exceeded 5°C. The standard deviation of the anoma

lies (~ 1.6°C) is greater than that found off the coast of Peru [Weare et at, 1976; 

Weare, 1977; Cayan, 1986]. Interest in the water temperature of this region has in

creased in recent years because of its possible influence on the atmospheric circulation 

and fisheries. For example, Ratcliffe and Murray [1970] have shown that sea surface 

temperature off the coast of Newfoundland may be used to predict the weather in 

Europe. They found a lagged correlation between sea surface temperature and air 

pressure anomalies, with the water temperature in this region leading the air pressure 

over Europe by about one month. Palmer and Sun [1985] examined this empirical 

result using a general circulation model. They found that a significant atmospheric 

response over Europe could indeed be associated with sea surface temperature anoma

lies in the Northwest Atlantic. Considering the possible climatic effects of the North 

Atlantic mid-latitude SSTAs, this region can not be overlooked [Lau and Nath, 1989]. 

The seasonal migration of fishes may be connected, in part, to the seasonal variabil

ity of the water temperature [e.g. Rose, 1990]. Hence, the possibility of predicting 
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water temperature, one of the goals of this study, is of interest to oceanographers, 

atmospheric scientists and fisheries biologists. 

The portion of the Northwest Atlantic treated in this study covers the Scotian 

Shelf and Slope region (Figure 1.1). It is bounded to the north by the Laurentian 

Channel, to the south by Georges Bank and extends seaward about 200 km from 

the shelf break. In physical oceanographic terms, this is a special region. The St. 

Lawrence, Ottawa and Saguenay rivers discharge about 10,000 m3 s - 1 of fresh water 

which spills out of the Gulf of St. Lawrence and onto the Scotian Shelf. To fit this 

discharge into perspective, it is about 14% of that of the Amazon, the largest river 

by volume flux in the world [Paxton, 1986]). Alternatively, it is equivalent to adding 

about 6 m of freshwater to the Scotian Shelf each year. This region is also the meeting 

place of two important current systems: the warm Gulf Stream from the south and 

the cold Labrador current from the north (Figure 1.1b). In fact, I will show that much 

of the interannual variability in the water temperature of the Northwest Atlantic is 

controlled by these river and current systems. 

1.2 Problems and Objectives 

The outstanding problems addressed in this study concern (1) explaining the seasonal 

cycle of water temperature (2) estimating vertical eddy diffusivity in the upper water 

column, as a function of depth and time, (3) explaining the formation of the cold 

intermediate layer on the Scotian Shelf, and (4) finding the primary causes of sea 

surface temperature anomalies on the Scotian Shelf and Slope. 

Explaining the seasonal cycle of water temperature. 

There are several mixed layer models [ e.g., Price et. al., 1986, 1987; Gaspar, 

1988] that have had some success in simulating the evolution of the sea surface tem

perature (SST). These models require, as input, atmospheric forcing terms averaged 

over a short time (hours to days). The main problem of applying such models in 
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Figure 1.1: Map of Northwest Atlantic showing (a) some topographic features and 
(b) the mean circulation pattern (adapted from Sutcliffe et al. [1976]). 
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the study area is that one may not have spatially complete atmospheric or oceano-

graphic data sampled on such short time scales. The model that I will develop uses 

monthly averaged quantities. The surface forcing is the monthly air-sea heat flux, 

computed from 43 years of data from COADS (Comprehensive Ocean Atmosphere 

Data Set), and that estimated by Isemer and Hasse [1987]. The model is a modified 

one-dimensional (vertical) heat diffusion equation. The specific problem addressed, 

with respect to modelling, is: can a simple modified one-dimensional model simulate 

the seasonal surface and subsurface temperature on the Scotian Shelf? It will be 

shown that the model successfully reproduces the seasonal cycle of the surface and 

the subsurface temperatures. 

Estimating vertical eddy diffusivity in the upper water column 

Methods have been developed for estimating the eddy diffusivity in stably strat

ified systems, such as lakes and fjords [Jassby and Powell, 1975; Gargett, 1984; de 

Young and Pond, 1988]. The success of these methods depends on a well defined 

vertical temperature gradient. Where the temperature gradient is weak the values of 

the diffusivities are unreasonable; in some cases negative values are obtained, which 

are unphysical. What is needed is a method of estimating the eddy diffusivity in the 

upper ocean (where there is a mixed layer and sometimes the vertical temperature 

gradient is weak) that will overcome the frustrating cases of negative values of diffu

sivities. A related question is how the estimated diffusivities vary with the buoyancy 

frequency. 

The need for an accurate estimates of the diffusivities arises not only because the 

diffusivities are required in my model but also because their values have implications 

to other issues. In a one-dimensional diffusion model, Hansen et al. [1985]ha,ve shown 

that the climate response time is largely dependent on the values of the diffusivities. 

Thus, the value of the diffusivity influences the transient response of the ocean to 

greenhouse warming and the estimation of the ocean's ability to absorb fossil fuel 

carbon dioxide [Yin and Fung, 1991]. In this study, a considerable effort is made to 

determine the best method of estimating the diffusivities, as a function of depth and 
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time, since the predicted temperatures largely depend on these diffusivities. 

Explaining the formation of the cold intermediate layer on the Scotian Shelf 

A characteristic feature of the temperature structure in the study region is the 

existence of a temperature minimum, between about 50 and 100 m depth. This is 

often referred to as the cold intermediate layer [Hachey, 1938; Smith et al, 1978]. The 

cold intermediate layer has also been observed in the Gulf of St. Lawrence [Banks, 

1966]and on the Labrador and Northeast Newfoundland Shelves [Petrie et al., 1988]. 

The question is: how \s the cold intermediate layer formed and maintained? Besides 

the influence of the cold intermediate layer on the diffusivities, an understanding of 

the orig'n of the cold intermediate layer has scientific merit on its own. Banks [1966] 

suggested that in situ winter cooling is the dominant mechanism that produces the 

cold intermediate layer on the Gulf of St. Lawrence. For the cold intermediate layer 

on the Scotian Shelf, Hachey [1938] suggested that it forms as a result of horizontal 

advection of cold water into the region. It will be shown in this study that both 

horizontal advection of cold water and local heating are needed to produce the cold 

intermediate layer on the Scotian Shelf. 

Finding the primary causes of the sea surface temperature anomalies in the Northwest 

Atlantic 

As noted above, the Northwest Atlantic is a highly active region in terms of sea 

surface temperature (SST). Weare [1977]performed an empirical orthogonal function 

analysis on the SST in the Atlantic ocean. His results show that the maximum 

variance of the SST in the Atlantic ocean occurs on the Scotian Shelf and slope 

region. Cayan [1986] presented contour maps of the North Atlantic seasonal sea 

surface temperature anomalies (SSTAs). The maps, again, show that the maximum 

variability of the SSTAs is found on the Northwest Atlantic. Thompson et al. [1988] 

showed that the SSTAs are large scale and that winter SSTAs persist longer than 

those in summer. They suggested that the dominant cause of the anomalies was 

air-sea fluxes. Their results suggest that summer SSTAs may also be influenced by 

winter conditions. Most of the studies on temperature anomalies have been limited 
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to surface temperatures. In this study, I will examine both surface and subsurface 

temperature. 

The specific problem addressed in this thesis is the cause of the SSTAs in the 

Northwest Atlantic. The general idea is that the SSTAs are caused by large scale 

atmospheric circulation through anomalous net air-sea heat fluxes [Bunker, 1976; 

Thompson et al., 1988], horizontal advection, upwelling and entrainment of cold water 

into the mixed layer [Bjerknes, 1964]. Other processes include horizontal mixing and 

the variability of the mixed layer depth. In other areas, the effect of horizontal mixing 

has been found to be generally insignificant [Clark, 1972; Daly 1978]. In this study, I 

will examine the usefulness of the COADS heat flux to the development of the SSTAs 

in the study region. It will be shown in this thesis that the dominant cause of the 

SSTAs in the Northwest Atlantic comes from variability within the ocean and not 

from the atmosphere. 

In summary, the specific objectives of this study are to: 

1. Estimate and explain the seasonal heat storage rates of the upper layer of the 

Northwest Atlantic, and compare them with the net surface heat flux; 

2. Explore new methods of estimating the coefficient of vertical eddy diffusivity 

in the upper water column, on a monthly time scale, as a function of water 

stratification; 

3. Develop a simple model to explain and simulate the seasonal water temperature 

and its anomalies at different depths and time of the year; 

4. Explain the formation of the cold intermediate layer; 

5. Test the usefulness of the COADS heat flux to the creation of the SSTAs; and 

6. Explain the cause of the interannual variability in the net surface heat flux and 

SSTAs in the Northwest Atlantic. 

The thesis is arranged as follows: Chapter 2 presents a description of the observed 

seasonal variability in the surface and subsurface temperature and salinity, together 
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with derived quantities such as local rates of heat storage, steric height and the 

buoyancy frequency. These quantities are used in Chapter 3, in combination with 

other data, to examine the seasonal heat and salt budget. An understanding of the 

dominant processes in the temperature equation is crucial to the development of the 

modified one-dimensional heat diffusive model. This is the essence of the seasonal heat 

budget. Different ways of estimating the coefficient of eddy diffusivity are presented 

in Chapter 4. The model is developed in this chapter using the estimated diffusivities. 

In Chapter 5, the model is used to study the formation of the cold intermediate layer. 

Chapter 6 describes the inter^iraual variability of the net surface heat ; o: and the 

SSTAs. The causes of the SSTAs are also treated in Chapter 6. Finally, in Chapter 7, 

the main conclusions from this study are given together with suggestions for further 

work. 



Chapter 2 

SEASONAL VARIABILITY 

2.1 Introduction 

The purpose of this chapter is to describe the seasonal variability in temperature 

and salinity, together with the local rate of heat storage, steric height and buoyancy 

frequency. The estimates of the above quantities will be used in subsequent chapters. 

For example, the rate of heat storage will be used in Chapter 3 as part of the heat 

budget. The rate of heat storage is also important in that it provides information on 

the variation of the sea level and geostrophic current. The buoyancy frequency will 

be used in chapter 4 to estimate the vertical eddy diffusivity. 

The monthly mean temperature and salinity data used in the analyses were com

piled by Drinkwater and Trites [1987]. The data were collected between 1910 and 

1982, with about 85% of the data collected after 1950. Drinkwater and Trites have 

grouped the data into 35 subareas, according to topography and availability of suffi

cient data to form a monthly mean. The subareas are shown in Figure 2.1 and their 

names listed in Table A.l, of Appendix A. Subarea 31 is not included in the anal

ysis because data were not available. For the 34 subareas used in this study, there 

arc some months where data are missing. In such cases (which occur mostly in the 

eastern part of the shelf), I linearly interpolated between two adjacent months, at a 

given depth. 

8 
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Figure 2.1: Map of the study region showing the subareas where the hydrographic 
data were collected [Drinkwater and Trites, 1987]. 

f 
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To set the stage for the computations that will follow, and for the purpose of 

clarity, it is necessary to note that the word seasonal refers to the average variation 

of a quantity about the annual mean. An annual harmonic denotes a fitted sinusoid 

with a period of 1 year, from which amplitude and phase are obtained. 

Before describing the seasonal variation in temperature and salinity, the analyses 

of their annual harmonics will be presented. It will be shown that the seasonal 

temperature signal is confined to the upper 75 m of the water column, and that both 

the long term mean temperature and the salinity annual amplitude have a subsurface 

minimum. 

2.2 Mean and Annual Harmonics 

The monthly mean temperature at a given position is expressed as the sum of the 

long term (annual) mean and harmonics: 

T(z, t) = A0(z) + Ax(z) cos{u;[< - tx(z)}} + A2(z) cos{2u;[* - t2(z)]}, (2.1) 

where Ao(z) is the long term mean, which varies with depth. A\ and t\ are the am

plitude and phase (in days) of the annual harmonic while A2 and t2 are the amplitude 

and phase of the semi-annual harmonic, u = 27r/365 days is the annual frequency 

and t the time in days. Equation (2.1) is also used for salinity. The variations of the 

long term temperature and salinity and their harmonics are described below. 

2.2.1 Spatial Variation of Temperature 

(a) Long Term Mean 

The distribution of the mean SST is shown in Figure 2.2a. The value increases 

from 5.5°C in the northern part of the region to 14.0°C in the south. Superimposed 

on this overall latitudinal dependence of the SST, there is a mechanism that tends 

to deflect the isotherms so that the mean temperature decreases towards the coast. 

Another striking feature of the long term mean temperature may be observed along 
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Figure 2.2: Maps showing the spatial distribution of the mean temperature and its 
annual amplitude. The contour interval is 1°C. The small numbers, in this and 
subsequent maps, indicate the averaged values for each of the subareas. 
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the slope region: the strong horizontal gradients are presumably associated with the 

Gulf Stream. 

Figure 2.2b shows the spatial distribution of the long term mean temperature at 

50 m depth (at this depth, the seasonal temperature signal, though small, can still be 

detected. More on the depth of seasonal penetration later). The horizontal pattern 

of the mean temperature at the 50 m depth is similar to that of the mean SST, 

except that the subsurface values are lower. For instance, for subarea 12, the mean 

temperature decreases from 8.7°C at the surface to 7.1CC at 20 m depth and 3.8° C 

at 50 m depth. The values of the annual mean temperature (as well as salinity and 

density) at different depths for all the subareas are given in Table A.2 of Appendix 

A. 

The vertical variation of the annual mean temperature with depth, for subarea 

12, is shown in Figure 2.3a. In this chapter, subarea 12 is chosen to represent the 

variation on the Scotian Shelf. The important feature in the figure is the existence of 

a temperature minimum at about 50 m depth. This feature will be explained when 

the cold intermediate layer is treated in Chapter 5. 

(b) Annual Amplitude 

The map of the surface annual amplitude is shown in Figure 2.2c. In the study 

region, the surface amplitude ranges from 4.8°C to 9.2°C. A noticeable feature is the 

low amplitude found in the eastern Gulf of Maine, probably due to the strong tidal 

mixing in that region. At subarea 24 (43°N), the amplitude is 4.8°C, which is the 

lowest value for the whole region. 

The annual amplitude decays with depth. For subarea 12, the amplitude decreases 

from 8.4° C at the surface to 1.9°C at 50 m depth (Figure 2.3b), with an e-folding 

depth of about 30-50 m. Figure 2.2d shows the horizontal distribution of the am

plitude at 50 m depth. The amplitude varies between 1.5°C (subarea 5) and 4.7°C 

(subarea 27). The spatial average of the annual amplitude at 50 m is about 35% of 

the spatial average of the surface annual amplitude. 
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Figure 2.3: Variation of the mean temperature and its annual harmonics with depth 
for subarea 12, representative of other subareas on the shelf. 
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(c) Semi-annual Amplitude 

The amplitude of the semi-annual signal (Figure 2.3c) is generally smaller than 

(< 14%) that of the annual. An interesting feature of the vertical distribution of the 

semi-annual amplitude is the occurrence of a secondary maximum between 30 m and 

50 m depth. This feature has also been observed on the Eastern Newfoundland shelf 

[Petrie et al., 1991]. 

(d) Annual Phase 

For subarea 12, the phase of the annual harmonic (Figure 2.3d) at the surface 

corresponds to the surface amplitude reaching its maximum value at day 229 (19 

August V Figure 2.4 presents the spatial distribution of the phase of the temperature 

annual harmonic at the surface (upper panel) and at 50 m depth (lower panel). For 

the subareas on the Scotian Shelf, the surface annual harmonic reaches its maximum 

at about day 226 - 232 (16-22 August). 

Generally, the phase of the annual harmonic increases with depth. At 50 m depth, 

the phase on the Shelf is between day 260 and 294 (20 September and 24 October). 

At 75 m depth, the phase for subarea 12 on the shelf lags the surface by about 80 days 

(see Figure 2.3d). On the other hand, in the slope region (subarea 32), the seasonal 

signal lags the surface by only 32 days. 

2.2.2 Spatial Variation of Salinity 

Salinity, throughout the thesis, is expressed in psu (practical salinity unit of 1978, 

[Unesco, 1981]). 

(a) Long Term Mean 

The distribution of the surface mean salinity is shown in Figure 2.5a. Low values 

occur near the coast and towards the Laurentian channel, presumably associated with 

fresh water discharge at the St. Lawrence River [Sutcliffe et ah, 1976]. The isohalines 

are almost parallel to the coastline, with salinity increasing offshore. For example, 

the salinity increases across the shelf from 30.8 near the coast (subarea 13) to 33.7 on 
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Figure 2.4: Maps showing the spatial variation of the phase of the annual temperature 
harmonic at the surface (upper panel) and at 50 m depth (lower panel). The contour 
interval is 5 days. 
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Figure 2.5: Maps showing the spatial distribution of the mean salinity and its annual 
amplitude. 
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the slope (subarea 35). High values also occur in the low latitudes. At about 42.7°N 

(subarea 35), a value of 34.0 is obtained. For the region considered, the surface mean 

salinity ranges from 30.2 (subarea 1) to 34.0 (subarea 32). The horizontal distribution 

of the mean salinity at 50 m depth, shown in Figure 2.5b, portrays the same pattern 

as that of the surface, except that the values are higher. 

In the vertical direction, the long term mean salinity generally increases with 

depth (see Table A.2b of Appendix A). At subarea 12, it increases from 31.5 at the 

surface to 33.2 at 75 m depth (Figure 2.6a). Unlike the vertical structure of the mean 

temperature where there is a temperature minimum at about 50 m depth, the mean 

salinity increases downward without any intermediate minima or maxima. 

(b) Annual Amplitude 

The amplitudes of the annual harmonic at the surface and at 50 m depth are shown 

in Figures 2.5c and d respectively. Cenerally the amplitudes, both at the surface and 

at depths, are small compared with their annual mean. The surface values range from 

0.1 to 0.9, while at 50 m depth, it varies between 0.1 and 0.6. 

(c) Annual Phase 

The spatial distribution of the phase of the salinity annual harmonic at the surface 

is at 50 m depth are presented in Figures 2.7a and b. For subarea 12 (for example) 

the surface salinity is maximum at day 41, that is, 11 February (see Figure 2.6c), 

unlike the surface temperature which reaches a maximum in August. 

Important information about the surface horizontal advection may be obtained 

from the phase propagation. Along the shelf (between subareas 5 and 21), a distance 

of about 500 km, the phase changes by about 90 days (see Figure 2.7a). This gives 

a mean westward surface drift of about 5.6 x 10~2 m s - 1 , which is comparable with 

the estimate from drifters [Drinkwater et al., 1979]. 
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Figure 2.6: Variation of the salinity harmonic with depth for subarea 12. 
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Figure 2.7: Maps showing the spatial variation of the phase of the annual salinity 
harmonic at the surface (upper panel) and at 50 m depth (lower panel). The contour 
interval is 30 days. 
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2.3 T-S Characteristics 

The T-S relationship for a given area may be influenced by many factors, such as sur

face heat flux, horizontal advection, horizontal mixing and upwelling. In the study 

region, the strong wind in winter increases the latent heat flux from the ocean through 

evaporation. Evaporation reduces SST and increases the sea surface salinity (SSS). 

Generally, a negative T-S correlation may be caused by latent heat flux (via evapora

tion) and upwelling of cold-salty water. On the other hand, a positive T-S correlation 

may be brought about by horizontal exchange of cold-fresh water, warm-salty water, 

and an upwelling of warm-salty water at depth. 

The goal of this subsection is to use T-S plots to show how the thermal and salt 

properties of the top 75 m of the water column vary seasonally. Since the source waters 

forming the water masses, in this region, fluctuate seasonally it is to be expected that 

the water characteristics will correspondingly change with the season. Referring to the 

T-S properties inferred from his November 1951 cruise, McLellan [1954] commented 

that " the water movements inferred do not necessarily hold for all seasons". I have 

chosen to describe the T-S characteristics for subarea 12 (representing the water 

properties on the Shelf) and for subarea 32 (representing the water characteristics on 

the Slope region). Figure 2.8 shows the T-S diagram for February, June and October. 

In each subarea, the data are plotted at 0, 10, 20, 30, 50, and 75 m depth. 

The main points from the T-S plots are that the water properties undergo larger 

seasonal changes at the surface than at depth on the shelf, and that the water on the 

slope, at a given time, is warmer and saltier than that on the shelf. 

On the shelf, the SST increases from 2.4°C in February to 10.2°C in June and 

14.2°C in October while the SSS decrease correspondingly from 32.1 to 31.7 and to 

31.3. The surface density decreases by about 2.3 kg m - 3 between February and Octo

ber, and is dominated by the large change in the temperature. This variation in the 

water properties is not surprising since it is known that the high surface temperature 

in summer and fall is due to local surface heating. It is worth also noting that at 75 

m depth, the T-S properties do not change significantly. 
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Figure 2.8: T-S diagrams for February, June and October, showing the seasonal 
changes in the water properties at various depths (0 - 75 m). The diagrams are 
shown for subareas 12 and 32. 
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2.4 Local Rate of Heat Storage 

As mentioned above, the reason for the estimation of the local rate of heat storage is 

to set the stage for the heat budget in Chapter 3. In that chapter, I will compare the 

local changes in the heat storage with the net surface heat flux, in order to determine 

how much of the local heat storage rates can be explained by the surface heat fluxes. 

In this section, the purpose is simply to estimate and describe the seasonal and spatial 

variability of this term. Following Bryan and Schroeder [1960], the monthly changes 

in the heat storage is defined by dH/dt, where 

H = J° pcpT dz (2.2) 

is the depth integrated heat content between the surface (z = 0) and some depth 

z = —h. p and cp are the water density and the specific heat at constant pressure. 

Since the present analysis is focused on seasonal changes, it is necessary to de

termine the depth (h), sufficient to capture the seasonal signal penetration. In the 

description of the annual temperature harmonics above, I have shown that the am

plitude of the annual signal is much larger than the semi-annual at all depths. The 

spatial average of the semi-annual amplitude is about 14% of the spatial averaged 

annual amplitude. To find the depth of the seasonal signal penetration, I computed 

the annual amplitude at various depths. The result that was presented in Figure 2.3b 

(Emerald basin), is typical of other subareas. Clearly, the result shows that the sea

sonal signal penetrates down to 50 m depth. Below this depth, the signal is buried in 

the noise (notice the error bar in Figure 2.3b). The e-folding depth of the amplitude 

is about 30 m. In the following analysis, I use 75 m as the average depth of seasonal 

penetration. 

The seasonal estimates of the local rates of heat storage, for subareas 12 and 33 

(representing the slope region) are shown in Figures 2.9 a and b respectively. Negative 

sign corresponds to heat loss from the ocean. The highest rate of heat gain by the 

ocean occurs in June with a typical value of 200 W m - 2 while the greatest heat loss 

from the ocean is in December with a typical value of —300 W m - 2 . 
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Figure 2.9: Seasonal variation of the local rate of heat storage for subareas 12 and 
32. The vertical lines are the error bars for 95% confidence interval. 
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Figures 2.10, 2.11 and 2.12 present the monthly map of the local rates of heat 

storage in the study region. (The values for the whole subareas are listed in Table 

A.5 of Appendix A.) From about November to February, the ocean loses heat (see 

Figures 2.12 and 2.10). The average rate of heat loss, for the whole region, in De

cember is about —345 W m~2. On the other hand, the ocean gains heat from April 

to September (Figures 2.10 and 2.11). The maximum rate of heat gain (obtained 

in June), for the whole region averages about 215 W m~2. There is a phase lag of 

about 90° between the time of occurrence of the maximum (and minimum) rate of 

heat storage and that of the depth integrated heat content as expected. The analysis 

(not shown) indicates that the maximum (minimum) depth integrated heat content 

occurs in September (March) whereas the rate of heat storage is in June (December). 

The spatial variability in the rate of heat storage reflects, largely, the data quality. 

Inadequate data sampling (in space) together with the very few observations, espe

cially in the eastern part of the Shelf, used to form the monthly mean could cause 

the large variability in the local rate of heat storage. A map of the annual amplitude 

of dH/dt shown in Figure 3.3a (Chapter 3), gives a smoothed version of the term. 

In addition to data quality, the spatial variation in dH/dt gives some indications of 

other processes, such as horizontal advection, operating in the study region. 

2.4.1 Estimation of Error 

The error variance of the local rates of heat storage can be expressed as 

d ° 
var PcPjtETdz 

(2.3) 

and thus 

E = ^^gA2 ,2(4 i„+ 1 + 4 r l ) (2.4) 
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Figure 2.10: January-April Maps showing the monthly distribution of the local rate 
of heat storage. The contour interval is 50 W m -2. 
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Figure 2.11: May-August maps showing the monthly distribution of the local rate of 
heat storage. The contour interval is 50 W m - 2 . 
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Figure 2.12: September-December maps showing the monthly distribution of the local 
rate of heat storage. The contour interval is 50 W m~2. 
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where E is the error in W m~2 associated with the estimated local rates of heat 

storage, At = 30 x 24 x 3600 s is the monthly time interval and Az is the depth 

interval. T is the temperature. The summation is taken over the 6 standard depths 

(0, 10, 20, 30, 50 and 75 m) whose temperature data are used to compute the rate 

in the heat storage. The superscript n denotes time index while the subscript i refers 

to the depth index, s = std/y/M is the estimated standard deviation of the monthly 

mean, where std is the standard error of the observations in the month. The error 

analysis thus takes into consideration the number of temperature observations M for 

a given month, used to form the monthly mean. In (2.3), I have assumed that the 

covariance between T?+1 and TJ1'1 is zero. Two standard errors (equivalent to a 95% 

confidence interval) are plotted in Figure 2.9. 

2.5 Steric Height Variation 

In this section, I will describe the seasonal changes in sea level caused by the density 

distribution. The purpose is to show how seasonal changes in the surface geostrophic 

current shear, associated with the density variation, are distributed in the region. Let 

the monthly mean density p be expressed as 

p(z) = po + Ap(z) (2.5) 

where po is a reference density and Ap the deviation of the monthly mean density 

about the reference. The steric height is then defined as 

1 f° 
Vs = /. Apdz (2.6) 

po Jn 

h = 75 m is used, based on the depth of seasonal temperature signal penetration. 

Following Csanady [1979], I choose po as the largest density value in the depth range 

(h = 75 m) considered. That ensures that Ap is everywhere negative and ns > 0. In 

the analysis, po = 1028 kg m~3 is used. The density is computed from temperature 

and salinity data, using the International equation of state of seawater [Unesco, 1981]. 
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The values of the computed steric height are listed in Table A.6 of Appendix A 

and the monthly maps presented in Figures 2.13, 2.14 and 2.15. 

There is clearly a seasonality in the variation. The maximum values for most of 

the subareas occur in September and October while the minimum is in March and 

April. The annual range varies from about 16 cm at 46.5°iV (subarea 1) to about 

5 cm at 43.3°JV (subarea 24). 

This seasonal variation in the steric height reflects, in part, the seasonal changes 

in the depth-integrated heat content of the upper water column. A high (low) heat 

content causes the expansion (contraction) of the water column. A quick calculation 

shows that temperature dominates salinity in the steric level variation, which is in 

accordance with other investigations elsewhere in the same latitude range [Pattullo 

et. al., 1955; Lisitzin and Pattullo, 1961; Gill and Niiler, 1973]. 

The main feature of the map is a high sea level near the coast, and a gradual drop 

offshore. The high coastal sea level may be due to the influx of freshwater from St. 

Lawrence River. In September, the surface slope is about —3.9 x 10~7 (i.e. 5.3 cm in 

137 km) across the shelf (see Figure 2.15 i - the slope of the line is indicated). This is 

related to a westward geostrophic flow of about 3.9 x 10_2m s - 1 along the shelf. The 

westward flow, especially near the coast, is observed throughout the year. This flow 

pattern is consistent with the circulation observed on the shelf [Smith et al, 1978; 

Drinkwater et al., 1979; Smith, 1983]. The estimates of the seasonal variation of the 

geostrophic current with depth will be given in Chapter 3. 

The estimated surface steric level compares favorably with the observed Halifax 

sea level. Thompson [1986, 1990] has described the sea level and circulation in the 

North Atlantic. He found the amplitude of the seasonal cycle on the Scotian Shelf to 

be about 8 cm, which is consistent with the annual range of about 16 cm, estimated 

in this study. 
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Figure 2.13: January-April maps showing the monthly changes in the surface steric 
height, in cm, relative to 75 m depth. The contour interval is 1 cm. 
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Figure 2.14: May-August maps showing the monthly changes in the surface steric 
height, in cm, relative to 75 m depth. The contour interval is 1 cm. 
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2.6 Buoyancy Frequency Variation 

The focus of this section is the buoyancy or Brunt Vaisala frequency, which will be 

used to estimate the vertical eddy diffusivity in Chapter 4. The buoyancy frequency 

is defined by 

N2 = - i - 3 * (2.7) 
p0dz ' 

where g is the acceleration due to gravity, p0 = 1025 kg m~3 is a reference water 

density and p the in situ water density. 

Figure 2.16 shows the seasonal variation of the buoyancy frequency at 15 m and 

62.5 m with depth, for Emerald Basin (subarea 12) and the eastern Georges Bank 

(subarea 28). The Â 2 is estimated over a vertical scale of about 10 m. The variation 

of N2 in these two subareas is typical of the other subareas. The figure clearly shows 

a seasonality in N2, with a maximum in August and a minimum in February. The 

values, as well as the amplitude of the seasonal cycle, decrease with depth. 

2.7 Summary 

The long term mean temperature increases offshore, both at the surface and sub

surface. The mean temperature has a subsurface minimum at about 50 m. The 

amplitude of the annual harmonic is typically 8°C at the surface and decreases to 

about VC at 75 m depth. Below this depth the signal can not be distinguished from 

the noise. Thus, the average depth of seasonal signal penetration is about 75 m. The 

amplitude of the semi-annual harmonic has a secondary maximum at about 30 m 

depth. Generally, the amplitude of the semi-annual harmonic is small - less than 14% 

of the annual harmonic. 

For the salinity, its long term mean ranges from 30.2 to 34.0 at the surface. Unlike 

the mean temperature, the mean salinity increases with depth with no subsurface 

minima. At 75 m depth, the mean salinity varies between 32.0 and 35.0, in the study 

area. The annual amplitude of the salinity is between 0.1 and 0.8, at the surface and 
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Figure 2.16: Seasonal variation of the buoyancy frequency at 15 m (solid line) and 62.5 
m (dashed line) depth. The figure compares the variation at subareas 12 (Emerald 
Basin) and 28 (E. Georges Bank). 
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between 0.1 and 0.6 at 50 m depth. The amplitude of the salinity annual harmonic 

has a subsurface minima at about 30m. The southwestward drift, estimated from the 

phase of the salinity annual harmonic is consistent with measured surface current. 

Like the temperature, the local rates of heat storage also show pronounced season

ality. But unlike the spatial variability in temperature, the local rate of heat storage 

does net present a clear consistent maximum variability near the coast and north of 

the mid-latitude. This is an important observation for it means thai estimating local 

rate of heat storage using only the sea surface temperature (as is done in some mixed 

layer models) does not reflect the real variability. 

The maps of the monthly surface steric level indicate geostrophic current moving 

in the southwestward direction on the shelf, which is consistent with observation. 

The estimated steric height compares well with the observed Halifax sea level. The 

buoyancy frequency also varies seasonally as expected, and its values decrease with 

depth. 

The purpose of this chapter has been simply to describe the seasonal variabil

ity in temperature and salinity and their derived quantities. In the next chapter, 

the mechanisms causing these variabilities will be determined through a heat and salt 

budget. The seasonal surface and subsurface temperature variability will be modelled 

using the seasonal diffusivities estimated in Chapter 4. The formation of the subsur

face mean temperature minima will be treated in Chapter 5 while the interannual 

variabilities in the temperature anomalies will be presented in Chapter 6. 



Chapter 3 

SEASONAL HEAT AND SALT 

BUDGET 

3.1 Introduction 

Seasonal changes in water temperature occur in response to fluctuations in surface 

heat flux, horizontal advection, upwelling and mixing. Similarly, seasonal changes 

in salinity occur as a result of variation in river runoff, precipitation, evaporation, 

horizontal advection and mixing. The relative contributions of the different processes 

to the seasonal heat and salt budget, at different locations, will be quantified and 

discussed in this chapter. Estimation of the various terms in the heat budget is a 

very important first step in the development of models to explain the variability in 

the temperature. The salt budget will serve as a check on the heat budget. 

The chapter begins with the governing equations for heat and salt, followed by a 

presentation of the seasonal variation in the climatological net surface heat flux. The 

net surface heat flux is then compared with the local rates of heat storage (computed 

in chapter 2). In particular, it will be shown that on the Scotian Shelf, about 85% 

of the seasonal changes in the local rates of heat storage can be explained by the net 

surface heat flux and that the long term mean heat budget is primarily dominated 

by horizontal advection. 

36 
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3.2 Governing Equations for Heat and Salt 

The depth-integrated temperature conservation equation may be written [e.g. 

Frankignoul and Reynolds, 1983] 

dH 
dt 

u • VT dz — pep / w— dz + pcp / KHV1T dz 

(3.1) Tr dT 
- pcPKv— 

-h 

where 

H=pc*L Tdz 
h 

is the heat stored between the surface (z = 0) and some depth z = —h. Q is the net 

surface heat flux, u = (u, v) consists of the cross-shore (u) and along-shore (v) com

ponents of the water velocity. V f = (dT/dx,dT/dy) is the horizontal temperature 

gradient. The second and third terms on the right hand side of (3.1) are contribu

tions from horizontal and vertical advection respectively, w is the upwelling velocity. 

The fourth term represents the contribution of the horizontal diffusion (mixing) to 

the depth-integrated heat budget while the last term is the vertical diffusive flux of 

heat at some depth z = —h. As shown in chapter 2, h=75 m is the average depth of 

the seasonal temperature signal penetration. Kjj and Kv are the coefficients of the 

horizontal and vertical eddy diffusivity. 

The depth-integrated salinity conservation equation, similar to the above temper

ature equation, may be expressed [e.g. Miller, 1975] 

^-dz = S0(E-P)- n-VSdz- w^-dz+ K„V2Sdz 
•h dt J-h J-h dz J-h 

- K.%^ (3.2) 

where S0 is the surface salinity, E the rate of evaporation (in m s_1) and P the rate 

of precipitation (also in m s - 1). Here, Kfj and Kv are taken to be the same for heat 

and salt, since the eddy distribution of heat and salt at any time are simultaneously 

accomplished by the same turbulent processes. 



38 

3.3 Net Surface Heat Flux, Q 

The net surface heat flux presented here was estimated by Isemer and Hasse [1987] 

from meteorological and oceanographic data. The monthly heat flux represents the 

climatological mean of 32 years, taken over the period 1941 to 1972. The net surface 

heat flux 

Q = QS-QI-QL-QH (3.3) 

comprises the short wave (solar) radiative flux, Qs, minus the sum of the long wave 

radiative flux, Qi, latent heat flux, Qi, and sensible heat flux, QH- Positive Q means 

that the net heat flux is into the ocean. The complete formula for each component 

of the surface heat flux will be given in Chapter 6, when I examine the interannual 

variability. In this section, my goal is to show how the long-term monthly mean 

surface heat flux varies spatially and seasonally in the study region. 

Isemer and Hasse [1987] evaluated Q on a 1° grid using data interpolated from 

Bunker's [1976] original irregular shaped areas (at times up to 10° square). They 

applied a two-dimensional, quadratic polynomial interpolation method. They also 

revised the exchange coefficients used by Bunker, since recent measurements [Smith 

and Dobson, 1984] have shown that Bunker's exchange coefficients underestimate Qs 

and overestimate Qi and QH- It is these revised estimates of Q that I have used. 

Figure 3.1a shows the spatial variation of the annual mean Q. It is clear from 

the figure that north of about 43°N, the ocean gains heat. The rate of net warming 

increases with increasing latitude, with a typical value of about 20 W m - 2 on the 

Scotian Shelf. The amplitude of the annual cycle (Figure 3.1b) on the Scotian Shelf 

is about 200 W m~2. A natural question is how much of the annual variation in the 

local rates of heat storage, dH/dt, may be accounted for by Q? 

3.4 Comparison of Q and dH/dt 

In Figure 3.2, the seasonal time series of Q is compared with dH/dt for two areas: 

subareas 12 (on the shelf) and 33 (on the slope). I have also plotted the estimated error 
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Figure 3.1: Map of Q [Isemer and Hasse, 1987] showing its annual mean and am
plitude in W m~2. Input data are plotted in small print. The contour interval is 
20 W m~2. 



40 

:* 
1 

am 

t 
X 
m 

E 
A3 

ft 

300 

200 

100 

0 

-100 

-200 

-300 

-400 

-500 

/ / 

(a) SHELF • 

— i — , 

r l \ ^ff/at 

SUBAREA 12 

• 

4 6 

Month 
10 12 

Figure 3.2: The comparison of the seasonal Q and dH/dt for the shelf and slope 
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associated with dH/dt - two standard deviations, approximating a 95% confidence 

interval, are also plotted in the figure. The error was estimated as described in 

section 2.4.1 of Chapter 2. Both terms have their maximum in June and minimum 

in December. On the Scotian Shelf, the spatial averaged Q accounts for about 85% 

of the seasonal variation of the dH/dt. For the slope region (Figure 3.2b), dH/dt is 

higher than Q. About 87% of the spatial averaged dH/dt may be explained by the 

seasonal Q. The mechanisms that may be responsible for the discrepancies between 

dH/dt and Q for both shelf and slope regions will be discussed when the heat budget 

are balanced. 

In order to give a spatial overview of how much of dH/dt can be accounted for 

by Q, I have compared the annual amplitude of dH/dt and Q in Figure 3.3a and b 

(The amplitudes and phases of the two terms are listed in Table B.l of Appendix 

B). Again, on the shelf, the two amplitudes compare fairly well, with values ranging 

between 200 and 240 W m~2. Over the slope region, dH/dt has a larger amplitude 

than on the shelf, with values greater than 240 W m~2. 

To show the imbalance between dH/dt and Q, I have computed the difference, 

(dH/dt — Q), hereafter referred to as the residual, for the study region. The maps of 

the monthly residual are shown in Figures B.l, B.2 and B.3, and their values listed 

in Table B.2 of Appendix B. In December, a consistent pattern of the residual is 

observed throughout the study region. In this month, the residual is negative, that 

is, dH/dt is less than Q. In other months, the residual at any subarea is variable and 

does not have any strong seasonal cycle. 

Figure 3.3c shows the amplitude of dH/dt — Q. The main point from the figure 

is that the amplitude of the residual is less on the shelf than in the slope region and 

in the region around the Laurentian Channel. On the shelf, the amplitude is less 

than 40 W m - 2 whereas on the slope and toward the Laurentian Channel regions the 

amplitude exceeds 100 W m~2. These regions of large amplitude residual are regions 

of known strong horizontal advection. A large magnitude of the residual (allowing for 

error in Q) is attributed to the contribution of other terms like horizontal advection, 



Figure 3.3: Maps showing the amplitudes of dH/dt, Q and dH/dt - Q in W m - 2 

Input data are plotted in small print. The contour interval is 20 W m~2. (Note that 
the values of Q are grouped according to the subareas where the dH/dt is estimated. 
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mixing, upwelling, etc.) to the heat budget of this region. The magnitudes of these 

terms are estimated below. 

3.5 Comparison of I^h{dS/dt) dz and SQ(E - P) 

The E-P data required to estimate the surface flux of salinity are obtained from 

Schmitt et al. [1989]. I have fitted a sinusoid to the seasonal mean values of E-P in 

order to interpolate to monthly values. For the shelf region (subarea 12), the values 

of E-P range from 3.4 x 10"2 m yr_1 in June to 54.0 x 10~2 m yr_1 in December. 

In Figure 3.4, the seasonal variation of the surface flux of salinity S0(E — P) is 

compared with J_h(dS/dt) dz, on the shelf (subarea 12) and over the slope (subarea 

33). h is taken as 75m - the same as in the heat budget. The 95% confidence 

intervals for the local change in the salt content are also plotted on the figure. The 

main feature in the figure is that the magnitude of S0(E — P) is much smaller than 

f\(dS/di) dz in both regions. That means that the local changes in the salinity can 

not be explained by the surface flux of evaporation and precipitation. The imbalance 

between J°h(dS/dt) dz and S0(E — P) will be discussed when other terms in the salt 

budget are estimated. 

In the following subsections, I will show how the different terms in the heat and 

salt equations vary spatially and temporary in the different areas of the study region. 

My goal is to balance the heat and salt budget within the error bars of dH/dt and Q 

and dS/dt, if possible. I have regrouped the 34 hydrographic subareas (Figure 2.1) 

into 18 subareas. The original subareas are regrouped because from the analyses of the 

temperature and salinity annual harmonics it is observed that the variability in some 

subareas is similar. It is on the basis of the seasonal variability and also topography 

that the regrouping is done. These regrouped subareas (whose number begins with 

A) are shown in Figure 3.5 and their names listed in Table B.3 of Appendix B. Where 

no change has been made to the original subarea, the original name is retained. The 

Q is also regrouped by taking the monthly average of all the 1° x 1° data falling within 
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Figure 3.4: The comparison of the seasonal S0(E - P) and r2h(dS/dt) dz for the 
shelf and slope regions. The vertical lines show the 95% confidence interval for 
£h(ds/dt)dz. 
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Figure 3.5: Map of the study region showing the regrouped subareas. Names of the 
subareas are listed in Table B.3 of Appendix B. 
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each subarea. 

I have selected four subareas for the heat and salt budget: the central mid-shelf 

(subarea A8), central outer shelf (subarea A7), west outer shelf (subarea A10), and 

the central slope (subarea A15). The heat and salt budget of subarea A8 are chosen 

to represent the budget on the shelf while those of subarea A15 represent the slope 

region. Tfeese two subareas will be described in the main text while the budgets of 

subareas A7 and A10 are given in Figures B.4 and B.6 of Appendix B, for comparison. 

3.6 Heat and Salt Flux due to Horizontal Advec

tion 

To estimate the heat and salt flux due to horizontal advection, the total current 

(which comprises the geostrophic and Ekman) are needed. The following subsections 

show how these currents are estimated. 

3.6.1 Estimation of Geostrophic Velocities 

Geostrophic velocity shears are computed using the thermal wind equations: 

dvg g dp 

dz p0f dx 

dug g dp 

(3.4) 

(3.5) 
dz p0f dy 

where ug and vg are the cross-shore and along-shore geostrophic velocities, p is the 

water density and p0 = 1025kg m~3, the reference water density, g is the acceleration 

due to gravity and / the Coriolis parameter. The axis x is normal to the shore 

with x increasing seaward and the y is parallel to the coast with y increasing to the 

northeast, dp/dx and dp/dy for any subarea are computed from the density field of 

the neighbouring subareas. For example, for subarea A8 
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(3.7) 
dy z~ Ay 

where p 7 (for instance) stands for the density for subarea A7. Ax is the cross-

shore distance between the mid-point of subareas A7 and A9 and Ay the along-shore 

distance between the mid-point of subareas A5 and A10. Equations (3.6) and (3.7) 

are computed at z = 0, 10, 20, 30, 50 and 75 m. To compute the absolute velocities, I 

assume a depth of no motion at 100m (which is the average water depth on most part 

of the Shelf) and depth-integrate (3.4) and (3.5) to obtain the absolute geostrophic 

velocities. 

Figure 3.6a shows the seasonal estimates of — vg at z = 0, 20, 50 and 75 m for 

subarea A8. The vg exhibits strong seasonality. At the surface, the velocity has a 

maximum of 6.2 x 10~2 m s_1 in January and a minimum of 0.9 x 10~2 m s_ l in 

July. \vg\ decreases with depth - the annual mean at 0, 20, 50 and 75m depths are 

3.5 x 10 -2, 2.9 x 10~2, 2.0 x 10-2 and 1.0 x 10-2 m s - 1 respectively. The direction 

of the surface velocities is towards the southwest, consistent with the steric height 

distribution shown in chapter 2. The seasonal variation of ug at 0, 20, 50 and 75 

m depths is shown in Figure 3.6b. Note the change in the direction of un, unlike 

vg. In March and June ug flows offshore while in other months the flow direction 

is onshore. The annual mean \ug\ decreases from 0.3 x 10-2 m s - 1 at the surface to 

0.1 x 10~2 m s - 1 at 30 m depth. \ug\ is typically a factor of 10 smaller than \va\. The 

seasonal and depth variation of the geostrophic velocities at subarea A8 is typical of 

other subareas. 

3.6.2 Estimation of Ekman Velocities 

Mean Ekman velocities in the surface Ekman layer were calculated from 

VE = —£-z (3.8) 
phEj 

UE = 4 ^ 7 <3-9) 
phsj 
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Figure 3.6: Seasonal estimates of geostrophic velocities -vg and ug, Ekman velocities 
uE and v£, and upwelling velocities w for the shelf (subarea A8). Note that -vg > 0 
means that the current is moving in the southwestward direction along the Shelf. 
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where rx and ry are cross-shore and along-shore wind stresses and /i# the Ekman 

depth is assumed to be 15 m. The monthly wind stress is estimated from 

T* = p.Al(|ttJ)|uJtt. (3.10) 

T» = , .*( |B a | ) |y l , | t> . (3.11) 

where pa = 1.2 kg m~3 is the air density. | u j is the monthly mean wind speed. 

The overbar refers to a monthly mean. ua and va are cross-shore and along-shore 

wind components. These wind statistics are obtained from COADS (Compreheusive 

Ocean-Atmosphere Data Set). In this formulation, the drag coefficient a varies with 

wind speed according to Large and Pond [1981]: 

_ J 114 

\ 0.49 +0.065 |u 

„ , *.,.-* 4 < luj < 10 ms" 1 , 
I03cd = { '-ol 3.12 

u j i 0 < | u j < 2 6 m s - 1 

The estimated rx at subarea A8 ranges from 1.4 x 10~2 Pa in August to 2.0 x 10~2 Pa 

in November, while ry varies between 2.7 x 10~2 Pa in July and 4.0 x 10~2 Pa in May. 

Substituting the values of TX and Ty into (3.8) and (3.9) gives the Ekman velocities 

UE and VE shown in Figure 3.6c. The cross-shore Ekman velocities are larger in 

magnitude than the along-shore counterparts: UE varies between 1.6 x 10~2m s_1 and 

2.5 x 10 -2 m s - 1 with no seasonal pattern, whereas \VE\ ranges from 1.0 x 10~2 m s"1 

and 1.3 x 10-2 m s -1 . The depth-integrated heat flux due to horizontal advection is 

computed from 

/•o T FIT flTl 
dz (3.13) 

r° r° I dT 
- pcp u • VT dz - -pep / \(ug + UE) -K- + (vg + vE) 

dT 

dy 

In the analysis, UE and VE are assumed to be distributed uniformly over the top 

15 m, the Ekman depth, and zero below. The seasonal estimates of the heat flux 

due to horizontal advection are shown in Figure 3.7a. For the shelf region, it ranges 

from —76 W m~2 in December to 7 W m - 2 in September with an annual mean of 

—40 W m~2. For the slope region, it varies from —257 W m~2 in May to —23 W m - 2 

in January with no obvious seasonality. The annual mean is —80 W m"2. The large 
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fluctuation in the horizontal heat flux on the slope region might be due, in part, to 

the back-and-forth movements of the water masses in this region. 

For the salt budget, the contribution of the horizontal advection varies between 

-49 x 10~7 m s_1 in November and —14 x 10~7 m s~l in March on the shelf. For 

the slope, it is between —161 x 10~7 m s - 1 in May and —23 x 10~r in s_l in August. 

Like the heat budget, the contribution of horizontal advection to the salt budget is 

larger on the slope region than on the shelf. The comparisons of the heat flux due 

to horizontal advection with other terms in the heat and salt budget are shown in 

Figure B.5 of Appendix B. 

3.7 Heat and Salt Flux due to Upwelling 

3.7.1 Estimation of Vertical Velocity 

The vertical water velocity, w, away from the coast has been computed from the 

Ekman upwelling relation: 

-IS)-4(5) 
where the wind stress components (r r , ry) are estimated as described earlier. 

The seasonal variation of the estimated upwelling velocity for subarea A8 is shown 

in Figure 3.6d. The values range from 0.3 xlO~6m s - 1 in September to 1.3xl0~°m s~' 

in May. These values compare favourably with previous estimates [Thompson and 

Hazen, 1983; Isemer and Hasse, 1987], who found that the upwelling velocity is 

generally of the order of 10~6 m s - 1 throughout the year. 

In estimating the heat flux due to upwelling, —pCpf^h. w(dT/dz)dz, I assume that 

the vertical velocity linearly decreases from w at 75 m depth (the depth of seasonal 

signal penetration) to zero at the surface. The upwelling heat flux (Figure 3.8a) 

for the shelf ranges from —7 W m - 2 in November to 9 W m - 2 in February, with an 

annual mean of 1 W rn~2. For the slope, it varies between —5 W m - 2 in November 

and 5W m~2 in May with an annual mean of 1W m - 2 . The contribution of upwelling 
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Figure 3.8: Seasonal estimates of the heat and salt flux due to upwelling, for the shelf 
and slope regions. 
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to the heat budget compared with other terms (Figure B.5) is generally small, < 1% 

of dH/dt on the shelf. 

This analysis indicates that open ocean upwelling may not offer any significant 

contribution to the seasonal temperature variability, in contrast with the ideas of 

Bjerknes [1964] and Lacy [1988] who suggested that upwelling could be an important 

mechanism in changing the sea surface temperature in summer. However, although 

(3.10) applies only to the open ocean, the fact that the open upwelling flux increases 

towards the coast (from the slope to the shelf, see Table B.5b of Appendix B) suggests 

that coastal upwelling could be important near the shore. For a baroclinic case, 

coastal upwelling may be estimated from w = r/pfR0, where T is the wind stress and 

R0 is the internal Rossby radius. Petrie et al. [1987] has, indeed, found that coastal 

upwelling is strong within one internal Rossby radius - about 15 km from the coast. 

The effect of the coastal upwelling is that it changes the heat flux of the shelf region 

(away from the coast) through horizontal advection, via the Ekman flux. 

For the salt budget, the contribution of upwelling (Figure 3.8b) is also small. 

For the shelf and slope region, the upwelling salt flux is between —4 x 10 - r and 

12 x 10 -7 m s _ 1 . 

3.8 Heat and Salt Flux due to Horizontal Mixing 

3.8.1 Estimation of KH from CASP Data 

In order to estimate the heat and salt flux due to horizontal mixing one needs 

KH(KX,KV) which is defined by 

Kx = -'u1T'l(dTldx) and Ky = -WPKdT/dy) (3.15) 

The overbar denotes a monthly mean and the prime a deviation from the monthly 

mean. Kx and Ky are estimated using CASP (Canadian Atlantic Storms Program) 

data. The CASP experiment ran on the Scotian Shelf from November, 1985 to March, 

1986. Figure 3.9a shows the locations where the hydrographic data were obtained 
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while Figure 3.9b presents the water depths where the measurements were taken. 

The CASP data set provides the temperature (T) and current (u,v) used to estimate 

Kx and Ky. In some months and depths, data are not available either due to instru

ments malfunctioning or other problems. The horizontal diffusivities are computed at 

those locations where there are enough data to compute the horizontal temperature 

gradients and u'T' and v'T'. The estimated diffusivities are listed in Table 3.1. 

As shown in the table, the individual estimates of Kx and Ky from (3.15) vary 

widely. In some cases negative or abnormally high values of the K's are obtained. 

To estimate a mean value for Kx and for Ky the following approach was adopted. 

The approach is based on the principal components analysis of u'T' and dT/dx (and 

also of v'T' and dT/dy). This method is particularly useful when both types of 

observation are subject to error. In this method, the values of uT ' and dT/dx 

are first normalized by dividing by their standard deviations and then the principal 

components of the normalized values computed. The procedure is fully described 

by Morrison [1976]. Following Morrison, the first principal component of u'T' and 

dT[dx may be expressed as the linear compound 

Yx = a n u'T' + a12 dT/dx (3.16) 

where the coefficients an and ai2 define the eigenvector corresponding to the largest 

eigenvalue (characteristic root). They are determined from the normalized covariance 

matrix. Figure 3.10 shows the scatter plot of the normalized u'T' and —dT/dx. The 

solid line is the plot of an u'T' against — aX2 dT/dx. The slope of the line gives the 

mean value of Kx. (Although the fit is not very good, it is better than a simple 

regression analysis.) Notice that the line corresponds to the principal axis of u'T' 

and dT/dx. The same procedure was used to determine Ky. From the principal 

components analyses, the following values were obtained: Kx = 679 m2 s_ l , and 

# I, = 546m2s-1. 

The heat flux due to horizontal mixing is then computed as 

dz (3.17) 
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STN # Depth (m) Month u'T' x 10"4 dT/dx x 10~6 Kx 

(° C m s'1) (° C m-1) (mV 1 ) 
S2 18 Nov 25.58 -33.70 85 

Dec 97.63 -24.81 393 
Jan 65.28 -14.81 441 
Feb 97.01 2.22 -4366 
Mar 40.92 9.26 -442 
Apr 43.81 -2.22 1971 

S2 38 Nov 31.69 43.33 -73 
Dec 118.20 -12.59 939 
Jan -27.28 -10.74 -254 
Feb 30.79 30.74 -100 
Mar 7.73 23.33 -33 
Apr -66.99 7.78 861 

STN # Depth (m) Month v'T' x 10"4 dT/dy x 10~6 Ky 

(° C m s-1) (° C nT1) K s " 1 ) 
S2 28 Nov -23.90 -8.46 -282 

Dec -116.33 -3.59 -3241 
Jan 153.86 -7.69 2000 
Feb 164.12 0.26 -64007 
Mar -9.13 1.79 509 
Apr -39.59 -2.31 -1716 

S7 25 Nov 39.15 -0.45 8026 
Dec -143 -10.24 -1396 
Jan 412.02 -10.24 4022 
Feb -85.18 -7.80 4091 
Mar 31.44 0.24 -12890 
Apr -70.97 -12.20 -582 

Table 3.1: Estimates of the horizontal diffusivities Kx and Ky from CASP data. 
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On the shelf (Figure 3.11), the heat flux due to horizontal mixing varies from 

-38 W m~2 in December to 96 W m - 2 in September. On the slope the magnitude of 

the horizontal mixing is larger - it ranges from 28 W m - 2 in February to 258 W m - 2 

in September (see Table B.5 of Appendix B). 

The contribution of the horizontal mixing to the salt budget for the shelf and slope 

regions (Figure 3.11b) shows the same pattern as in the heat budget. The salt flux is 

larger on the slope than on the shelf, ranging from —81 x 10-7 m s - 1 in November to 

22 x I0~7m s_1 in August on the shelf, and 14x 10_7m s_1 in June to 165x 10-7m s - 1 

in January on the slope. The variation of the depth-integrated heat and salt flux due 

to horizontal mixing in both regions does not have any seasonality. 

3.9 Vertical Heat and Salt Flux at z — —h 

The vertical diffusive heat flux, —pcpKv(dT/dz)\_h, at h = 75 m is computed using 

a constant Kv = 10-4 m2s - 1 . This value of the constant vertical diffusivity is usually 

used for the ocean [Yin and Fung, 1991] and it will be shown in Chapter 4 that the 

value is about the best estimate for a constant Ky. The same value of the diffusivity 

is used for estimating the salt flux. Figure 3.12a shows the seasonal estimates of 

the vertical diffusive heat flux for the shelf and slope regions. From January to 

September, there is a flux of heat from the deep ocean into the top 75 m in both 

regions. For the shelf, the values are between 9 W m - 2 in September and 26 W m - 2 

in March. For the slope, the values range from 2 W m - 2 in September to 34 W m - 2 

in January. From November to December, the surface layer looses heat to the deep 

ocean in both regions. Furthermore, in both regions, the estimates show a seasonality 

in the diffusive heat flux. High values are obtained in winter and spring. Compared 

to other terms in the heat budget (Figure B.5, Appendix B), the contribution of the 

diffusive heat flux can not be neglected in the shelf region. 

Figure 3.12b shows the seasonal estimates of the vertical diffusive salt flux at 

75 m, for the shelf and slope regions. The values of the diffusive salt flux range 
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from 19 x 10"7 m s"1 to 39 x 10"7 m s"1 in the shelf region, and 18 x 10~7 m s_1 

to 32 x 10 -7 m s"1 in the slope region. Compared to other terms in the salt budget 

(Figure B.5b, Appendix B), it is clear that the vertical diffusive flux can not be 

neglected in the salt budget of both regions. 

3.10 Balancing the Heat and Salt Budget and its 

Implications 

To balance the heat [salt] budget, the estimate of the term on the left hand side of 

(3.1) [(3.2)] is compared with those terms on the right hand side. 

3.10.1 Annual Mean Heat and Salt Budget 

(a) Heat 

The estimates of the long-term annual mean heat budget for the shelf and slope 

regions are shown in Figure 3.13a and their values listed in Table B.4 of Appendix B. 

The annual mean of dH/dt is clearly zero. For the shelf region (represented by sub-

area A8), the dominant term is horizontal advection. The contribution of horizontal 

advection (—40 W m~2) alone balances the contributions of Q (25 W m"2), horizontal 

mixing (11 W m~2), vertical diffusion of heat from the deep ocean (6 W m~2), and 

upwelling (1 W m - 2) , to within 2 W m -2 . Given the errors in the data, such good 

agreement is probably fortuitous. 

While the main focus of this chapter is to balance the heat budget for the Shelf, 

the heat budget for the Slope region is given for comparison. For the slope region, the 

balance of the mean heat budget is not as good as that on the shelf (Figure 3.13b). 

The imbalance is about 19 W m - 2 . The reason for the imbalance will be discussed 

below. However, the analysis shows that horizontal mixing and advection, with the 

contribution of 144 and — 80 W m~2 respectively, are stronger in the slope region than 

on the shelf. Again, in the slope region, there is a net annual surface heat loss from 
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the ocean (~ —53 W m~2), in contrast to the shelf where there is a net annual surface 

heat gain by the ocean. 

(b) Salt 

The long-term annual mean salt budget for the shelf region (Figure 3.13b), like the 

mean heat budget for the shelf, is well balanced to within ±1 x 10_7m s - 1 . Again, the 

largest contribution (—28 x 10~7m s -1) to the mean salt budget on the shelf comes 

from horizontal advection (as in the mean heat budget). The next important term 

in the mean salt budget is the vertical diffusion of salt. The magnitudes of other 

terms are shown in Table B.6 of Appendix B. For the slope region (Figure 3.13b), 

the imbalance in the mean salt budget is again larger than that of the shelf, similar 

to the mean heat budget. The important information from the salt budget is that 

it confirms the dominant role of the horizontal advection in the annual mean heat 

budget on the Scotian Shelf. 

3.10.2 Seasonal Heat and Salt Budget 

The seasonal estimates of the heat and salt budget are summarized in Figures 3.14 

and 3.15 

This is a polar plot of the amplitude and phase of the terms in (3.1) and (3.2). 

Each term is represented by a segment, the length of which is proportional to the 

amplitude of the term. In the figures the amplitude of dH/dt (and f\(dS/di) dz) is 

represented by line OL. The vector sum of the terms on the right hand side of (3.1) 

(and (3.2)) is represented by line OD. For a perfect balance in the seasonal heat (and 

salt) budget, the points L and D should converge. Where the two points do not meet, 

the distance between them gives the amplitude of the imbalance in the seasonal heat 

(and salt) budget. 
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(a) Seasonal Heat Budget 

For the shelf region (Figure 3.14), the seasonal heat budget is dominated primarily 

by Q and secondarily by horizontal advection. The annual amplitudes of Q and the 

horizontal advection are 202 and 26 W m - 2 respectively. The two terms explain best 

the seasonal heat budget on ihe shelf. Of the 202 W m~2 annual amplitude of dH/dt, 

the amplitude of the vector sum of the two terms accounts for 219 W m~2. The 

inclusion of other terms (upwelling, horizontal mixing and vertical diffusion of heat 

from the deep ocean) does not imnrove the heat budget. The amplitudes and phases 

of the terms in the heat budget are listed in columns 4 and 5, Table B.4 of Appendix 

B. For the slope region (Figure 3.14), the seasonal heat budget is not as good as that 

on the shelf. The reasons for this will be discussed in section 3.10.3 below. 

(b) Seasonal Salt Budget 

The seasonal estimates of the terms in the salt budget for the shelf and slope 

regions are shown in Figure 3.15. The main feature of the budget is that on the shelf 

region (subarea A8), horizontal advection and vertical diffusive flux of salt from the 

deep ocean are important. Horizontal mixing is stronger on the slope than on the 

shelf (see Table B.6, columns 4 and 5, of for the amplitudes and phases of the terms). 

The contribution of evaporation minus precipitation (E-P) is negligible for both the 

shelf and slope. The plots of the seasonal estimates of the terms in the heat and salt 

budget for subareas A7, A8, A10 and A15 are shown in Figures B.4-B.7 of Appendix 

B. The analyses of the heat and salt budget show that the balance in the seasonal 

salt budget is not as good as that of the seasonal heat budget. The reasons for this 

will be discussed below. 

3.10.3 Sources of Error 

Tb.' imbalance (i.e., the left hand side of (3.1) minus its right hand side) for the 

shelf seasonal heat budget is about 15% of dH/dt. The imbalance may be caused 

by different factors, one of which is error in the data (temperature, salinity, Q, etc.) 
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used in the analysis. In many subareas there were very few observations used to form 

the monthly mean. For Emerald Basin, the error in the monthly mean temperature, 

(estimated by s/y/n, where s and n are the sample standard deviation and the number 

of observation) creates an error in dH/dt of about 18 — 50 W m~2. Again, in the 

monthly temperature data, no attempt was made to reduce all the data to the same 

reference time in the month. It is known that the temperature variability within 

a given month can be as high as 5 °C Hence, a monthly mean temperature using 

the data collected in January 1 (for example) will be different from that sampled 

in January 30. Where it is feasible, a proper thing to do might be to use the data 

collected (or interpolated) in the middle of the month, say January 15, as a monthly 

mean. This will reduce the biases in the monthly mean temperatures. In the present 

analyses, it is not possible to do this because the number of observations in a month 

is very few. 

Another important source of error arises from the estimate of Q. As mentioned 

before, Isemer and Hasse [1987]used a polynomial interpolation scheme to interpolate 

Bunker's [1976] original data onto a 1° grid. Although it is difficult to estimate the 

magnitude of this error, it is obvious that the interpolation scheme will introduce 

some error into the data used to estimate Q. 

In addition to error in T, S and Q, the fact that constant Kx, Ky and Kv are 

used in the estimates could introduce another error in the budget. In reality the 

K's vary seasonally. It appears that constant K's could balance the annual mean 

heat budget on the shelf, but they are not good enough to balance the seasonal heat 

budget. For the slope region, it is not surprising that the mean and the seasonal heat 

budget do not balance as well as that of the shelf. In addition to the sources of error 

mentioned above, the values of the Kx and Ky (estimated from CASP) were meant 

for the shelf and not for the slope region. Since the values of the K's vary spatially, 

it is to be expected that the estimates of the heat (and salt) budget on the slope 

using the K's estimated for the shelf will not be as accurate as that of the shelf. It 

is worth mentioning here that it was not possible to estimate the K's for the slope 
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region because data for the slope region are not available. 

For the salt budget, a large source of error is the (E-P) data. As described earlier, 

the monthly (E-P) data were obtained from Schmitt et al.'s [1989] three-monthly 

mean by fitting an annual cycle through it. These data were sufficient for my purpose, 

since the salt budget is taken as control to the heat budget. 

3.10.4 Implications of the Heat Budget 

The fact that the estimates of the terms in the heat budget for the shelf are different 

from those on the slope region clearly shows that the dominant physical processes 

operating on the shelf are different from those on the slope region. Very importantly, it 

is shown that on the Scotian Shelf (where there is a good balance in the heat budget), 

about 85% of the seasonal dH/dt may be accounted for by Q. The close agreement 

between dH/dt and Q encourages the use of a modified one-dimensional heat diffusion 

model on the shelf to study the seasonal variability of the water temperature on the 

Scotian Shelf. The vertical one-dimensional heat diffusion model is modified to include 

horizontal advection and mixing. 

3.11 Summary 

The long term annual mean heat budget on the Scotian Shelf has been balanced 

to within ±2 W m~2. (Such an excellent balance may be fortuitous, given the er

ror in the data.) The main term is horizontal advection, with a contribution of 

about —40 W m~2 (of which alongshore horizontal advection accounts for about 

-27 W m - 2) . The net surface heat flux contributes about 25 W m~2. There is much 

scatter in the estimates of the seasonal heat budget in both the Scotian Shelf and 

slope region. However, for the shelf region, the analysis shows that the best expla

nation of the seasonal heat budget comes from a combination of Q and horizontal 

advection. About 85% of the spatial averaged dH/dt may be explained by Q. Out of 



69 

the 222 W m~2 amplitude of dH/dt, the amplitude of the vectorial sum of Q and hori

zontal advection accounts for 219 W m~2. The inclusion of other processes (upwelling, 

horizontal mixing and vertical diffusion of heat from the deep water) does not improve 

the budget. The amplitude of the imbalance is about 25 W m~2, which is much larger 

than the amplitude of the difference between dH/dt and that of Q — pep J°h u • VTdz. 

The annual mean salt budget on the Scotian Shelf, like the mean heat budget, is 

successfully balanced. The dominant role of horizontal advection that is seen in the 

mean heat budget is again seen in the mean salt budget. 

On the contribution of the vertical one-dimensional processes, the analysis 

shows that about 80% of dH/di may be explained by Q — pcvf®hw(dT/dz) dz — 

Kv(dT/dz)\_h on the Scotian Shelf. This means that to fully describe the sea

sonal temperature variability on the shelf, other processes must be added to the 

one-dimensional heat diffusion model. This leads to the use of a modified vertical 

one-dimensional heat diffusion model to study the evolution of the surface and sub

surface seasonal temperature on the Scotian Shelf. The model is modified to include 

horizontal advection and mixing. Details are described in the next chapter. 



Chapter 4 

ESTIMATION OF VERTICAL 

EDDY DIFFUSIVITY 

4.1 Justification for Using Seasonal Ky{z,t) 

The primary purpose of this chapter is to estimate vertical eddy diffusivity Ky(z,t) 

on time and space scales appropriate for a model to study the seasonal cycle and 

interannual variability of the surface and subsurface temperature structure of the 

top 75 rn of the Northwest Atlantic. An efficient model for the seasonal cycle and 

interannual variability requires temporally averaged inputs. In this thesis, a model 

will be developed that is driven by monthly mean inputs and will be used specifically 

to hindcast the interannual variability in the surface and subsurface temperature. In 

addition to surface forcing, the model also needs monthly mean distributions of the 

eddy diffusivity with water depth and season. 

The main reason for using seasonal eddy diffusivities concerns the unavailability of 

hourly (or even weekly) hydrographic and meteorological data in the study area, that 

could be used in the mixed layer models to simulate the sea surface temperature. 

Mixed layer models [ e.g., Price et. al.,1986, 1987; Gaspar, 1988] have had some 

success in simulating the sea surface temperature. However, these models can not 

be used to simulate the subsurface temperature, which is a major goal of this study. 

70 
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Furthermore, these models require atmospheric forcing terms averaged over a short 

time (hours to days). Therefore, the models can not be applied in the present study 

to investigate the interannual variability, as there are insufficient atmospheric data 

to define the surface forcing in such short time scales, over many years, in the study 

area. 

In the following subsections, a review of some approaches that have been used 

to estimate the vertical eddy diffusivity will be given. This will be followed by a 

presentation of some new methods and discussion of their limitations and advantages. 

It will be shown that the parameterization Kv(z,t) = Ko/(l + aNP) provides an 

effective way of estimating eddy diffusivities in the upper ocean, where the source of 

energy for mixing includes wind stirring and buoyancy flux. 

4.2 Past Parameterizations of Kv 

Munk and Anderson [1948] pointed out that the eddy diffusivity depends on the 

stability of the water column and thus "may vary with time and position". The 

stability of the water column is usually measured in terms of the buoyancy frequency 

J* = -±% (4.1) 
podz 

where g is the acceleration due to gravity, p is the water density and p0 a reference 

water density. 

Munk and Anderson [1948] proposed the following formula for the upper ocean 

K" = j i W «•*> 
where 

/V2 

(du/dz) 

is the gradient Richardson number, du/dz is the vertical current shear and Ko is the 

coefficient of eddy diffusivity when the vertical density gradient is zero, ji and n are 
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constants to be determined. Equation (4.2) requires that when Ri is very high, Kv 

varies as Ri~n. 

Henderson-Sellers [1982] modified (4.2) to the form 

Kv = , K° ,N (4.4) 
(l + 37ifc2) V ' 

He reported that (4.4) agreed well with observations, in the upper ocean. 

Gargett [1984] suggested that in stably stratified regions where mixing is accom

plished by only internal waves, one can parameterize the eddy diffusivity as 

Kv = aoN-1 (4.5) 

where 

Rfto 
ao = — . 

\-R, 
Here Rr is the flux Richardson number and eo is the rate of dissipation of kinetic 

energy. Gargett [1984]suggested that 0.5 < q < 1.0, but for (4.5) to be dimensionally 

consistent q has to be 2. This functional dependence of Ky on N has been found to 

hold in stratified systems such as lakes and fjords [e.g., Jassby and Powell, 1975] and 

partially enclosed seas [e.g., de Young and Pond, 1988]. 

Parameterizations of Ky that are useful to the present study are those that apply 

to the upper ocean which is not always strongly stratified and the energy source for 

mixing is mostly from wind mixing and buoyancy flux. Equation (4.4), which is a 

version of (4.2), is a good choice. But to use (4.4), one needs vertical current shear. 

Although (4.2) and (4.4) have been useful in estimating the eddy diffusivity, it can 

not be applied in a study involving interannual variability (such as the present one), 

since it is very difficult to obtain a time series (for many years, as function of depth) 

of water velocity, that could be used to estimate du/dz. To get over this difficulty, I 

simplify (4.4) to the form 
Kv = K0[l + aNP]-1 (4.6) 
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where a = 37/ (du/dz)p with p = 4 in Henderson-Seller's formulation. Thus du/dz 

is not explicitly represented in the model but it is embodied in a. My task then is to 

estimate the parameters p, Ko and a that produce the "best" values of Kv{z, t)- The 

different approaches used to obtain the best estimate of the parameters are described 

below. 

4.3 New Methods of Estimating Kv{z,t) 

Based on the heat budget for the outer Scotian Shelf [Umoh and Thompson, 1990], I 

assume 

where T(z,t) is a heat source/sink term that represents the small net contribution 

from horizontal advection, upwelling and mixing to the temperature equation. (Recall 

from Chapter 3 that f\V(z,t)dz is about 15% of the depth-integrated seasonal heat 

budget). Notice that (4.7) is a one-dimensional temperature diffusion equation that 

has been modified to include the imbalance between the dH[dt and Q— KvdT/dz\_h. 

Three methods of estimating Kv(z,t) will be described. The methods depend 

on how T(z,t) is represented in (4.7). In the first method, Kv(z, t) is obtained by 

prescribing a functional form for V(z,t). In the second method, Kv(z,t) is computed 

by minimizing f^T(z,t) dz. In the third method, Kv is estimated by distributing 

f°hT(z,t) dz obtained from the heat budget with depth, and minimizing the error 

between the observed and the predicted temperature. The third method is. also modi

fied to estimate the best constant Kv. It will be shown that the Kv(z, t) from the last 

two methods produce the best T(z,t), although all three methods give qualitatively 

similar results. 
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4.3.1 Method 1: Estimation of Kv(z, t) with a Simple Heat 

Source/Sink 

Assume that the heat source/sink, T(z,t), can be written as 

r(*,<)-=C(*b(0 

Then (4.7) becomes 

dT - d
 (K Tt-~dz [Kv 

dT' 

dz t 
+ C(*)7(<) 

Depth-integrating (4.9) from z = —h to z: 

dT d_ " 
dt 

Taking z = 0 in (4.10) gives 

dT 

-h 

d f 
J-h 

Q Tdz = — + 
at J-h pcp 

r° dT 

-h 

From (4.11) one obtains 

7(0 = To 
1 

i-hCdz[ 

Substituting (4.12) into (4.10) one has 

Q_ d f° „ , 1 k d 
[pcp 

at J-h pcv oz -k. 

KvTz •d\I-h
TdzV+diLTdz+{1-^Kv dr 

dz -h 

where 

c L< dz 

s — rO 

IJ dz 

(4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 

From the seasonal heat budget of Chapter 3, the last term on the RHS of (4.13) is 

about 24% of the second term on the RHS (see Figure 3.14 of Chapter 3), compared 

with the first term on the RHS, which is about 80% of the second term. Based on the 
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heat budget, the last term on the RHS of (4.13) is therefore neglected. From (4.i3) 

the diffusivity may then be expressed as 

_Q__ d 
v t- *\- lpCP IK J-h J " "l J-h , . „ , 
Kv(z,t) = — (4.15) 

_2__ 
pcp -#£T* 

dT 
dz 

<-+&LTdz 

z 

In the computation, I assume £ oc ezt", and hence 

ez/s _ e-h/e 
<•= ! _ . - * / < . ( 4 - 1 6 ) 

Notice in (4.13) that if the net surface flux equals the local rates of heat storage 

(i.e. Q = pcpd/dt f_hTdz), the source term T(z,t) is zero. The role of the term pro

portional to C in (4.15) is to distribute the imbalance with depth. In this method, it 

is worth stressing that Ky(z,i) is computed directly from the data, with no assump

tions made about its functional form. This method is similar to that of de Young 

and Pond [1988], but has been modified to take account of the imbalance in the 

one-dimensional temperature equation that may be caused by horizontal advection, 

upwelling and mixing. 

Throughout this chapter, the vertical diffusivities are computed at depths of 5, 

15, 25, 40 and 62.5 m which are the mid-depths of 0, 10, 20, 30, 50, 75 m where the 

temperature and salinity data are collected. 

The monthly estimates of the Kv(z,t) for subareas A7 and A8 are shown in 

Table 4.1 for S = 30 m. The results show both seasonal and depth variations in 

Ky(z,t). Figure 4.1a shows the seasonal variation of Kv at 15 m and 62.5 m depths, 

for subarea A8. The diffusivity is greater in winter than in summer. At 15 m depth 

(subarea A8), a value of 16.4 x 10~4 m2 s - 1 is obtained in February whereas it is 

0.2 x 10"4 m2 s_1 in August. The diffusivities also vary with depth; in January Kv 

decreases from 21.8 x 10~4 m2 s - 1 at 15 m depth to 0.2 x 10"4 m2 s~l at 40 m depth. 

Figure 4.1b shows the plot of Kv versus N2, for subarea A8. Large values of N2 are 

associated with low Ky, and vice versa, but the large scatter in the plot makes it 

difficult to establish a precise relationship between the Ky and N2. 
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(a) Subarea A7 

Depth (m) Jan 
5 -9.9 
15 68.0 
25 13.7 
40 0.9 
62.5 -0.6 

(b) Subarea A8 

Depth (m) Jan 

Feb 
80.3 
10.1 
7.6 
1.4 
-0.4 

Feb 

Mar 
-4.9 
-6.6 
-4.3 
-1.7 
-1.1 

Mar 

Apr 
5.7 
12.8 
91.8 
-72.9 
-1.7 

Apr 

May 
7.5 
3.7 
4.5 
1.6 
-3.1 

May 

Jun 
5.2 
1.3 
0.7 
0.2 
1.4 

Jun 

Jul 
3.1 
0.7 
0.4 
1.0 
-2.7 

Jul 

Aug 
1.9 
0.5 
0.5 
0.7 
-0.6 

Aug 

Sep 
2.7 
1.0 
0.4 
0.1 
-1.8 

Sep 

Oct 
-1.9 
1.7 
1.2 
0.7 
0.8 

Oct 

Nov 
-11.1 
-11.0 
10.2 
2.7 
6.4 

Nov 

Dec 
-4.5 
8.0 
9.9 
2.4 
20.9 

Dec 
76.1 15.2 2.8 6.7 18.3 13.0 1.6 1.5 1.6 -25.0 8.4 -8.5 

15 
25 
40 
62.5 

21.8 
11.6 
0.2 
-2.4 

Table 4.1: 

15.5 -7.0 13.8 3.5 
8.1 -2.2 69.8 2.0 
4.4 -1.6 16.9 0.8 
1.4 -1.3 -1.0 0.1 

Estimates of Kv(z,t) in 

1.0 0.8 0.4 0.4 1.4 
0.7 0.8 0.5 0.0 0.1 
0.5 2.2 1.5 -0.7 -0.2 
-0.5 -7.7 -7.0 7.5 -14.7 

xl0-4m2s"1 from Method 1. 

20.3 
27.8 
1.3 
1.4 

19.5 
3.3 
6.3 
8.1 



(a) Seasonal variation of K v at 15 m and 62.5 m depths 
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Figure 4.1: Variation of Ky(z,t) in xlO 4 m2s l with (a) season and (b) depth from 
Method 1 for subarea A8. 
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This method works well (by producing positive K'vs ) provided the vertical tem

perature gradient is strong, as expected from (4.15). Where the t c ,perature gra

dient is weak, unphysical values of Kv(z,t) (negative and abnormally high values) 

are obtained. To eliminate this problem, two new methods of estimating the eddy 

diffusivities are now presented. 

4.3.2 Method 2: Estimation of Kv(z, t) = A'o (1 + aNP)~l by 

Minimizing the Imbalance in the Heat Budget 

Depth-integrating (4.7) from some depth z to the surface gives 

O d r° dT r° 

^-mlTd^K"mrlT{zJ)dz (4,7) 

Equation (4.17) states that the difference between the net surface heat flux and local 

changes in the depth-integrated temperature between some depth z and the surface is 

equal to the difference between the vertical diffusive flux at z and the depth-integrated 

source-, ink term. 

The next step is to substitute (4.6), my assumed expression for Ky(z,t) into (4.17) 

to obtain 

^--l[°Tdz = K0(l+aNP)'1^ -l°Tdz (4.18) 
pcp dtJz v ' dz z Jz 

For convenience, let 

x =(i + aNPy1 f 

and 

[0 

e = - / Tdz 

Then (4.18) can simply be written as 

Y = K0X + e (4.19) 
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(a) p = 2 

Subarea K0 x 10~4 (m2 s~l) acxlQ4s2 R2 

A7 2.0 0.25 0.32 
A8 21.0 5.50 0.32 

(b) p = 4 

Subarea A'0 x 10~4 (m2 s"1) q c x l 0 4 s 8 W 
A7 1.5 170.00 0.32 
A8 1.7 330.00 0.25 

Fable 4.2: Variation of A'o and ac for p = 2 and 4 from Method 2, at subareas A7 
and A 8 

N is computed from the density field and thus X and Y are known from observations, 

at six depths for each month of the year, if we fix a and p. Thus one can treat 

(4.19) as a simple regression model. For a fixed p, Ko and ac are determined by 

using a least squares method to minimize e. Physically, minimum e corresponds 

to the smallest value of / ° T dz (i.e. advection, upwelling and mixing) that must 

be added to the vertical one-dimensional heat diffusive processes to account for the 

temperature variability. An estimate of the model fit is expressf"! by the square 

correlation coefficient 

J2 _ L~i J t R=f^ (4-20) 

when 

Y = K0X 

The best estimates of Ko, a and p are those which give maximum R2. The critical 

value of a, that results in maximum R2, is referred to as ac (Figure 4.2a). 

Results for Method 2 

(i) Variation of Ko with ac 

Table 4.2 shows the estimates of K0 and ac, for p = 2 and 4, and their correspond-
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Figure 4.2: (a) A plot of R2 versus a for p = 2 at subarea A8, showing how ac is 
obtcined. (b) A typical plot of Ko against a for p = 2, indicating that Ko and a 
covary. 
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Depth (m) 
5 
15 
25 
40 
62.5 

Jan 
2.2 
3.7 
3.5 
2.3 
1.6 

Feb 
5.8 
3.4 
3.0 
2.9 
1.4 

Mar 
2.0 
4.0 
3.3 
2.8 
2.0 

Apr 
2.9 
2.8 
2.0 
2.1 
2.0 

May 
3.4 
1.4 
1.4 
2.0 
2.0 

Jun 
13.4 
0.6 
0.7 
1.4 
1.8 

Jul 
0.6 
0.4 
0.5 
1.0 
1.6 

Aug 
0.6 
0.2 
0.5 
1.4 
2.0 

Sep 
1.1 
0.4 
0.3 
0.9 
1.9 

Oct 
2.1 
2.8 
0.4 
0.5 
1.4 

Nov 
8.5 
3.3 
2.2 
0.7 
0.9 

Dec 
2.2 
4.6 
3.7 
1.3 
0.9 

Table 4.3: Estimates of Kv(z, t) = K0 ( l + aN2) in 10"4 m2 s'1 from Method 2 

at subarea A8. A'o = 21.0 x 10 - 4 m2 s_ 1 and ac = 5.50 x 104 s2. 

ing R2, for subareas A7 and A8. For subarea A8, the estimate of the parameters for 

p = 2 has a larger correlation coefficient R? than for p = 4. For subarea A7, R2 for 

p — 2 and 4 are the same. Figure 4.2b shows a typical relationship between Ko and 

ac, for p = 2 (subarea A8). The main point from the figure is that Ko and ac covary; 

thus a large value of A'o can be compensated by a large value of atc to produce the 

same diffusivity. 

(ii) Dependence of Ky on N2 

Figure 4.3a shows the seasonal variation of N2 with depths, for subarea A8. The 

values of the Ky(z,t) estimated for p = 2 are presented in Table 4.3. Figure 4.3b 

shows the plot of Kv against N2 for all depths (5, 15. 25, 40 and 62.5 m) and seasons, 

for subarea A8. The Kv ranges from 0.2 x l O ^ m V 1 to 13.4 x 10 - 4 m 2 s _ 1 . The points 

corresponding to February and August, at 5 m depth, are marked for comparison. 

At 5m depth, for example, the buoyancy frequency is smaller in February than in 

August and hence the eddy diffusivity is larger in February than in August. 

(Hi) Predicted Temperature using the Ky(z, t) 

To assess the performance of the model, I have shown in Figure 4.4b, the predicted 

surface and subsurface temperature structure using the Ky estimated for p = 2 from 

Method 2. I have also presented the observed temperature structure (Figure 4.4a) 

for comparison. Notice the weak temperature gradient in winter and the strong one 

in summer, in both the predicted and the observed temperature structure. Though 
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Figure 4.4: The comparison between (a) observed T(z,t) and (b) predicted T(z,t) 

from Kv(z, t) = A'o/ (l + <*N2) in Method 2. 
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the model slightly underestimates the surface temperature in summer, on the whole 

the model temperature compares well with observations. 

4.3.3 Method 3: Estimation of Kv(z, t) = 7v0(l + aNP)~] by 

Minimizing Temperature Error 

In this method, (4.7) is still used. It is similar to Method 2 in that 3 free parameters 

- Ko, a and p - are used. This method differs from the last method, essentially, in 

what is minimized. In Method 2, fz T(z, t) dz is minimized by least squares. In this 

method, the error between the observed and the predicted temperature is minimized. 

As in the first method, I prescribe a functional form which distributes V(z,t) with 

depth as 
' d 

IW)-=C. , 1 dz h ny-^-
at J-h pcp dz T 

J-h 
-hi 

where 

c . = C(*> 

(4.21) 

(4.22) 
I°-h(dz 

and ( = c0e
z'", as in the first method. 8 is estimated from the vertical correlation 

scale of the seasonal temperature profile. That is, I computed the correlation coeffi

cient, R. between the seasonal temperature at depth z (from 0 to 75 m). From the 

plot of R = r0e
z/° against z, 8 is estimated. In the following analysis, 8 = 30 m is 

used. Thus (4.21) provides a way of distributing the imbalance in the seasonal heat 

budget with depth. 

As in the second method, I assume that Kv(z,t) v> related to the buoyancy fre

quency N according to (4.6). Substituting this expression of Ky(z,t) and into the 

original equation (4.7), we have 

_ i ffv" 
Ko(l + aNP) - ^ + r ( * , 0 (4-23) 

dT 
dt 

d_ 
dz 
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(a) Determination of Ko, ct and p 

The details on the development sf the modified one-dimensional heat diffusion 

model and how the parameters are determined are given in section C.l of Appendix 

C. Briefly, the following steps are taken: 

Step 1: Write (4.23) in finite difference form, using the Crank-Nicholson finite 

difference scheme. The Crank-Nicholson scheme is second-order accurate in both 

space and time, and stable for arbitrarily large time steps [Press et al., 1986]. The 

model is forced at the surface with the net surface heat flux and at z = —h with the 

observed temperature. The finite differencing scheme reduces to a matrix equation 

of the form 

A n + 1 T n + 1 = B n 2 : n + £ n (4.24) 

where n is a time index. In (4.24) bold face letters refer to matrices and the underlined 

letters to vectors. The matrix B n contains the values of Nv and a at the depths 5, 

15, 25, 40, and 62.5m, at time step n, while the matrix A n "• contains the values at 

time step n + 1. The sixth depth is the boundary condition. The dimension of both 

matrices is 6 x 6. The vector F n contains information on the boundary condition at 

the surface (Q) and at z = — h together with V, at time step n, and has dimension 

6 x 1 . 

Step 2: Choose a value of p, say 2. For that value of p, I then select a and A'o 

and compute A'u according to (4.6). 

Step 3: Use the computed Ky and solve the matrix equation (4.24) for T. This 

involves running the model for a long enough time to ensure that the predicted tem

peratures T reach a periodic steady state. 

Step 4: Compute the root mean square error, E(p,a,K0), between the observed 

temperature T and the predicted temperature T over all depths and time, using the 

formula 

E(p,a,K0) = 
\ 

nZZ{T-f) (4.25) 
M t 2 

where M = 5 x 12 is the total number of temperature points through depth and over 

one year. The above steps are repeated for different a and A'o until a minimum E 
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p A0(m
2
3-') ctc x 106 E(°C) 

1 0.2400 0.12 1.33 

2 0.9000 20.00 0.81 
4 0.0006 20.00 1.00 

p A o K s - 1 ) "c xlO6 g(°C) 
1 0.2000 0.12 1.79 
2 0.5500 14.00 1.08 
4 0.0006 20.00 1.17 

"p~"Ao(m2s-1) a c 7 l 0 6 E(°C) 
2 0.9000 20.00 1.22 
4 0.0009 30.00 1.30 

Table 4.4: Estimates of E(a,Ko) for p - 1, 2, and 4, at subareas A7, A8 and A15. 
The units of ac for p = 1, 2 and 4 are s^. 

is found. The value of a, referred to as ac (as before), and the corresponding value 

of A'o for a chosen p, that give the minimum E(a,Ko) are then taken to be the best 

estimates used to compute Ky(z,t). 

(b) Results for Method 3 

(i) Estimates of E(p,a, Ko) for p = I, 2 and 4 

I have determined the minimum E(p,a,Ko) for p = 1, 2 and 4 for subareas A7, 

A8 and A15. The results are summarized in Table 4.4. For subarea A7, when p = 2, 

the value of E(p,a,Ko) = 0.81°C is obtained, compared with E(p,a, Ko) ~ 1.00°6' 

and 1.33°C when p = 4 and 1 respectively. A careful look at Table 4.4 reveals that 

the optimum p is in the range 2 < p < 4. A typical contour of E(p,a,K0) for 

p = 2, (subarea A7), is displayed in Figure 4.5. The lines show constant E. The 

minimum error is indicated as J? in the figure. The figure clearly shows that Ko and 

(a) Subarea A7 

(b) Subarea A8 

(c) Subarea A15 
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Contour lines of E in °C for p = 2 for subarea A7. 

Figure 4.5: A plot showing lines of constant E(a,Ko) for fixed p. Note that A'o 
and a covary, and that there are combinations of A'o and a that can give the similar 
E(p,a, A'o). 
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Depth (m) 
5 
15 
25 
40 
62.5 

Jan 
2.6 
4.7 
4.4 
2.7 
1.8 

Feb 
8.0 
4.2 
3.7 
3.5 
1.5 

Mar 
2.3 
5.1 
4.1 
3.4 
2.4 

Apr 
3.6 
3.4 
2.3 
2.4 
2.3 

May 
4.2 
1.6 
1.6 
2.3 
2.3 

Jun 
38.0 
0.7 
0.8 
1.6 
2.0 

Jul 
0.7 
0.4 
0.5 
1.1 
1.9 

Aug 
0.7 
0.2 
0.6 
1.6 
2.4 

Sep 
1.2 
0.4 
0.3 
0.9 
2.3 

Oct 
2.5 
3.3 
0.5 
0.6 
1.6 

Nov 
14.7 
4.1 
2.6 
0.8 
1.0 

Dec 
2.6 
6.1 
4.6 
1.4 
1.0 

Table 4.5: Estimates of Kv(z,t) = A'o ( l + aN2) ' in 10"4 m2 a"1 from Method 3 

at subarea A8. A'o = 0.55 m2 s~x and ctc = 1.4 x 107 s2. 

a covary, and that there are combinations of a and Ao that can give almost the same 

£ ( p , a , A ' 0 ) . For aW » 1, Ky « (K0/a)N~P. Thus, although there arc 3 free 

parameters, practically the model depends on the two parameters: p and Ko/a. A 

comparison of Ko/a for Methods 2 and 3 is given in section 4.4. 

(it) Dependence of Ky on N2 

The estimated Ky(z,t) for p = 2 is shown in Table 4.5. The diffusivities vary 

both seasonally and with depth. At 15 m depth, the eddy diffusivity increases from 

a minimum of 0.2 x 10~4 m2 s - 1 in August to a maximum of 6.1 x 10 - 4 m2 s _ l in 

December. In February, the diffusivity decreases with depth, from 8.2 x 10~4 m2 s_ 1 

at 5 m to 1.5 x 10~4 m2 s - 1 at 62.5 m depth. 

The variation of Kv with N2 for subarea A8 is presented in Figure 4.6a. 

Figure 4.6b shows the plot of Ky versus N2 for subareas A7, A8 and A15. The 

estimates of the diffusivities in the three areas are similar. 

(Hi) Predicted Surface and Subsurface Temperature from the Model 

The predicted temperature structure using the seasonal varying diffusivities 

Ky(z,t) = A'o (l + ctN2)~ for subarea A8 is shown in Figure 4.7c. In September, 

the predicted surface temperature is 16.8°C compared with the observed temperature 

of 16.7°C. In January, the predicted temperature at 10 m depth is 1.5°C whereas 

the observed is 1.8°C. The model, however, slightly overestimates the sea surface 

temperature in August. On the whole, the standard deviation of the error (E) is 
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Figure 4.6: Dependence of Kv on AT2 at (a) subarea A8 and (b) subareas A7, A8 and 
A15, from Method 3. 
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Figure 4.7: The comparison between (a) observed T(z,t), (b) predicted T(z,t) from 
a constant Ky = 1.2 x 10"4 m2 s~\ and (c) predicted T(z,t) from A'0/ (l + aN*) 
from Method 3 



91 

1.08°(7. One advantage of this method of estimating the diffusivity is that it provides 

h. direct measure of, and indeed the minimum, error associated with the predicted 

temperature. 

The E(p,ct,Ko) is comparable to the error in the temperature data. The error 

in the observed monthly temperature is estimated as s/y/n, where s and n are the 

standard deviation and the number of observations in a month. In some months, 

s — 2.6°C, n = 7, giving an error in the temperature data of abort 1 °C. Comparing 

the error in *he temperature data used and the estimated E(p,a,Ko), we see that 

overall the model does as well as can be expected. 

(c) Estimation of a Constant Ky 

An objective method of estimating the best constant Ky is to determine that value 

of Ky that gives the minimum root mean square error, E, between the observed and 

the predicted temperature, for all depths and time. By setting a = 0, the best 

constant Ky is obtained by simply prescribing a value for A'o and determining the 

corresponding ^rror E. The best estimate of constant Ky is the Ao with the least E. 

Figure 4.8 shows the plot of E against Ao. The minimumE = 3.11°C corresponds to 

a constant Ky = 1.2 x 10 - 4 m2 s_ 1 . For comparison, recall that for a seasonal varying 

Kv(z,t), a much lower value of E(p,a,Ko) = l.0?°C was obtained. 

The water temperature profile predicted by substituting a constant Ky = 1.2 x 

10~4 m2 s~x into (4.7) is shown in Figure 4.7b. The constant diffusivity reproduces 

the overall shape of the temperature structure, with a minimum in winter and a 

maximum in summer. The comparison between the predicted temperature and ob

servation (Figure 4.7a) shows that the constant diffusivity grossly underestimates the 

temperature. For example, in February, the observed surface temperature is 1.8°C 

while the predicted is — 5.2°C. In August, the observed surface temperature is 16.7°C 

whereas the constant diffusivity gives 12.2°C. 
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Ko (cm 2 s - 1 ) 

Figure 4.8: A plot of the error E against A'o, showing how the best estimate of the 
constant diffusivity is obtained. In the figure, the minimum E = 3.11°C corresponds 
to the best estimate of A'o = 1.2 x 10~4 m2 s'1. 
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4.4 Comparison of the Three Methods and Con

clusions 

Method 1 depends strongly on the vertical temperature gradient in the water column 

and works well when the temperature gradient is strong. When the temperature 

gradient is weak, the method breaks down, resulting in unrealistic and negative dif

fusivities. Negative diffusivity has the effect of accentuating the vertical temperature 

gradient, instead of smoothing the gradient as it is supposed to do. This has serious 

consequences [Hansen et al., 1985; Yin and Fung, 1991 ], one of which is that the 

negative diffusivity produces high temperature and model instabilities when there 

should be none. 

Methods 2 and 3, fortunately, overcome the problems of negative diffusivities. 

In the two methods, the diffusivities have been estimated for different values of the 

exponent (p) of the buoyancy frequency (N). The comparison between the functional 

dependence of Kv(z, t) on N2 estimated from Methods 2 and 3 (Figure 4.9) for subarea 

A8, shows that the two methods are very similar: they only differ in the quantity being 

minimized. In fact, in the two methods, the ratio Ko/a. is essentially the same - about 

3.8 x 10~8 - showing that the results from the two methods are quite robust. Again 

the comparison of the predicted temperature from the two methods (Figure 4.10) 

indicates that the Ky(z,t) estimated from Method 2 underestimates the sea surface 

temperature in summer. The Ky(z, i) from Method 3 slightly overestimates the sea 

surface temperature in August. Generally, the temperature structure produced by 

Ky(z, t) in Method 3 agrees best with observation as expected. 

The predicted temperature structure from the best estimated constant Ky is gen

erally lower than observations, with the difference between the observed and the 

predicted temperature as high as 6 °C, at the surface, in August. The poor perfor

mance of the constant diffusivity in the model points to the importance of allowing 

the diffusivity to vary with depths and season. 

On the numerical diffusivity in the model, it is shown in section C.2 of Appendix C 
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Figure 4.9: The comparison between the variation of Ky with N2 in Method 2 (broken 
line) and Method 3 (solid line) for subarea A8. 
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from the different models at (a) the surface and (b) 50 m depth. 
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that the maximum numerical diffusivity, for a time scale of 1 month and a space scale 

of about 10 m, is about 10% of the expected Ky. Thus the effect of the numerical 

diffusivity is small and is not expected to alter significantly the results from the model. 

Based on how well the estimated diffusivity reproduces the observed temperature, 

Methods 2 and 3 are chosen. The important point from the above analyses is that the 

best methods of estimating Ky(z,t) are those (Methods 2 and 3) in which ths Ky(z, t) 

depends on Np. Again, because Method 3 has the added advantage of providing the 

minimum uncertainty, E(p,a,Ko), in the model temperature structure, 1 conclude 

that the parameterization 

from Method 3, provides the best estimates of the diffusivities, on seasonal time 

scales, for the top 75 m of the water column for subarea A8, where 2 < p < 4. This 

method of estimating the eddy diffusivities has a further advantage in that it does not 

explicitly depend on velocity data, which is often difficult and expensive to obtain. 

These diffusivities will be used to study the origin of the cold intermediate layer, in 

the next chapter. 



Chapter 5 

THE ORIGIN OF THE COLD 

INTERMEDIATE LAYER 

5.1 Overview of the Water Temperature Struc

ture 

One prominent feature of the temperature structure on the Scotian Shelf is a cold 

intermediate layer (CIL). Figure 5.1 shows a CIL for subarea 12 (mid-shelf). Between 

50 and 100 m depth, the temperature of the CIL for subarea 12 varies from 2.6°C in 

May to 3.9°C in July. The temperature difference between the CIL at 50 m depth 

and the water at the 30 m level (above the CIL) is about 5.4°C in September. 

The distribution of the CIL in space and time is listed in Tables D.l and D.2 of 

Appendix D. For ease of expression, let me define the temperature difference between 

the CIL and the adjacent level above or below the CIL as the CIL index (CILI). The 

upper CILI, therefore, refers to the temperature difference between the CIL and that 

of the adjacent upper level while the lower CILI denotes the temperature difference 

between the CIL and the adjacent lower level. (The levels in which the temperature 

data are recorded are 0, 10, 20, 30, 50, 75, 100, 125, 150, 200 m, etc.) Generally, 

the larger the CILI, the more well defined the CIL becomes. The tables show the 

! 
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Figure 5.1: Location of the cold intermediate layer (CIL) for subarea 12. Shown 
the contour lines in °C of the monthly temperature variation with depth. 
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depth and month where the CIL is observed for the 34 subareas (see Figure 2.1) of 

the study region. Also included in the tables are the upper and lower CILI. The 

important point from the table is that on the Scotian Shelf, well defined CILs (with 

CILI of about 2°C) are observed from April to September (Figure 5.2a), between 50 

and 100 m water depth (Figure 5.2b). 

The discussion on the origin of the CIL was initially put forward by Hachey [1938]. 

He observed the CIL in a temperature distribution obtained in a cruise carried out 

in February and June of 1938, on the Scotian Shelf. In an effort to explain the 

origin of the CIL, Hachey plotted the T-S characteristics of the water in February 

and in June. From the February T-S diagrams, he inferred that the water on the 

Scotian Shelf is a mixture of two water masses: cold water from the Gulf of St. 

Lawrence/Labrador current and warm slope water [Gatien, 1976]. He also estimated 

the alongshore volume transport in February and in June. His estimates showed 

that the alongshore volume transport in February was about twice that in June. He 

concluded that the CIL "is therefore the result of the volume transport of water". 

The recent estimates of the alongshore volume transport by Drinkwater et al. [1979] 

confirm Hachey's finding that the largest volume transport through the Scotian Shelf 

occurs in winter. Drinkwater et al. 's estimate of the mean geostrophic transport 

(about 0.35 x 106 m3s_1 ) for the mid-shelf is comparable to that of Brown and Irish 

[1992] for the Gulf of Maine. The CIL is not limited to the Scotian Shelf; it has been 

observed on the Labrador and Northeast Newfoundland Shelves [Petrie et al., 1988] 

and also in the Gulf of Maine [Brown and Beardsley, 1978]. 

The goal of this chapter is to determine how the CIL is formed. Two possible 

mechanisms that can form the CIL are local heating, from above and below, and 

horizontal advection. To study the formation of the CIL, I have used my simple 

model that incorporates the seasonal distribution of the vertical eddy diffusivity with 

depth, estimated in Chapter 4. The model is used to assess the role of horizontal 

advection and local heating in the formation of the CIL. It will be shown that the 

CIL forms from a combination of horizontal advection of cold water into the region 
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Figure 5.2: Monthly and depth distribution of the CIL on the Scotian Shelf, (a) 
shows the number of CILs observed for a given month, in the 34 subareas while (b) 
shows the number of CILs observed at a given depth, in the 34 subareas. 
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(as was suggested by Hachey [1938]), and local heating from the surface and from 

below the CIL. 

5.2 Conditions Necessary to Form a CIL 

As shown in Figure 2.3a of Chapter 2, an important feature of the long term mean 

temperature profile on the Scotian Shelf is a CIL at about 50 m depth, between April 

and September. This layer is referred to, in this study, as the permanent CIL. It is 

important to distinguish the formation of the permanent CIL from that of a transient 

CIL. A combination of factors can produce a transient CIL, some of which include 

the passage of a cold parcel of water at intermediate depth, and the combined effect 

of summertime surface warming and deep advection of warm water. In the following 

discussion, attention is focussed on a permanent CIL with a constant K*i. From a 

simple physical reasoning, a permanent CIL requires 

-r- > 0 Z = 0 (5.1) 
dz 

Kv-T- < 0 z = -h (5.2) 
dz 

where the overbar denotes long term mean. However, for the CIL to be maintained 

there must be an additional cold water. This is readily seen by taking the time average 

of 

/

° O 8T ro 

Tdz = -¥--Kv^r- + / T(z,t)dz (5.3) 
•h pcp dz _h J-h ' 

dt J-h " pcp 

which gives 

dT 
KvTz PC J-h 

Q_ rO 

-h P<h> J-h 

Assuming that KvdT/dz\_k is constant through time, consistent with observations, 

it is clear that the conditions for the formation and maintenance of a permanent CIL 
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are 

Q > 0 (5.5) 

and 

[°Tdz<—Q- (5.6) 
J-h pCp 

Physically, (5.6) means that for the Scotian Shelf, there must be cold water (T) 

advected or mixed into the area, otherwise, local heating from the surface and from the 

deep ocean will just warm up the whole upper layer. These conditions arc illustrated 

in Figure 5.3a. The arrow shows the direction of the heat flux. The broken line in the 

figure shows a situation in which Q < 0, that is, the heat flux is out of the ocean - a 

situation often found in winter. Even though there is heat flux from the deep ocean, 

it is clear that such a case cannot develop a CIL. Figure 5.3b illustrates a situation in 

which the heat flux at —h is directed into the deep ocean: even when the net surface 

heat flux is directed into the ocean, it is clear that a CIL can not form. Therefore, it 

is clear from this simple discussion that one needs local heating from the surface and 

from the deep ocean, as well as cold horizontal advection. In other words, if there is 

heating from above and below, then horizontal advection of cold water is required to 

form the CIL. 

5.3 Predicted Surface and Subsurface Tempera

ture From the Model 

The model is the one-dimensional diffusion equation 

dT d / dT\ _, . , , 

Tt=Yz\!<virz)+™ (5J) 

r is the net contribution of horizontal advection, upwelling and horizontal mixing, 

distributed with depth as described in section 5.5 below The other symbols are as 

defined earlier. The time and depth resolution of the model are the same as those 



Temp 
(a) 

C 

Q<0\ 

AT1 

Temp 

Figure 5.3: Diagrams illustrating the conditions that can form a CIL (a) and those 
which cannot form a CIL (b). The arrow shows the direction of the heat flux. 



(a) Observed 
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z(m) Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1.80 1.76 0.93 2.54 4.53 10.08 14.79 16.69 16.70 14.18 10 40 6.69 0 

10 
20 
30 
50 
75 

1.84 1.89 
1.94 2.01 
2.06 2.22 
2.75 2.83 
4.04 4.25 

0.82 
0.86 
0.99 
1.46 

* 2.15 
2.01 
1.99 
1.90 

4.33 
3.68 
3.06 
2.26 

9.77 
7.36 
5.22 
2.69 

12.49 
9.14 
5.91 
3.42 

14.72 
8.44 
5.09 
3.17 

15.91 
12.63 
7.12 
3.36 

2.95 3.09 3.01 3.36 4.25 3.69 4.10 

14.15 
14.02 
10.51 
5.03 
4.59 

10.74 6.20 
10.78 6.32 
10.75 6.49 
7.85 5.85 
5.09 4.53 

(b) Predicted from the model 

z(m) 
0 
10 
20 
30 
50 
75 

Jan 
0.00 
1.54 
2.33 
2.78 
4.19 
4.04 

Feb 
0.09 
0.34 
0.78 
J.53 
2.52 
4.25 

Mar 
0.60 
0.68 
0.89 
1.03 
3.82 
2.95 

Apr 
2.71 
2.03 
1.59 
1.58 
1.87] 
3.09 

May 
5.88 
5.00 
3.78 
2.82 
2.58 
3.01 

Jun 
9.71 
9.59 
5.84 
4.29 
3.35 
3.36 

Jul 
15.62 
11.89 
7.45 
4.92 
3.95 
4.25 

Aug 
18.78 
13.70 
7.39 
5.19 
4.18 
3.69 

Sep 
16.80 
15.45 
9.46 
5.98 
4.55 
4.10 

Oct 
13.27 
13.32 
12.65 
8.20 
5.33 
4.59 

Nov 
9.55 
9.73 
10.08 
9.58 
6.24 
5.09 

Dec 
3.88 
5.31 
5.73 
6.31 
6.08 
4.53 

Table 5.1: The water temperature structure in °C for subarea A8, showing the cold 
intermediate layer. 

used in Chapter 4 (section 4.3.3) to estimate the eddy diffusivities. In this chapter, 

the diffusivlcy Ky(z,t) = Ao ( l + aN ) is used to predict the surface and the 

subsurface temperature profile. As determined earlier, the best fit parameters are 

A'o = 0.55 m2 s - 1 and a = 1.4 x 107 s2. N is the buoyancy frequency, determined 

from the observed density field. The details of the model are described in Appendix 

C (section C.l) . Briefly, the model is forced at the surface with Q and at z = —h 

with the observed temperature. In the model, h = 75 m is used as that represents the 

depth of seasonal temperature signal penetration (determined in Chapter 2). Note 

that the bottom boundary condition allows a heat flux between the upper layer and 

the deep ocean. The predicted temperature structure, for subarea A8, is listed in 

Table 5.1. Subarea A8 is representative of other subareas on the shelf for which 

the heat budget analysis was carried out. An important feature in the predicted 
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temperature distribution is the existence of a CIL. The depth (50 m) at which the 

model predicts the fully developed CIL, and the formation of the CIL from May to 

July, agree well with observations. Note that the conditions for the formation of a 

CTL are satisfied by the model. The agreement between the model and observations is 

encouraging because it increases my confidence in the estimated Ky(z,t) and T(z,t). 

The next problem I want to address is the relative contribution of the net surface 

heat flux and T(z, t) to the formation of the CIL. 

5.4 Contribution From Q 

To determine the role of local surface heat fiuK. the model equation (5.7) is forced 

with Q at the surface and with the observed temperature at 75 m. T(z, t) is set to 

zero in (5.7). The model is run until it reaches a periodic steady state. The predicted 

temperature due to the surface heating is shown in Figure 5.4b. It is clear from the 

figure that most of the temperature structure is caused by surface heating. This result 

is in accord with the analysis of the seasonal heat budget on the shelf (section 3.3), 

where it was shown that about 85% of the local rate of heat storage can be explained 

by the net surface heat flux. Figure 5.4b also confirms that the high temperature 

stratification of the top 50 m of the water column in summer is caused by the surface 

heating. 

In terms of the formation of the CIL, this calculation shows that the surface 

forcing alone does not produce a CIL, because (5.6) is not satisfied. In a steady state, 

dT/dz\_h > 0 since Q > 0. Hence there is net heat flux from the upper layer to the 

deep ocean. 

5.5 Contribution From T(z,t) 

5.5.1 Distribution of T(z,t) with Depth 

As mentioned in chapter 4, the imbalance is given by 



(a) Observed T(z,t) 

(b) Predicted T(z,t) due to Q 

(c) Predicted T(z,t) due to T(z,t) 

Figure 5.4: The comparison between (a) the observed T(z, t), (b) the predicted T(z, t) 
due to the net surface heat flux Q, and (c) the predicted T(z,t) due to the residual 
heat flux Y(z,t). 
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r° d t° O dT 
T(z,t)dz = ^f Tdz--Z- + Kv^-

J-h dt J-h pcp dz 
(5.8) 

-h 

(Note that RHS of (5.8) is observed). F(z, t) is assumed to be distributed with depth 

as 

where 

»nd 

l(z,t) = (a\— Tdz + Kv-%-
[dtJ-h pcp dz -hi 

Cs — fo 
C(*) 

r-nCdz 

(5.9) 

(5.10) 

C = e z/8 (5.11) 

8 is determined as described earlier. 

To determine the contribution of T(z, t) alone to the generation of the temperature 

structure at subarea A8, both the surface boundary condition (Q) and the observed 

temperature at z = — h were set to zero in (5.7). The model is only forced with 

T(z,t). As before, starting with a zero temperature initial condition, the model is 

run to ti periodic steady state. 

The results are shown in Figure 5.4c. T(z,t) produces negative temperatures 

everywhere. The effect of T(z,t) is to cool the water column. The temperature 

increases with depth, for all months. With respect to the formation of the CIL, it is 

clear that T(z,t) alone does not produce a CIL. Both T and local heating are needed 

to form the CIL. 



108 

5.6 Relative Importance of Advection and Local 

Heat Flux 

We are now in a position to discuss the origin of the CIL. The model with sea

sonal varying diffusivities does, in fact, reproduce the CIL. The model forced with 

only T(z,t) shows that horizontal advection generally cools the water on the shelf 

throughout the year. 

It is most probable that the cooling is a result of the advection of cold water from 

the Gulf of St. Lawrence and/or the Labrador current onto the Shelf. A water parcel 

from the Gulf of St. Lawrence in November, moving with a speed of 5 cm s~l, will 

be on the Scotian Shelf (about 450 km away) in February. The maximum transport 

of this cold water to the shelf occurs in winter. But as the cold water moves on to 

the Scotian Shelf it mixes with the shelf water and becomes warmer than the original 

advected water. 

The heat budget and the model results (in this Chapter) confirm that horizontal 

advection does supply cold water to the shelf. The cold water alone does not produce 

a CIL, but it is necessary to the formation of a CIL on the Scotian Shelf. 

The local heating is also needed to produce a CIL. In summer, for example, the 

strong local surface heat flux warms the surface layer of the ocean. The influence of 

the surface heating decreases with depth so that, although the temperature of the 

cold water below (that was brought in by horizontal advection) has been modified by 

the surface heating, a warmed version of the cold water still remains. The influence 

of surface heating also explains why the CIL is deeper in summer and fall (when 

the surface heating is strong and Q > 0) than in winter (when Q < 0). In fact (as 

mentioned before), in some subareas like A8, the CIL is not found at all in winter, 

when the maximum flux of the cold water is present. Again, in addition to the surface 

heating, there is another source of heating from the deep (> 75 m) ocean. The warm 

deep water has been shown [Gatien, 1976] to originate from the warm Gulf Stream 

water. Therefore, the CIL forms as a result of the warming of the cold water (which 
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was originally advected from outside the region) by the surface heating and heat flux 

from the deep ocean. 

There is no evidence to suggest that local surface winter cooling takes part in the 

formation of the cold intermediate layer. If it does, its effect is negligible. Rather, the 

analyses suggest that water cooled elsewhere in winter is necessary to the development 

of the CIL on the Scotian Shelf. 

5.7 Summary 

Q is generally responsible for the creation of the observed seasonal cycle in both 

the surface and subsurface temperature structure on the Scotian Shelf. This finding 

confirms the result of the seasonal heat budget, which showed that about 85% of the 

local rate of heat storage can be explained by the net surface heat flux on the Scotian 

Shelf. V(z, t) produces cooling on the Scotian Shelf. This cooling is probably the result 

of the horizontal advection of cold water from the Gulf of St. Lawrence/Labrador 

current to the Shelf region. In winter, heat loss from the surface also produces water 

cooling. 

On the formation of the CIL at subarea A8 (mid-shelf), it is shown that both 

Q and V are needed to explain the observed CIL. The CIL forms as a result of the 

cold water (produced elsewhere) being trapped between the local surface heating and 

heating from below. The fact that the estimated Ky(z,t) and T(z,t) reproduce the 

CIL gives us more confidence in the estimates of the diffusivities. In the next chapter, 

this model will be used to hindcast the surface and the subsurface water temperature, 

using the COADS heat flux. 



Chapter 6 

INTERANNUAL VARIABILITY 

6.1 Introduction 

The Northwest Atlantic is a region with strong interannual changes in sea surface tem

perature (SST). Cayan's [1986] time series plots of the seasonal sea surface tempera

ture anomalies ( compiled in Figure 6.1) and the seasonal cycle of the SST (Figure 6.2) 

show that this region has the most energetic sea surface temperature variations in 

North Atlantic. For example, a quasi-linear drop of about 4°C is observed from 1950 

to 1965 in the Northwest Atlantic. The contour plots of the seasonal SSTAs (Fig

ure 6.3, redrawn from Cayan [1986]) indicate that the anomalies have large spatial 

scale. 

This chapter focuses on the interannual variability of SST in the Northwest At

lantic and its relationship with the interannual variability of the net surface heat 

flux, Q. Specifically, I want to determine how much of the interannual variability in 

SST may be explained by Q. The interannual variability in Q is estimated from the 

Comprehensive Ocean Atmosphere Data Set (COADS) while the interannual changes 

in both the surface and subsurface water temperatuie are estimated for the Emerald 

Basin using data kindly provided by Dr. B. Petrie of Bedford Institute of Oceanogra

phy [personal communication]. The SST for the Emerald Basin has about the same 

trend as other areas of the Northwest Atlantic. The problem is addressed by forcing 
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Figure 6.1: Time series of the seasonal SSTAs, in °C, for different regions of North 
Atlantic, showing the Northwest Atlantic to be the most energetic region. Redrawn 
from Cayan [1986]. 
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Figure 6.2: The seasonal cycle of the SST, in °C, for different regions of North 
Atlantic, showing that the largest range occurs in the Northwest Atlantic. Redrawn 
from Cayan [1986]. 
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Figure 6.3: Contour plots of the seasonal SSTAs, in units of 0.1°C, for 1951 and 1965, 
showing that the SSTAs are large scale. Redrawn from Cayan [1986]. 
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the model with the seasonal diffusivities (developed earlier) with the observed Q. The 

model SST is then compared with observations. It will be shown that much of the 

SST variability appears to be driven, not by Q, but by the ocean. Some discussion is 

given of the possible oceanic mechanisms. 

6.2 Computation of the Net Surface Heat Flux 

Following Isemer et al. [1989], the net surface heat flux into the ocean is 

Q = QS-QI-QL-QH (6.1) 

where Qs is the net shortwave radiation, Qj the net longwave radiation, QL the latent 

heat flux, and QH the sensible heat flux. The short wave radiative flux is computed 

from [Reed, 1977] 

Qs = Qo(l - «)(1 - 0.636n + 0.0019/t) (6.2) 

where Qo is the solar radiation at the top of the atmosphere, for an atmospheric 

transmission of 0.7, which is kept constant for all months. The albedo of the sea 

surface, a varies with latitude and time. The monthly average values of a taken 

from the tables of Payne [1972]. For latitude 40°N, the monthly mean albedos from 

January to December are: 0.10, 0.09, 0.07, 0.07, 0.06, 0.06, 0.06, 0.06, 0.07, 0.08, 

0.10, 0.11. n is the fractional cloud cover; the monthly averages are obtained from 

COADS. h is the noon solar altitude in degrees. The details of the computation of 

Qo and h are given in section E.l of Appendix E. The values of h and Qo are first 

computed for each day of the month, and monthly means are then formed. 

The net longwave radiation is given by 

Qi = e<rTa
4(0.254 - 0.00495ea)(l - cnd) + 4eaT?(T.-T„) (6.3) 

where t — 0.96 is the emissivity of the ocean surface, a — 5.67 x 10~8 W m*~2K~4 

is the Stefan-Boltzmann constant. In the computations that follow, the subscripts a 

and s refer to air and sea respectively. T is temperature in degrees Kelvin, c is the 
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cloud cover coefficient which depends on latitude [Budyko, 1974]. For latitude 45°, 

c = 0.70. For the cloud cover exponent d, the revised value d = 1.1 of Isemer et al. 

[1989] is used. ea is the water vapour pressure in hPa (1 hPa = 102 Pa = 1 mb) - its 

estimation is discussed in Appendix E. 

The latent and sensible heat fluxes are computed from the following bulk formulae: 

QL = PaLCE(qs-qa)U (6.4) 

QH = PaCpCH(Ts - Ta)U (6.5) 

where 

"' = W. (6-6) 

is the air density in kg m~3. p is the sea level pressure in millibars and R = 

287 J kg-'K"1 is the gas constant for dry air. The latent heat of vaporization L, 

which is a function of T3, is given as [Pruppacher and Klett, 1980] 

n /273.15\^ 
• 3 hr) (6J) L = 597. 

where 

0 = 0.167 -I- 3.67 x l 0 _ 4 r s 

Ts, is in degrees Kelvin and L, in J kg -1. CE and Cu are the bulk exchange co

efficients. The values of the exchange coefficients used are the revised and adjusted 

estimates of Isemer et al. [1989], in which CE varies with wind speed U and stability, 

and CH — 0.94C£. The stability dependence of CE is expressed by the virtual temper

ature difference (Tsv — Tav), where the overbar denotes a monthly mean. The virtual 

temperatures are estimated as shown also in Appendix E. Cp = 1005 J kg - 1K - 1 is 

the specific heat of air at constant pressure. The monthly average product (qs — qa)U 

and (Ts — Ta)U are obtained from COADS. (Please note that all quantities obtained 

from COADS data set are trimmed, that is, checked to remove outliers.) The errors 

in the COADS will be discussed later. 
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6.3 Interannual Variability in the Surface Heat 

Fluxes 

The components of the surface heat flux have been estimated for seven 2° squares, 

covering latitudes 42 - 44°N and longitudes 58 - 66° W in the North Atlantic. The 

2° squares are shown in Figure 6.4. The results for two representative squares will 

be presented in this section. SI is chosen to represent the variability on the Scotian 

Shelf while S7 represents the variability on the Slope region. The results for the other 

five squares are given in Appendix E. Throughout this chapter, the net surface heat 

flux and its components are presented as Q, Qs, —Qh ~QL an<J ~Qfl- With this 

convention, a positive value denotes a heat gain by the ocean. 

6.3.1 Short Wave Radiative Flux, Qs 

The solar radiative flux is the major contributor to Q. The interannual variability 

of Qs for the Shelf and Slope regions is shown in Figures 6.5a. The low frequency 

components of the Qs (obtained by passing the fluxes through a 25-month running 

mean filter) for Si and S7 are shown in Figures 6.6a and 6.8a respectively. On the 

Shelf, it ranges from 29 W m - 2 in December, 1955 to 316 W m - 2 in July, 1951. On 

the Slope region, it varies from 36 W m~2 in December, 1958 to 291 W m - 2 in June, 

1946. 

The seasonal variation in Qs is set by the position of the sun in the sky (solar 

altitude) and albedo. Hence the short wave radiation is maximum in June, when the 

solar altitude is highest and minimum in December, when the solar altitude is lowest. 

The interannual variability in Qs, at a given location, is dictated mainly by the 

cloud cover. Clouds reflect, scatter and absorb a fraction of the solar radiation reach

ing the sea surface. The higher the cloud fraction, the smaller the short wave radiative 

flux into the ocean. Much of the variability in Qs occurs in summer, presumably due 

to the variability in the cloud cover. 
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Figure 6.4: Map showing the COADS 2° squares where the Q's are estimated. 
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Figure 6.6: Time series of the monthly low frequency (25-month running mean fil
tered) components of the surface heat flux for Si, representative of the variability on 
the Scotian Shelf. 
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Figure 6.7: Time series of the monthly estimates of the different components of the 
surface heat flux at S7, representative on the Scotian Slope. 
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Fi°'tire 6.8: Time series of the low frequency components of the surface heat flux at 
S7, representative of the variability on the Scotian Slope. 
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6.3.2 Long Wave Radiation, -Qi 

Of the four components of Q, the long wave radiation is the least variable (Figures 6.5b 

and 6.7b), ranging typically between -30 and —50W m~2. The interannual variability 

in the Qi depends on the interacting effects of cloud cover, air temperature and the 

air-sea temperature difference. 

6.3.3 Latent Heat Flux, -QL 

The greatest heat loss from the ocean is through the latent heat flux. A heat flux of 

—255 W m"2 occurred in January, 1951 on the Shelf (Figure 6.5c) and -381 W m"2 

in November, 1947 on the Slope region (Figure 6.7c). Occasionally, the ocean can 

gain heat through the latent heat flux. This happens when condensation dominates 

\ evaporation. Such was the case in May, 1952 when there was a heat input of 20 W m~2 

i on the Shelf. 

In addition to being the major source of heat loss by the ocean, the latent heat 

flux is also the most variable (see Figure 6.7c). It is worth noting that for the Slope 

region, more latent heat is lost and the latent heat flux is more variable than for 

the Shelf region. This might be caused by the interaction of the warm Gulf Stream 

water with the cold Labrador current. The meeting of these two current systems 

modifies greatly the sea temperature in the Slope region. The fluctuation of the sea 

temperature, coupled with wind effect, leads to a high rate of evaporation, hence 

a high latent heat flux. Generally, the latent heat flux is stronger in winter than in 

summer. The interannual variability in the latent heat flux is caused by the combined 

effect of wind speed and the difference in the air-sea specific humidity. 

6.3.4 Sensible Heat Flux, -QH 

The interannual variability in the sensible heat flux is controlled by the air-sea tem

perature difference and the wind speed. Ocean heat loss through sensible heat flux 
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usually occurs in winter when the sea temperature is higher than the air tempera

ture, while in summer there is sensible heat input into the ocean. Figures 6.5d and 

6.7d show that more heat is lost in winter than is gained in summer. On the Shelf, 

a maximum heat loss of —246 W m~2 occurred in January, 1951 compared with a 

maximum heat gain of only 48 W m - 2 in May, 1950. Similarly, the Slope region, lost 

up to —261 W m~2 in January, 1947 and gained a maximum of only 43 W m~2 in 

June, 1986. The sensible heat flux is the next most variable component in the net 

air-sea flux, after the latent heat flux. The low frequency components of the surface 

heat fluxes for SI and S7 are shown in Figures 6.6 and 6.8 respectively. The near zero 

values of QH (Figure 6.6) in 1953-54 is probably due to filtering. 

6.3.5 Net Surface Heat Flux Q 

The net surface heat flux on the Shelf and Slope regions are shown in Figures 6.5e 

and 6.7e respectively. Note that the interannual variability in Q occurs mainly in 

winter. For example, on the Shelf, Q varies from —529 W m~2 in January, 1951 to 

—99 W m~2 in January, 1952. The winter variability in Q is caused, to a large extent, 

by winter variability in the latent heat and sensible heat fluxes. 

6.4 Comparison of the Estimated Q with that of 

Iserner and Hasse [1987] 

Isemer and Hasse [1987] independently estimated the different components of Q over 

the period 1941-1972, while the COADS data used to estimate the heat fluxes in this 

study (as mentioned before) cover the period 1946-1988. The parameterisations used 

in this study are the same as those of Isemer and Hasse [1987]. The comparison of 

the mean seasonal cycle of the two estimates for S7 is shown in Figure 6.9a. The 

figure shows that the two estimates of the Qj, QL and QH agree well. The difference 

between Isemer and Hasse^ estimate of Qs and mine is shown in Figure 6.9b to be 

due to the difference in the cloud cover used in the two estimates. Isemer and Basse's 
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5 10 
Month 

Figure 6.9: (a) The comparison between the mean seasonal surface heat fluxes at S7 
estimated by Isemer and Hasse [1987] (dotted line) and this study (solid line), (b) 
The mean seasonal cloud cover, indicating that the difference between the above two 
estimates of Qs is due to the difference in the cloud cover. The comparison is typical 
of other squares. 
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mean cloud cover in summer was larger than that of COADS, resulting in smaller Qs-

The overall agreement between the two estimates encourages me to use the COADS 

to study the interannual variability in Q. 

6.5 Interannual Variability in the Surface Heat 

Flux Anomalies 

The net surface heat flux anomaly Q'(n, m) for a given year n and month m may be 

expressed as 

Q'(n,m) = Q(n,m)-Q(m), (6.8) 

where 

Q(m) = JjEQ(n'm)' m = l,12 (6.9) 

is the long term monthly mean net surface heat flux taken over N = 43 years. Q is 

the monthly net surface heat flux. (Please note that the anomalies of all quantities 

referred to in this chapter are defined in a manner similar to (6.8), including SSTA.) 

For brevity, let prime (') denote an anomaly. (For example, the net surface heat 

flux anomalies will be denoted by Q'). The sum of the latent and sensible heat flux 

anomalies is denoted by Q'LH-

To determine the degree of variability in the surface flux anomalies, their standard 

deviations have been estimated. The estimates shown in Table 6.1a indicate that Q' is 

more energetic on the Slope region (S7, 60 W m~2) than on the Shelf (Si, 47W m - 2 ) . 

The main contribution to the interannual variability in Q' comes from Q'LH (see 

columns 2 and 3 in Table 6.1 and Figure 6.10) with the larger contribution resulting 

from Q'L (column 4, Table 6.1). Q' is also more variable in winter than in summer, 

reflecting the stronger fluctuations of Q'LH in winter. The fluctuations of Q's are 

stronger in summer. Throughout the year, Q\ is the least variable, with a standard 

deviation of only about 6 W m~2. 
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(a) Year-round 
Square* Q' 

# (W m"2) 
SI 47 
S2 44 
S3 40 
S4 41 
S5 45 
S6 49 
S7 60 

Q'LH 

(W m-2) 
42 
39 
36 
37 
40 
44 
55 

(b) Winter (December, January 
SI 73 66 
S2 60 
S3 59 
S4 62 
S5 65 
S6 64 
S7 81 
(c) Summer (June, 
SI 29 
S2 27 
S3 30 
S4 19 
S5 25 
S6 33 
S7 32 

55 
55 
57 
60 
60 
76 

Q'L 
(W m"2) 

24 
22 
21 
21 
25 
28 
36 

Q'H 

(W m-2) 
21 
20 
18 
18 
17 
18 
23 

and February) 
33 37 
24 
26 
28 
32 
33 
46 

July and August) 
19 15 
20 
24 
11 
16 
24 
25 

14 
17 
9 
13 
19 
20 

33 
31 
31 
30 
29 
36 

6 
8 
9 
4 
5 
8 
7 

Q's 
(W m-2) 

15 
14 
14 
14 
14 
12 
12 

6 
5 
5 
5 
4 
5 
4 

22 
20 
20 
20 
21 
17 
16 

Q'l 
(W m-2) 

8 
7 
6 
6 
6 
5 
7 

9 
8 
7 
6 
6 
6 
7 

6 
5 
6 
6 
6 
5 
5 

SSTA 

CO 
1.2 
1.0 
1.0 
1.1 
1.2 
1.4 
1.5 

1.2 
1.0 
0.9 
1.1 
1.2 
1.3 
1.6 

1.3 
1.1 
1.2 
1.2 
1.3 
1.5 
1.6 

The 2° squares are shown in Figure 6.1. 

Table 6.1: Standard deviation of the monthly anomalies (defined in the text). 
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(b) L o w Frequency 
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Year 

Figure 6.10: The interannual variability for S7 of (a) Q' and Q'LH and (b) their low 
frequency version, in W m~2, showing that Q' is mainly due to Q'L LH 
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Q' Q'L Q'H Q's Q'l SSTA 
Year-round 361 324 375 388 350 632 
Winter 348 237 396 303 410 721 
Summer 467 417 325 352 258 616 

Table 6.2: Spatial scale, in kilometres, of the anomalies. (See text for the definitions 
of the anomalies) 

6.5.1 Space and Time Scales 

The spatial scales of the anomalies are found by computing the cross correlation 

coefficient, R, of the anomalies as a function of horizontal distance, A'. The e-folding 

distance x0 is obtained by fitting the function 

R = ce-Xlx° (6.10) 

to the data. The plot of R versus X, for Q', is shown in Figure 6.1 la. The stars show 

the data points while the solid line shows the line fitted according to (6.10). The 

intercept on the R axis, c, gives an estimate of the signal/noise ratio. In particular, c = 

1/[1 + (<T2/CT2)], where a2 and cr2 are the variance of the noise and signal respectively. 

If a\ = 0.2 and <r2 = 0.8, then c = 0.8. Table 6.2 shows the e-folding distances of the 

anomalies. The spatial scale of Q' ranges between 348 km in winter and 467 km in 

summer. Like Q', the spatial scale of Q'L is larger in summer (417 km) than in winter 

(237 km). In contrast, the horizontal scales of Q't and Q'H are larger in winter than 

in summer. 

Similarly, the time scale is estimated by computing the autocorrelation function 

of the anomalies. In Figure 6.11, the Q' is the average of the 7 squares. Generally, 

the decay time scale for all the surface heat flux anomalies is less than one month. 
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Figure 6.11: A plot showing how the spatial and time scales of (a) Q' and (b) SSTAs 
are determined. R is the correlation coefficient. The e-folding time scale is shown by 
the dotted line. 
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6.5.2 Persistence of Q' 

Persistence of Q' may also be quantified seasonally, following Thompson et al. [1988] 

using the estimator 

Y,Q'(n,m1)Q'(n,m2) 
R(mum2) = - 2 - ^ (6.11) 

. n 

where R(mi,rri2) is the sample correlation between Q' in month rti\ and Q' in month 

m2. Where m is more than 12, then the year n increases accordingly. The persistence 

of Q' starting with June as the base month is shown in Figure 6.12a. The main point 

from the figure is that generally Q' is not persistent beyond 1 month, irrespective of 

the base month used. 

6.6 Interannual Variability in the SSTAs 

6.6.1 Observations 

The interannual variability in the COADS SSTAs at SI, representative of the variabil

ity on the Shelf, and S7, representative of the Slope region, is shown in Figures 6.13a 

and b respectively. (The variability in the other five squares are shown in Appendix 

5.) A typical value of the monthly SSTAs in both the Shelf and Slope region is 2°C. 

Anomalies with magnitude up to 5°C have also been observed. Such high variability, 

as shown in Figures 6.1, 6.2 and 6.3, makes this region the most energetic sea surface 

temperature region in the whole of North Atlantic. The standard deviation of the 

SSTAs, shown in column 8 of Table 6.1 varies between 0.9 and 1.6°C, with the most 

energetic area located offshore. 

An important feature of the SSTA time series (Figure 6.13a) is the downward trend 

between 1951 and 1966. The SSTA cooled from about 3°C in 1951 to about -4°C 

(about the mean) in 1966, and increased again to about 2°C in 1969. Thereafter, 
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(b) Persistence of SSTA 
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Figure 6.12: A plot of the autocorrelation function, showing the persistence of (a) Q' 
and (b) SSTA, according to base month beginning with June. 
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Figure 6.13: A time series of the observed SSTAs in °C at (a) Si and (b) S7. 
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there is no obvious trend in the SSTAs. A natural question that arises: what is the 

cause of the observed trend? This question will be tackled below. 

6.6.2 Space and Time Scales 

The spatial scales of the SSTAs, estimated in the manner described in Section 6.5.1, 

are shown in column 7 of Table 6.2. The horizontal scale of the SSTA is large, more 

than 600 km (Figure 6.11c). The spatial scale is larger in winter (>700 km) than in 

summer (about 600 km). The e-folding time scale is about 4 months (Figure 6.lid). 

Overall, the SSTAs have a larger spatial scale and a longer time scale than Q'. At 

first thought, this result might be surprising since Q' (which is dominated by Q'L and 

Q'l{) depends, to some extent, on SSTAs. But it is not surprising when one realizes 

that QH and QL depend on the air-sea temperature difference Ta — T3 and not just on 

T„. The e-folding time scale for Ta is about 4 months whereas for Ta, it is less than 1 

month. Thus, Ta changes and adjusts faster than Ts. Hence, much of the variability 

in Q' could be due to fluctuation in Ta and qa via Q'L and Q'H-

6.6.3 Persistence of the SSTA 

The monthly persistence of the SSTAs, computed from (6.11) by replacing Q' with 

SSTA, is shown in Figure 6.12b. Notice that winter SSTAs persist longer (> 5 months) 

than summer SSTAs. The strongest persistence occurs with February as the base 

month. In summer (August, for example), the SSTAs decorrelate after about 2-3 

months. Another interesting feature is the re-occurrence of the winter anomalies in 

summer (August). Notice also that the correlation coefficient does not go to zero 

after 12 months lag. This indicates that the SSTAs persist from one year to the next 

and is related to the long term trend in the SST time series. These features were also 

found by Thompson et al. [1988]. 

One explanation for the increased SSTA persistence may be in the heat storage 

capacity of the upper ocean. The basic reason for the longer persistence of the winter 

SSTAs than those in summer may be related to the depth of the mixed layer in winter. 
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Winter, especially in the high latitudes, is characterized by low solar insolation and 

strong wind, in contrast with the high solar radiative flux into the ocean and reduced 

wind in summer. The low solar radiation combined with the wind stirring effect 

deepens the mixed layer and weakens the stratification of the upper water column. 

The high diffusivities, accompanying the weak stratification of the upper ocean, mix 

the surface temperature signal down to a great depth in winter. The signal is thus 

contained in a large volume of water, and it takes a long time to decay away. In 

summer the SSTAs reside in a shallow mixed layer, and quickly decays away with 

time. This argument was invoked by Thompson et al. [1988]. 

The comparison between the scales of Q' and SSTA reveals that SSTA generally 

persist much longer than Q', and have a longer horizontal scale than Q'. The im

plication of this finding is that the small-scale Q' may not be the dominant cause of 

the SSTA on the monthly time scale considered in this study. Another possibility, 

of course, is that the Q' may be noise dominated. But the fact that there is some 

correlation in Q' between neighboring squares indicates that the Q' is not entirely 

noise. 

6.7 Relationship between SSTA and Q' 

The key objective in this subsection is to identify the causes of the interannual vari

ability in SST. At the moment, the causes and effects of the SSTAs on the Scotian 

Shelf are not clearly understood. Generally, it is accepted that SSTAs may be gen

erated by two factors: (i) atmospheric and (ii) oceanic. My purpose, here, is to 

determine the relative contributions of the two factors to the creation and decay of 

the SSTAs. 

My approach is based, in part, on modelling. However, before any successful 

modelling of the SSTAs can be achieved, it is useful to establish empirical relationships 

between the SSTAs and the atmospheric and oceanic factors. Gill [1983] rightly 

observed that "much more work should be done in trying to relate the oceanic and 
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atmospheric patterns by statistical techniques". To facilitate the interpretation of the 

empirical relationships that will be described, some background physics and a highly 

idealized coupled atmosphere-ocean model will now be outlined. 

A simple coupled atmosphere-ocean temperature equation may be written 

dTa 

dt 
-K(Ta - T.) + Fa (6.12) 

^ l = \s(Ta-Ts) + Fa (6.13) 

where the subscripts a and s refer to air and sea respectively. A is a feedback coeffi

cient. l/Xs is typically 4 months while 1/Aa is less than 1 month. Thus Ta responds 

faster to a given forcing than T„. The first terms on the RHS of (6.12) and (6.13) 

represent forcing by the latent and sensible heat flux, QLH- F is the forcing terms 

from other processes that are not included in QLH- For example, the atmospheric 

forcing, Fa, includes processes such as advection of cold/warm air, cloud cover, solar 

radiative, etc. that could change Ta. Similarly, the oceanic forcing, Fs, includes hori

zontal advection, cross-shelf mixing and river discharge that affect Ts. The goal here 

is to show how Ts and the heat flux are related when the system is forced by (i) Fa 

the atmosphere and (ii) Fs, the ocean. To solve for Ta and Ts in (6.12) and (6.13), 

let us assume that 

-*a,s = J-a,s£ ana Fa^ = * a,sC 

Equations (6.12) and (6.13) reduce to the matrix equation 

Aa -1- iu -A a 

-A s As + iu} 

Fa 

F, 
(6.14) 

Hence 

T 1 
Det 

As + iu Aa 

As Aa + iu 

where 

(6.15) 
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Det = (A. + «w)(A. + iw) - AaA, (6.16) 

From (6.15), one obtains 

Ta = lit [(As + iUj)Fa + XaFs]' (6-l7) 

Ts=iL[XsFa+(A°+iu,)Fa]' (6,18) 

and hence 

Ta-Ta = ^-(Fa-Fs) (6.19) 
Det 

Note that (6.19) is an expression of the latent and sensible heat parameter, and the 

long wave radiative flux. Other forcing that could affect both Ta and T9 include the 

solar radiative flux and the atmospheric humidity. 

Atmospheric Forcing (by Fa): Setting Fa = 0 in (6.18) and (6.19), it is clear 

that Ta and Ta — Ts are in quadrature and hence the correlation between T's and Q'm 

is zero. Thus when SSTAs are generated directly by atmospheric factors (Fa), the 

SSTAs and Q' have zero correlation at zero lag. 

Oceanic Forcing (by F s ) : Setting Fa = 0 in (6.18) and (6.19), 

Ta = -L(Xa+iu)Fa (6.20) 
Det 

T.-T.-=!g (6.2,) 

Equations (6.20) and (6.21) are represented schematically in Figure 6.14. For 

Aa » u, Ta and the flux will be approximately in quadrature, implying a zero 

correlation. This means that if the atmospheric adjustment time scale (i.e., 1/Aa) is 

short compared to the oceanic forcing time scale (w -1), then T'B and the Q'u/ will 

have a zero correlation. On the other hand, if A„ << u, it is clear from (6.20) and 

(6.21) that Ts and the flux will be negatively correlated. This latter case corresponds 
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Figure 6.14: Schematic representation of the relationship between Ta and the heat 
flux (T0 ~ Ts), for an oceanic forcing, F3. See text for details. 



138 

to the situation in which it takes the atmosphere a very long time to respond to the 

oceanic forcing. 

To illustrate forcing by the ocean, consider the effect of advection of cold water 

on the Scotian Shelf (F3 < 0). There are indications that the advection of cold water 

from the St. Lawrence Estuary affects the water temperature on the Scotian Shelf 

[Sutcliffe et al., 1976]. Advection of cold water will tend to reduce the T, along with 

qa(Ta), the saturation specific humidity at the sea surface. If T„ is less than T0, then 

clearly Q > 0. The situation will result in a heat gain by the ocean through QH- It is 

clear that the negative SSTA (created by the advection) will cause the positive Q'w 

In this case, the SSTA and the Q' will be negatively correlated. This is also true if 

there is advection of warm water into a given region. Another example is the effect of 

river discharge. This increases the stability of the surface water, with the effect that 

the rate of mixing between the surface and the deeper layer is reduced. 

The important points here are: (i) when SSTAs are directly caused by atmospheric 

forcing the correlation between the SSTA and Q' is zero at zero lag, and (ii) when 

SSTA are forced by oceanic factors, the correlation between the SSTA and Q' depends 

on the period of the forcing term and on the response time of the atmosphere. For 

an atmospheric response time that is short compared to the period of the oceanic 

forcing, the SSTA and Q' will have zero correlation, but for an atmospheric response 

time that is long, the SSTA and Q' will be negatively correlated, at zero lag. 

6.8 Empirical Results 

6.8.1 Correlation Analysis 

The correlations between SSTAs and various atmospheric quantities are summarized 

in Table 6.3a. In addition to computing the correlation coefficient (R) for the whole 

year, I have computed it for different seasons. The data used in the analyses cover 

1948-85. The winter months are December, January and February while summer is 

made up of June, July and August. Overall, the correlation between the SSTAs and 
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all atmospheric quantities (except Ta) is low and generally insignificant, even when 

the data are stratified into seasons. 

The correlation between the SSTAs and Q'L is -0.27 with the SSTAs leading 

by about 1 month. The low correlation between the SSTAs and the Q' has several 

interpretations including (i) the SSTAs are forced by the atmosphere or SSTAs are 

forced by the ocean and the atmosphere responds quickly to the oceanic forcing, as 

explained above, (ii) the atmospheric and oceanic forcings are correlated, and (iii) the 

data are dominated by noise. There are at least two approaches to resolve this. One 

is to perform a cross spectral analysis between the SSTAs and the Q'. This would 

provide the amplitude and phase relationship between the two quantities. The other 

approach (the direct one), is to derive the SST using the model forced by Q. The 

phase relationship between Q' and the SSTAs are then taken care of by the model. 

The results from the two approaches are given below. 

Note the significant negative correlation between the offshore wind anomalies and 

Q' (Table 6.3b). This is consistent with the simple coupled atmosphere-ocean model 

discussed earlier. Specifically in (6.19), let Fa oc — ua, where ua is the offshore wind. 

Physically, Fa corresponds to horizontal advection of air temperature, as mentioned 

before. With this, (6.19) gives 

Ta - Tsoc , - ^ 7 ° 2 (6.22) 
iu(\a + A3) - u2 

For Aa-|-As » u,Ta—T3 oz —ua, i.e., the flux and the offshore wind will be negatively 

correlated. 

The zero correlation between the fluctuations in SSTAs and the alongshore sea 

level pressure (Py) is not consistent with the results of Thompson et al. [1988]. In their 

analysis Thompson et al. [1988] used Py as an index of the offshore geostrophic wind. 

They correlated the winter wind (which was the average of November-February) with 

the February SSTAs, and found a correlation of —0.65. The basic difference between 

the present work and that of Thompson et al. 's [1988] is that the present work uses 

monthly mean anomalies - no averaging has been done. 

The correlation between the SSTAs and some oceanic variables is shown in Table 
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(a) Correlation between monthly SSTAs and atmospheric anomalies on the Scotian Shelf. 
Variable Variable 

symbol 
R 

Year-round 
R 

Winter 
Net surface heat flux Q' -0.02 0.09 
Offshore wind u'a -0.15 -0.15 
Alongshore sea level pressure -P'y -0.05 -0.10 
Air temperature T'a 0.48* 0.45* 
Sea minus air temperature (T„ - Ta)' -0.03 -0.07 

(b) Correlation between some atmospheric anomalies. 
Variables 

Q' and u'a 

T'a and u'a 

R 
Year-round 

-0.58* 
-0.44 

R 
Winter 
-0.65* 
-0.50* 

R 
Summer 

-0.41* 
-0.11 

R 
Summer 

-0.09 
-0.05 
0.02 
0.50* 
0.09 

Significant at 5% level. 

(c) Correlation between SSTAs and oceanic variables: subsurface temperature in Emerald 
Basin and river discharge (Rivsum) anomalies. 
Variable R Comments 
T'20in 0.70 In phase with SSTAs 
T'50m 0.46 In phase with SSTAs 
T'75m 0.36 SSTAs lead by about 1 month 
T i o o m 0.32 SSTAs lead by about 2 months 
Rivsum anomalies 0.25 SSTAs lead by about 10 months 

Table 6.3: Empirical relationships. 
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6.3c. The monthly mean surface and subsurface temperatures are those of Emerald 

Basin (on the Scotian Shelf) covering 1948-85. Rivsum is the sum of the discharge 

from St. Lawrence, Ottawa and Saguenay rivers. The results show positive correlation 

between the SSTAs and the oceanic variables. In particular, the correlation analysis 

shows that the SSTAs are in phase with the water temperature anomalies of the top 

50 m (Figure 6.15), and also that the SSTAs lead the deep water (> 100 m) anomalies. 

The cross spectral analysis will provide more information on the phase relationships 

of the water temperature anomalies. 

6.8.2 Cross spectral Analysis 

Figure 6.16 gives the results of the cross spectral analysis of the observed SSTAs for 

Emerald Basin and the COADS Q'. The analysis shows that most energy of the 

observed SSTAs is in the low frequency band, at periods greater than 1 year. In 

contrast Q' has a white spectrum. Overall, the coherence between the SSTAs and 

Q' is low, although there is a suggestion of significant coherence at periods of 15-22 

months, with a phase of about 90°. This quadrature relationship at low frequency 

suggests that the SSTAs are driven, in part, by Q' (according to the simple argument 

presented earlier) but only 22% of the SSTAs may be explained by Q' in this frequency 

range. 

The cross spectral analyses between the observed SSTAs and the subsurface tem

perature anomalies are presented in Figure 6.17. Shown are the spectral estimates 

between the SSTAs and the water temperature anomalies at 50 m depth (Figure 6.17a) 

and that between the SSTAs and the water temperature anomalies at 100 m depth 

(Figure 6.17b). Most of the energy of the SSTAs and the subsurface temperature 

anomalies occurs at low frequencies and increases with increasing water depth. The 

phase spectra show that the SSTAs are in phase with the temperature anomalies 

down to 50 m depth. The SSTAs lead the 100 m temperature anomalies by about 

2 months, which is consistent with the results of the correlation analysis shown in 

Table 6.3c. 



142 

Lag (Month) 

Figure 6.15: The cross correlation function, R, between the SSTAs and the subsurface 
temperature anomalies for Emerald Basin, with the SSTAs as the reference. 
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Figure 6.16: Power spectra of observed SSTAs and Q' including the coherence and 
phase between them. The horizontal line in the coherence spectrum (in this and 
subsequent plots) is the 5% significance level, and only the phases with significant 
coherences are plotted, dof denotes degrees of freedom. 
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Figure 6.17. Power spectra of observed SSTAs, T§Qm (observed water temperature 
anomalies at 50 m depth), TjnOm a n ^ the coherence and phase between the SSTAs 
and the subsurface anomalies. 
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In summary, the empirical analysis gives no clear answer to the question of what 

causes the SSTA. The low correlation between the SSTA and Q', as mentioned earlier, 

might imply atmospheric forcing and might also mean oceanic forcing with short at

mospheric response time. The important information from the cross spectral analyses 

is that at low frequencies, only a small fraction of the SSTA variance (about 22%), 

may be accounted for by the Q'. 

6.9 Modelling of the SSTAs 

6.9.1 Model 

The equation for the water temperature anomaly may be expressed as 

dT' d t~ dT'\ 
-dJ = Tz[Kv-dz-)+T (6'23) 

where 

v= -u • v r - w^- + KHv2r 

+§;(Kyg)-u>.Vf-w>g + K'HV2f 

-i (*SS?) + u' ̂ T'+w^- - K'^T' 
+* \j<vd£) - u' • v r - utsg + K'Hv2r 

(6.24) 

The tilde Q denotes long term monthly mean while the prime (') stands for the 

anomaly. (See section E.2 of Appendix E for the derivation of the anomaly equa

tion.) F' includes the effects of mean horizontal and vertical currents (u, w) and 

their anomalies (u', w') on the SSTAs. Also embodied in T' are the contributions of 

the mean horizontal mixing and its anomalies, together with the contribution of the 
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anomalous vertical diffusivity (K'v) to the development of the SSTAs. If we depth-

integrate (6.23), we have 

r° d t° 
/ T'dz = %- T'dz 
J-h dt J-h 

Q> ~ dT' 
r- iVu-r— 

pcp OZ 

(6.25) 
-h 

As before, the right hand side of (6.25) is estimated from observations and V is 

distributed with depth as 

r'(z,t) = Cs 

where £a is given by 

d r° 
— IT' 
dt J-h 

dz 
Q' T dT' 

pcp OZ -h. 
(6.26) 

^s ~ rO 

„z/8 
(6.27) 

J ezl8dz 

To determine 8,1 computed the correlation coefficient, R, between the temperature 

anomalies at various depth z (between 0 and 75 m). From the plot of R = r0e
z'" 

against z (not shown), 8 RJ 50 m was determined. (Note that for the seasonal case, 

8 = 30 m) 

The boundary condition at the surface is taken to be 

dT _q_ 
dz pcp 

Kv- (6.28) 

At the bottom, the model is forced with the observed T', herein referred to as 7j. 

The model uses seasonal values of Ky{z,t), estimated in Chapter 4. 

6.9.2 Model Results 

The predicted SSTAs when forced with Q', T' and T'b are presented in Figure 6.18a. 

The correlation coefficient between the observed and the predicted SSTAs is R = 0.62. 

At 50 m depth the correlation between the observed and the predicted temperature 

anomalies increases to R = 0.83 (Figure 6.18b). Figure 6.20a shows the results of a 

cross spectral analysis of the observed SSTAs and predictions based on Q' + T' 4- Tj 
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(denoted by T'Q + Jf + T^). The squared coherence shows that the model can explain 

about 71% of the observed SSTAs for periods of about 12 to 24 months and the phase 

between them is zero. 

(a) Contribution From Q' 

By setting T' = 0 and Tl = 0 in the model, the SSTAs produced by Q' alone 

are obtained (Figure 6.19b). These have a correlation of only 0.1 with the observed 

SSTAs. The diffusivities in the model act as a low pass filter on Q'. The power 

spectral densities of the observed SSTAs and those predicted from Q' (Figure 6.20) 

show that both quantities have most of their energy in the low frequencies. Estimates 

of the coherence and phase between the two quantities (Figure 6.20a) indicate that 

coherence, significant at 5% level, only occurs at a period of about 20 months with a 

phase of about 70°. The coherency of 0.48 means that at that frequency, about 23% 

of the observed SSTA power may be accounted for by Q'. 

(b) Contribution From V and T'b 

The SSTAs due to T' alone (Figure 6.19c) have a correlation of 0.33 with the 

observed while the correlation between the SSTAs from T'b alone (Figure 6.19d) and 

the observed is 0.26. The predicted SSTAs from a combination of V and Tb gives a 

correlation of 0.57 with the observed. The power spectral density of Tf and Tb and the 

coherence and phase between them and the observed SSTAs are shown in Figure 6.21. 

Notice that the predicted SSTAs due to Tb' still appear to lag the observed SSTAs (as 

seen in the correlation analysis). This suggests that Tb is not the only forcing term, 

and presumably may be part of the response from forcing by T'. 

The spectral estimates of the predicted SSTAs from Q', V, Tb and a combination 

of them are summarized in Table 6.4. 

The important point is that the SSTAs from the different forcings appear to be 

significant at different frequencies. For periods between 12 and 24 months, the SSTAs 

from Q' account for about 23% of the observed SSTAs whereas at a period of about 

13 months, V alone explains about 66% of the observed SSTAs. The major cause of 
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Figure 6.19: The contributions of Q', V and J? to the generation of the SSTAs on the 
Scotian Shelf (Emerald Basin). R is the zero-lag correlation between the predicted 
and the observed SSTAs. (Please note the offset in the temperature axis) 
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Quantity Maximum Squared Period Phase* 
Coherence* (%) (month) (Peg) 

Tij + rr + Tb' 71 Io\6 25 
T'Q 23 20.3 70 
Tf + r6' 63 12.7 29 
Tf 66 13.1 37 
Tb' 39 12.0 -83 

* Significant at 5% significance level 

Table 6.4: Spectral estimates between the observed and the predicted SSTAs. 

the SSTAs, again, appears to come from V - the ocean. 

6.10 Oceanic Sources of the SSTAs 

An important feature of the temperature record, as mentioned before, is the cooling 

trend from 1950-65, that is observed both at the surface and at depth. The goal of 

this section is to explore the possible oceanic sources of the cooling trend in particular, 

arid of the whole temperature anomaly series in general. To tackle this problem, it 

is useful to consider the surface and the deep water temperature anomalies together. 

Figure 6.22a shows the plots of the raw temperature anomaly series, from 1948-

87, for Emerald Basin. At depth the number of observations is lower than at the 

surface. Table 6.5 lists the number of observations that are used to compute the long-

term monthly means, from which the monthly anomalies are determined. The total 

number of observations at each depth is shown in Table 6.5b, while Table 6.5c shows 

the number of gaps of various lengths (n in months) occurring in the raw anomaly 

record. For example, at 200 m depth, a 10-month (n) gap occurs 5 times in the 

raw anomalies series. To fill in the missing data, the series are linearly interpolated 

between two adjacent months with data. Figure 6.22b shows the time series plots 

of the interpolated series. The description of the data is presented to provide a 

background for the interpretation of the statistical analyses that follow. 
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(a) Number of observations of the raw data used to compute the long-term monthly 
means, from which the monthly anomalies are determined. 

Depth (m) Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
0 
10 
20 
30 
50 
75 
100 
125 
150 
175 
200 
225 
250 

16 
16 
16 
16 
16 
16 
16 
16 
12 
12 
12 
11 
8 

22 
21 
21 
21 
21 
21 
20 
19 
18 
18 
18 
16 
10 

25 
25 
25 
25 
25 
25 
24 
22 
20 
20 
20 
17 
15 

23 
22 
22 
22 
22 
22 
22 
22 
20 
19 
16 
17 
10 

28 
28 
28 
28 
27 
27 
27 
26 
26 
25 
24 
19 
15 

23 
22 
22 
23 
23 
21 
21 
20 
18 
18 
16 
15 
11 

27 
27 
27 
27 
27 
27 
27 
27 
25 
25 
24 
20 
18 

27 
25 
25 
25 
25 
23 
23 
22 
i9 
18 
17 
15 
10 

22 
22 
21 
21 
22 
21 
21 
20 
17 
15 
14 
10 
7 

28 
28 
28 
28 
28 
28 
27 
25 
21 
20 
19 
18 
15 

32 
32 
32 
32 
32 
32 
29 
29 
29 
26 
22 
19 
9 

19 
20 
19 
19 
19 
19 
18 
18 
15 
13 
12 
9 
6 

(b) Total number of observations N of the raw data, for each depth. 

Depth (m) 0 10 20 30 50 75 100 125 150 175 200 225 250 
N 292 288 286 287 287 282 275 266 240 229 214 186 134 

(c) Frequency of occurrence of gaps of various length, n, for each depth. For example, 
at 200 m depth, a gap of n=10 months occurs 5 times in the raw anomaly record. 

n (month) 
Depth (m) 1 2 3 4 5 6 7 8 9 10 11 12 
0 
10 
20 
30 
50 
75 
100 
125 
150 
175 
200 
225 
250 

62 
62 
63 
63 
63 
62 
61 
65 
56 
55 
50 
39 
25 

26 
27 
27 
27 
27 
29 
28 
28 
33 
33 
35 
31 
22 

10 
11 
11 
11 
11 
10 
12 
12 
11 
12 
12 
11 
7 

5 
6 
5 
5 
5 
5 
4 
4 
3 
5 
6 
7 
7 

0 
0 
0 
0 
0 
1 
1 
2 
1 
0 
0 
2 
5 

3 
4 
3 
3 
3 
3 
3 
3 
2 
3 
2 
4 
6 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
3 
3 

0 
0 
0 
0 
0 
0 
1 
1 
0 
0 
0 
1 
2 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
0 
0 
4 

1 
1 
1 
2 
2 
2 
2 
2 
3 
3 
5 
5 
2 

1 
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

Table 6.5: The list of the number of observations and missing data in the Emerald 
Basin temperature anomaly record. 
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The interpolated anomaly series, at each depth, is smoothed by passing the ob

served interpolated series through a 25-month running mean filter (and thus losing 

12 months at both ends of the series). This low passed version is referred to as the 

low frequency anomaly. The plots of the low frequency anomaly series are shown in 

Figure 6.23a. The high frequency components (Figure 6.23b) are obtained by sub

tracting the low frequency from the observed series. I have divided the whole anomaly 

record into the cooling and the warming years. In the following subsections I present 

the cross correlation analyses of the cooling and the warming years, and of the whole 

record, followed by a brief summary. 

6.10.1 The Cooling Period, 1950-65 

The cross correlation between the low frequency SSTAs and the deep (> 100 m) water 

anomalies, with the SSTAs as the reference (Figure 6.24a(i)) indicates that the deep 

temperature anomalies lead the SSTAs. But when the low frequency anomalies are 

detrended (see Figure 6.24b), the cross correlation between the SSTAs and the deep 

temperature anomalies (Figure 6.24a(ii)) shows two distinct peaks: the one at the 

negative side of Figure 6.24a(ii) indicates that the SSTAs lead the Tinn , and the 

other at the positive side indicates that the deep (> 100 m anomalies lead the SSTAs. 

This result suggests that the cooling trend in the SSTAs might have originated from 

the deep ocean. The possible deep oceanic source of the SSTAs will be discussed 

below. 

Relation with Sambro Light Vessel Temperature Anomalies 

Sambro is a coastal station, about 50 km away from Emerald Basin. The Light 

Vessel measured the surface and bottom (about 90 m) water temperature, from about 

1950-65; the time when the cooling occurred. The Sambro Light Vessel temperature 

data were kindly provided by Dr. B. Petrie of the Bedford Institute of Oceanography. 

The purpose here is to compare Sambro surface (bottom) temperature anomalies 

with Emerald Basin surface (100 m) temperature anomalies. Figure 6.25b shows 

the time series plots of the Sambro surface and bottom low frequency anomalies, for 
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Figure 6.23: Time series plots of the (a) low and (b) high frequency components of 
the temperature anomalies for Emerald Basin. 
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anomalies, with the SSTAs as the reference, (b) The time series plots of the detrended 
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bro SSTAs, and Emerald Basin TJQQ and Sambro TAQ , with the Emerald Basin 
anomalies as the reference, (b) The comparison between the time series of the Emer
ald Basin and Sambro low frequency anomalies. 
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comparison with those of the Emerald Basin. The cross correlation function between 

the low frequency Sambro SSTAs and Emerald Basin SSTAs, and Sambro TgQ m and 

Emerald Basin TJQQ (Figure 6.25a) shows that the Emerald Basin temperature 

anomalies lead those of the Sambro, both at the surface and at about 100 m depth. 

6.10.2 The Warming Period, 1970-87 

The period, 1970-87 is called the warming years, to contrast it with the cooling period 

of the 50's. The cross correlation (Figure 6.26a) of the low frequency anomalies for 

the warming years, unlike the cooling period, indicate that the SSTAs lead the deep 

water anomalies. Even when the low frequency anomalies are detrended, the cross 

correlation of the detrended series (not shown) still show that the SSTAs lead the deep 

water anomalies. The cross correlation function of the high frequency components 

(Figure 6.26b) also show that the SSTAs lead the subsurface, but unlike the low 

frequency anomalies the high frequency decorrelates quickly with depth. At about 75 

in depth, the correlation of the high frequency anomalies is about zero. 

6.10.3 The Whole Period, 1950-87 

Like the warming years, the cross correlation of the low frequency anomalies (Fig

ure 6.27a) and that of the high frequency components (Figure 6.27b) of the whole 

period, 1951-87, show that the SSTAs lead the subsurface anomalies. This is consis

tent with the correlation of the unfiltered series, shown in Figure 6.15. 

In summary, the cross correlation analyses show that on the whole, the SSTAs on 

the Scotian Shelf are in phase with the temperature anomalies of the top 50 m, but 

lead the deep water anomalies, suggesting that the SSTAs presumably originate from 

the upper 50 m of the water column. The cooling trend that was observed in the 

50's appears to have been a special incident. The analysis indicates that the cooling 

trend might have originated from the deep sea. The above results could be influenced 

by the interpolated data, given the gappy nature of the anomaly record (see Table 

6.5c). However, by filtering the series, the variance that might have been introduced 
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Figure 6.26: The cross correlation function, R. of (a) the low and (b) high frequency 
temperature anomalies for 1970-87, with the SSTAs as the reference. 
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by the interpolated data is reduced and is not expected to alter the results of the 

low frequency correlation presented above. To give an estimate of the energy in the 

raw anomaly record, I have plotted in Figure 6.28 the standard deviation of the raw 

(unfiltered, uninterpolated) anomalies, for each depth, using only available data. Also 

shown in the figure are the standard deviation of the anomalies stratified into seasons: 

winter (December, January and February) and summer (June, July and August). The 

important features are the two maxima (in the year-round and summer statistics) 

occurring at about 30 m and 75-100 m depth. The 30 m maximum is very likely to 

be due to the variability in the seasonal thermocline. Notice in Figure 6.28b that the 

depth of the seasonal thermocline for summer is about 30 m. Notice also the large 

drop in the summer temperature of the top 30 m and the layer below. It is clear that 

a small change in the depth of the seasonal thermocline (due to buoyancy flux or wind 

stirring effect) could produce a large change in temperature. The other maximum 

occurring at 75-100 m could be due to the effect of the horizontal advection (forced 

by the fluctuation in the river discharge from the Gulf of St. Lawrence/Labrador 

current) in the top 50 m of the water column. Recall that the correlation analysis 

show that the temperature anomalies of the top 50 m are in phase, but progressively 

lead those at 75 m and below. A possible reason why the two maxima do not occur 

at the surface is presumably due to the fact that the anomalies at the surface have 

equilibrated with the atmosphere. The variation of the standard deviations of the 

raw series with depth is thus consistent with the results of the cross correlation - that 

the temperature anomalies of the top 50 m lead the deep ones. 

6.11 Sources of Error 

For the COADS data set, a major source of error involves the changes in the methods 

of collecting data over the years. These particularly affect the wind and SST data. 

Prior to 1963 [Fletcher, 1985], a large portion of the wind record was obtained by using 

the old Beaufort scale to convert the state of the sea surface to wind speed. Recently, 
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a revised Beaufort scale has been introduced, since some discrepancies between the 

actual measured wind at ocean weather stations and that estimated from the old 

Beaufort scale have been noticed [Quayle, 1980]. Ganxtt et al. [1991], in their 

estimates of the heat fluxes for the Mediterranean, recognized this problem and have 

allowed for the revised conversion from the Beaufort scale. Isemer and Hasse's [1987] 

map of the difference between the old and the revised Beaufort equivalent scale of 

Kaufeld [1981] for the North Atlantic shows that, in the study region, the difference 

is about lm s - 1 . Isemer and Hasse note that an error in wind speed of about 2 m s_ l 

can have important consequences, especially in the tropics, as that could cause an 

error of about 25% in the estimates of the latent and sensible heat. For the study 

region, however, a typical wind speed is about 10 m s_1, compared to about 1 m s~' 

error in the conversion scale. Considering the small error in the study region, in the 

present study, the wind estimates of COADS are used without further correction. 

As for the SST, COADS contains data that were sometimes measured through 

engine intake and sometimes by bucket. The difference between these two methods 

have been shown to be about 0.5° [Ramage, 1984]- The error associated with the 

measurement of air temperature is about 0.2°. If the difference, TB — Ta, is small 

(< 1°C), the error will be in the same order as the mean quantity (but in the study 

region, the monthly mean Ts — Ta is typically 5°C). This will affect the estimates of 

the Qi, Qi and QH- Estimation of the error in Q is complicated due to the fact that 

Q is computed from many variables (both measured and derived), which themselves 

contain error. Therefore, to quote an exact error in Q is difficult [Dr. Fred Dobson, 

personal communication]. 

6.12 Discussion 

Analysis of the heat fluxes shows that the variation in the net surface heat flux results 

primarily from latent and sensible heat flux anomalies, with a lesser contribution from 

the sensible heat flux, consistent with Bunker [1976]. Of all the components of the 
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surface heat flux anomalies, the long wave radiation anomalies are the least variable. 

The sea surface temperature anomalies have a larger spatial and longer time scale 

than the net surface heat flux anomalies. Furthermore, the sea surface temperature 

anomalies persist longer in winter than in summer. Very importantly, the persistence 

of large scale sea surface temperature anomalies suggests an impact of the ocean on 

climate. 

On the cause of the SSTAs on the Scotian Shelf, it has been suggested [Thompson 

et al., 1988] that the SSTAs in winter are primarily caused by the on-ofFshore wind. 

An offshore wind (blowing from land), because it is dry and cold, creates a large 

air-sea temperature and humidity difference which leads to a large heat loss from the 

ocean through latent and sensible heat fluxes. This explanation is expected to work 

in a region where the atmospheric forcing dominates the variability within the ocean 

and the ocean has a sufficient time to respond to the atmospheric circulation. 

Based on the analyses carried out in this chapter, it is suggested that the primary 

cause of the SSTAs on the Scotian Shelf is from oceanic variabilities and not atmo

spheric fluctuations. This conclusion stems from the following reasons. First, if it is 

the on-offshore wind that creates the SSTAs, the SSTA will be more variable near 

the coast where the land-sea contrast is maximum. From the observations, this is 

not the case. Table 6.1b, column 8 shows that the standard deviation of the winter 

SSTAs is rather maximum (1.6°) offshore and submaximum (1.2°) near the coast. 

This observation confirms an independent estimate by Cayan [1986], who also found 

that the maximum standard deviation of the SSTA occurs quite far away from land. 

Again, it can be seen (Table 6.1, column 2) that maximum fluctuation in the Q' also 

occurs offshore and not near the coast, which is to be expected in a situation where 

the SSTAs drive Q'. Second, and perhaps more importantly, the contribution of the 

atmospheric flux anomalies Q' in the model accounts for less than 1% of the observed 

SSTAs, whereas T' + T6' which represents contribution from oceanic factors accounts 

for about 32% of the observed SSTAs. 

The next issue addressed is the performance of the model in simulating the SSTAs. 
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The model fit increases with depth, from P2 = 39% at the surface to about H2 = 

69% at 50 m depth. When the model SSTAs are separated into different frequency 

components, it is shown that the model could account for about 71% of the observed 

SSTAs at a period of about 19 months. Q' alone explains about 23% of the observed 

SSTAs at a period of about 20 months. 

On the issue of the oceanic sources of the SSTAs, both the coherence/phase spectra 

and the cross correlation function analyses confirm that, overall, the water anomalies 

of the top 50 m lead the deep water temperature anomalies. This fact suggests that 

the primary source of the SSTAs on the Scotian Shelf most likely originate from the 

upper 50 *n of the water column. However, the cooling years (1950-65) appear to 

have been a special period. The phase spectra and cross correlation estimates for 

those years suggest that the deep water (> 100 m) temperature anomalies lead the 

SSTAs. A possible source of the deep water anomalies is the Slope Water, which is 

a mixture of the Labrador Slope Water and the warm Gulf Stream Water [Gatien, 

1976]. Slope Water likely moved onto the Scotian Shelf and filled the deep basins 

allowing heat to diffuse to the surface [Dr. B. Petrie, personal communication]. It is 

important to note that the cooling trend in the 50's was a large scale phenomenon. 

It was observed in the sea and air temperature at St. Andrews (a coastal station on 

the Bay of Fundy) [Lauzier, 1965] and also in the SSTA off the Newfoundland Shelf. 

It was also noticed in the river discharge (Figure 6.29). It is possible that the remote 

cause of the cooling trend in the SSTAs was a shift in the large-scale atmospheric 

circulation, as suggested by Thompson el al. [1988]. But the shift in the atmospheric 

circulation, instead of changing the SSTAs via Q' as hypothesized by Thompson et 

al [1988], perhaps changes the SSTAs through adjustments in the oceanic circulation 

and the river discharge. When one considers the fact that it is the atmospheric 

circulation that controls, to a large extent, the air temperature, precipitation (which 

in turn affects river discharge), and ocean circulation, it is easy to see hov* a shift in 

the atmospheric circulation might have been responsible for the large scale SSTAs in 

the cooling years Based on the statistical relationship, it is established thai in the 
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normal years (in contrast with the unusual cooled years), the source of the SSTAs 

appears to originate in the surface waters. From the water masses [Gatien, 1976] and 

the circulation pattern in this region [Sutcliffe et al, 1976], the possible surface sources 

of the SSTAs include the cool water from the inshore Labrador current together with 

the flow from the Gulf of St. Lawrence. 

Based on the empirical and model results, it hypothesized that the SSTAs on 

the Scotian Shelf develop predominantly from a combination of horizontal advection 

(perhaps forced by the flow from the Gulf of St. Lawrence and the Labrador current) 

and cross-shelf mixing from the Gulf Stream. These processes have been grouped and 

represented in the model as T'. Hence, to improve on the performance of the model 

for interannual changes, these processes must be explicitly represented in the model. 

Clearly the results of the modelling of the seasonal cycle in this study are more con

clusive than that of the interannual variability. More work is needed to substantiate 

the contribution of Q' to the development of the SSTAs. One approach is to estimate 

the interannual variability in the diffusivities, then use the Q' to force the model. On 

the contribution of the ocean to the creation of the SSTAs, it is suggested that the 

source should be sought around the Gulf of St. Lawrence, the Labrador current and 

the Gulf Stream. A comparison of the temporal changes in the temperature-salinity 

characteristics of these source waters, and that on the Scotian Shelf, may provide 

useful information on the primary cause of the SSTA on the Northwest Atlantic. 



Chapter 7 

DISCUSSION AND 

CONCLUSIONS 

The Northwest Atlantic is a unique oceanographic region in the North Atlantic. It 

is the convergence zone of two important but contrasting current systems: the cold 

Labrador current from the north and the warm Gulf Stream from the south. The sea 

temperature of this region also has the largest variance in the North Atlantic. The 

large temperature variability affects climate and has, in fact, been shown to be useful 

in weather prediction in Europe [Ratcliffe and Murray, 1970; Palmer and Sun, 1985]. 

From a biological perspective, Scott [1982] pointed out that "temperature appears 

to be an important determinant of fish distribution . . . on the Scotian Shelf. Rose 

and Leggett [1989] have shown that "sea surface temperature (directly and as a proxy 

for currents and salinities) and prey density interactively regulates cod distribution" 

in this region. Thus the success of commercial fisheries depends, in part, on the 

knowledge of the water temperature fluctuations. 

The purpose of this study has been to explain seasonal and the interannual vari

ability of the surface and subsurface temperature in the Northwest Atlantic. Before 

addressing the problem, I presented a description of the seasonal temperature and 

salinity variation on the Scotian Shelf. The observational study shows that a char

acteristic feature of the annual mean temperature structure is the existence of a 
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subsurface temperature minimum, usually referred to as a cold intermediate layer, at 

about 50 m. The results of the temperature and salinity harmonic analyses indicate 

that the seasonal temperature signal penetrates to an average depth of about 75 m. 

This depth of the seasonal temperature penetration is consistent with that found in 

the central North Pacific, in a similar latitude range as the Scotian Shelf [Barnett, 

1981] Another feature of the harmonic analysis is the presence of a secondary max

imum in the amplitude of the semi-annual temperature harmonic, at 30 m depth. 

For the salinity, a notable feature is the subsurface minimum of the amplitude of the 

salinity annual harmonic at about 30 m depth. 

I have addressed the problem of explaining the seasonal and the interannual vari

ability of the sea temperature in the study region through a combination of empirical 

and numerical modelling. As a first step toward the development of a model to ex

plain the seasonal temperature cycle, the heat budget has been calculated. The salt 

budget was used as a control for the interpretation of the heat budget. This analysis 

focussed on the Shelf region because more complete data, in space and time, were 

available in this region than on the Slope region of the Northwest Atlantic. My anal

ysis shows that the annual mean heat budget on the Scotian Shelf is dominated by 

horizontal advection, with a contribution of about —40 W m - 2 . The contribution of 

the net surface heat flux, horizontal mixing, vertical diffusion of heat from the deep 

ocean, and upwelling are about 25, 11,6 and 1 W m - 2 respectively. On the seasonal 

time scale, about 85% of the local rate of heat storage on the Scotian Shelf can be 

explained by the net surface heat flux (Q). Horizontal advection is the next most 

important term in the seasonal heat budget: and together they explain about 99% of 

the amplitude of the local rate of heat storage. Thus, the seasonal sea temperature 

variability can be explained simply by only Q and horizontal advection. 

Based on the heat budget, the seasonal temperature can be well represented 

(within ±l°C) by a model of the form 
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where T is dominated by horizontal advection. The model is clearly a modified one-

dimensional heat diffusion equation. T(z,t) is distributed with depth according to 

the observed vertical decorrelation scale of the sea temperature profile. The model 

uses estimates of the seasonal diffusivities that vary with density stratification, and 

hence with depth and time. 

Considerable attention has been paid to the estimation of the monthly diffusivities: 

an extremely important parameter in the model. Besides needing Ky for the model, 

an accurate estimate is needed in other applications, such as estimating the effect 

of greenhouse warming due to carbon dioxide [see Hansen et al., 1985; Yin and 

Fung, 1991]. Three methods of estimating the Ky(z, t) have been explored in this 

thesis. The methods differ in how T(z,t) is represented in the model. In Method 

1, V(z,t) is separated into two components: one that varies through time and the 

other that varies with depth. The form of the depth-varying component is based on 

observations. This leads to an explicit expression for Ky that can be readily evaluated 

using observations. In Method 2, / ° T(z, t) dz is minimized by least squares. In 

Method 3, the Ky(z, t)'s are computed by minimizing the error between the observed 

and the predicted temperature. In Methods 2 and 3, the diffusivities are related to 

the buoyancy frequency, N, as 

Kv(z,t) = Ko(l+aNp)-1 

where 2 < p < 4. The parameterization (which is based on Munk and Anderson 

[1948]) depends only on three parameters: p, Ko and a which are determined em-

piri jally. In practice, since Ko and a covary, the effective number of independent 

parameters is 2: p and Ko/a. An important contribution of this thesis is providing 

an efficient approach of determining the parameters. The Ky in Methods 2 and 3 turn 

out to be almost identical. For p = 2, in Method 2, the ratio Ko/a = 3.8 x 10~8m2s~3 

while in Method 3 K0/a = 3.9 x 10"8 m2 s~3. The attraction of Methods 2 and 3 is 

that they eliminate the problem of negative diffusivity, possible in Method 1. Method 

3 is computationally more expensive than Method 2 but Method 3 pays off, in that, 
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it has a sound physical basis and also has the added advantage of providing the 

uncertainty associated with the predicted temperatures. Method 3 was also further 

adapted to compute a constant diffusivity. 

The predicted surface and subsurface T(z,t) from the model with the seasonal 

varying Kv(z,t) (from Method 3) for Emerald Basin compare much more favorably 

with the observations than the predicted T(z,t) from the best constant Ky. This 

shows the importance of allowing Ky(z,t) to vary with depth and time. 

The model has been used to study the formation of the permanent cold intermedi

ate l?yer (CIL), often observed at about 50 to 100 m depth on the Scotian Shelf. For 

the CIL to be formed it is established, through simple reasoning, that (i) there must 

be a net surface heat flux directed into the ocean from the surface and from below, 

and (ii) there must be advection of cold water into the region, otherwise the local 

heating will simply warm up the whole water column. Therefore, the CIL forms as 

result of the cold water being trapped between the heating from the surface and from 

below. The fact that the model with the seasonal varying diffusivities reproduces a 

more realistic CIL than the model with a constant diffusivity, again, emphasizes the 

importance of allowing diffusivities to vary with depth and time. 

The problem of finding the primary causes of the interannual variability in the 

SST of the Northwest Atlantic has been addressed, as mentioned above, through 

statistical relationship and numerical modelling. The specific focus of the thesis has 

been to determine the contribution of Q' to the development of the SSTAs. The Q' 

is estimated using COADS. I have shown that over 90% of the interannual variability 

in Q' results from the sum of latent and sensible heat flux anomalies, with a lesser 

contribution from the sensible heat flux anomalies. The short wave radiative flux 

anomalies account for < 1% of Q'. 

The spatial and temporal scales of both Q' and SSTAs have been estimated and 

compared, and I find that on the whole, Q' has a smaller spatial scale and shorter 

time scale than the SSTAs. The longer persistence of the winter SSTAs than those of 

summer, and the re-occurrence of the winter SSTAs in August, found in this study 
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are consistent with the earlier finding of Thompson et al. [1988]. In the North Pacific, 

Namias and Born [1970] and Namias et al. [1988] also found that winter SSTAs last 

longer than that of summer, but the winter SSTAs reappeared about one year later. 

The longer persistence of the winter SSTAs might be explained, in part, by the deeper 

mixed layer depth (and hence the greater heat storage capacity) in winter. 

The causes of the interannual variability in SST are generally thought to be 

through atmospheric forcing (such as Q' via wind and air temperature) and oceanic 

forcing (such as horizontal advection, upwelling and mixing). However, the correla

tions between the SSTAs and the atmospheric anomalies (particularly Q') are low 

and generally insignificant (except with 7^), even when the data are stratified into 

seasons. A highly idealized coupled atmosphere-ocean model is used to interpret the 

empirical relationships and it shows that the zero correlation between the SSTAs and 

the Q' could mean, for example that (i) the SSTAs are driven by Q'', (ii) the SSTAs 

are driven by the ocean and the atmosphere responds quickly to the oceanic forcing, 

or (iii) the data are dominated by noise. Some steps have been taken to eliminate 

some of the possibilities. The fact that the SSTAs (Q1) in one COADS 2° square are 

correlated with the SSTAs (Q') in the neighbouring squares suggests that the SSTAs 

(Q') data are not entirely noise. To resolve the other two possibilities, a numerical 

model is used to determine the SSTAs caused by the Q'. Again the correlation be

tween the observed and the model SSTAs due to Q' is low. This suggests that the Q' 

is not the primary cause of the SSTAs in the Northwest Atlantic. 

To put this result into perspective, note that Frankignoul and Hasselmann [1977] 

used a stochastic forcing model to propose that SSTAs are generated as a response 

of the slowly varying upper ocean to the rapidly varying air-sea fluxes [see also Has

selmann, 1976; Frankignoul, 1979, 1985; Frankignoul and Reynolds, 1983]. This 

stochastic model presents the ocean as a passive follower of the atmosphere. Reynolds 

[1978,1979] tested the validity of the stochastic model in both North Pacific and North 

Atlantic Oceans. His results showed that the stochastic forcing model could explain 

the spectral shapes of the observed SSTAs in the open ocean, but failed in areas like 
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the Gulf Stream and the Kuroshio Extension (North Pacific), where ocean currents 

are strong. The finding of this thesis further confirms that the stochastic forcing 

model can not explain the interannual SSTAs of the Scotian Shelf. Previous studies 

[e.g. Bunker, 1976; Thompson et al., 1988] have discussed qualitatively the relation 

between the SSTAs and Q', but this thesis is the first to attempt to quantify the con

tribution of Q' to the development of the SSTAs in the Northwest Atlantic through 

physical modelling. 

The results of the cross correlation spectral analyses between sea surface temper

ature anomalies and subsurface temperature anomalies for Emerald Basin show that 

the temperature anomalies in the upper 50 m are in phase with the SSTAs and that 

the upper layer temperature generally leads the deep water (> 100m), suggesting 

that the primary cause of the SSTAs must be from the surface layers (~ 50m) and 

not from the deep water. However, in the 50's, when the great cooling occurred, the 

analysis suggests that the low frequency SSTAs may have originated from the deep 

(~ 100m) water. 

It is speculated that the SSTAs on the Scotian Shelf develop predominantly from 

a combination of cross-shelf horizontal mixing and horizontal advection from the Gulf 

of St. Lawrence and/or the inshore Labrador current. It is likely that the mixing of 

the warm slope water together with the fluctuations in the flux of cold fresh water 

from the Gulf of St. Lawrence/Labrador current may have an important influence on 

the SSTAs on the Scotian Shelf. 

In summary the main conclusions of the thesis are: 

• The average depth of the seasonal temperature signal penetration on the Scotian 

Shelf is about 75 m. 

• The long term mean heat budget is dominated by horizontal advection. 

• About 85% of the seasonal temperature variability may be explained by Q. 

The seasonal heat budget can be balanced, within error bars, simply by Q and 

horizontal advection. 
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• The seasonal temperature on the Scotian Shelf can be reproduced (within ±\°C 

by a modified one-dimensional model of the form 

dT d ( dT\ 

Tt=-dz-y<vTz)+™ 
where T is dominated by horizontal advection. 

• Out of the three methods of estimating K<j(z, t), the two methods in which Ky 

depends on N as 

Kv(z,t) = Ko(l + aNp)-1 

produce the most realistic vertical diffusivities. 

• The fact that the model temperature with a seasonal varying Ky(z, t) compares 

far more favourably with observations than the model with the best constant 

Ky emphasizes the importance of allowing Ky(z,t) to vary with depth and 

time. 

• The long-term annual mean cold intermediate layer on the Scotian Shelf results 

from cold water (advected into the region) being trapped between a local warm 

surface layer and a warm deeper layer. 

• The major cause of the interannual variability in the net surface heat flux 

anomaly Q' is from latent and sensible heat flux anomalies. 

• Q' has a shorter time scale and smaller spatial scale than the SSTAs. 

• The primary cause of the interannual variability in the SSTAs is not Q', but 

the ocean. 

• Overall, the oceanic source of the SSTA on the Scotian Shelf originates from 

the top 50 m of the water column. 
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Suggestions for Future Studies 

As just mentioned, I have shown that Q' is not the primary cause of the interan

nual variability of the SSTAs and suggest that the primary cause lies in the ocean. 

The outstanding question now is: What oceanic mechanism is the primary cause of 

the SSTAs? I suggest that the answer may be found in the interannual variability of 

the temperature-salinity properties of the water on the Scotian Shelf. Given a time 

series of temperature and salinity for some locations on the Scotian Shelf, one can 

determine from the interannual T-S characteristics if cold years (1950's, for exam

ple) are associated with lower salinity. In which case, the probable cause might be 

increased cold water from the Gulf of St. Lawrence and/or the Labrador current. 

Warm-salty years might be the signatures of the Gulf Stream water. Again, compar

ison of the T-S characteristics of the source waters (from the Gulf of St. Lawrence, 

the Labrador current and the Gulf Stream) and that of the Scotian Shelf may r°veal 

the primary cause of the SSTAs on the Scotian Shelf. 

On modelling the interannual variability in the SSTAs, the outstanding problem is 

being able to balance the anomaly heat budget. More work should be done to quantify 

the contribution of Q' to the evolution of the SSTAs in the Northwest Atlantic. In 

the present study, seasonal diffusivities are used in the modelling of the interannual 

SSTAs. It is suggested that the diffusivities should be allowed to vary interannually. 

This could be done by using the interannual temperature and salinity to compute 

the interannual N, from which the diffusivities could be estimated. The model would 

then be forced with the Q'. This could also be done in other regions of the Northwest 

Atlantic for comparison. Even when this is done, the model still needs good quality 

data to reproduce (at least) the trend found in the temperature record. Let me 

illustrate this with the following example. Remember that an important feature of 

the temperature record on the Scotian Shelf is a decrease of about 5°C in 15 years, 

between 1950 and 1965. Let us assume that this 5°C temperature drop was caused 

by a heat loss from the upper 100 m of the water column. The heat flux that will 

produce this temperature drop is only —4W m~2. This heat flux is small compared 
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to the uncertainty in the estimate of Q. The implication of this small heat flux is 

that for a model to reproduce the downward trend in the temperature record, the 

uncertainty in the estimates of the Q must be less than 4W m~2. On the other hand, 

if the b°C temperature drop was caused by an increased flow of cold water on the 

Scotian Shelf, a similar accuracy in the estimate of the heat flux due to horizontal 

advection is required. This emphasizes the importance of empirical modelling. 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 

Sydney bight 
N. Laurentian channel 
S. Laurentian channel 
Banquereau 
Misaine bank 
Canso 
Middle bank 
The Gully 
Sable Island 
Western bank 
Emerald bank 
Emerald basin 
Eastern shore 
South shore 
Lahave basin 
Saddle 
Lahave bank 
Baccaro bank 

19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 

Roseway bank 
Shelburne 
Roseway basin 
Browns bank 
Roseway channel 
Lurcher shoal 
E. Gulf of Main 
Georges basin 
Georges shoals 
E. Georges bank 
N.E. channel 
Southern slope 
Southern offshore 
Central offshore 
Central slope 
Northern slope 
Northern offshore 

Table A.l: Names of the subareas numbered in Figure 2.1. 



(a) Annual mean temperature Ao 

Subarea 

# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

0 
6.23 
5.54 
6.54 
7.20 
6.66 
6.50 
7.47 

7.78 
8.44 
9.31 
9.41 
8.74 
7.71 
7.36 
8.12 
9.39 

8.57 
8.23 
8.18 
7.12 
7.27 
8.47 
6.69 
6.43 
7.34 

9.45 
9.26 

9.03 
9.13 
10.76 
13.96 

10.11 

9.70 
13.66 

10 
5.95 
5.23 
6.47 
7.27 
6.60 
5.88 

7.14 
7.47 
8.31 
8.99 
9.05 
8.35 
6.84 
6.83 
7.48 
8.58 

8.11 
7.53 
7.94 
6.20 

6.49 
7.69 
6.38 
6.21 
7.30 
9.09 

9.13 
8.66 
9.05 
10.46 
13.55 
9.73 

9.41 
13.18 

Depth (m) 
20 
5.15 
3.86 
5.43 
6.14 

5.51 
4.91 
5.35 
6.72 
7.59 
8.02 
7.91 

7.11 
5.57 
5.28 
6.09 
7.40 

6.76 
6.61 
6.28 

5.11 
5.77 
7.09 
5.95 
6.07 
6.99 
8.34 

8.83 
8.04 
8.68 
10.06 
13.44 
8.98 

8.65 
12.91 

30 
3.88 
2.49 
4.23 
4.61 
3.70 
3.57 

3.94 
4.93 
5.77 
6.86 
6.49 
5.48 
4.49 

4.03 
4.76 
6.27 

5.32 
5.49 
4.97 
4.31 

4.83 
6.47 
5.52 
6.00 
6.70 
7.47 

8.62 

7.60 
8.12 
9.52 

14.01 
8.19 

7.68 
12.08 

50 
1.70 
1.16 
2.34 
2.71 
1.73 
2.09 
2.12 
3.83 
4.45 
5.40 
4.83 
3.80 
2.76 
2.93 
3.29 
4.88 

3.82 
4.32 

3.56 
3.68 
3.62 

5.77 
5.15 
5.86 
6.33 
6.31 

8.13 

7.09 
7.30 
8.81 

12.91 
6.91 

6.37 
10.54 

75 
1.02 
0.73 
1.46 
2.38 
1.40 
1.41 

1.96 
3.14 
4.47 
5.62 
5.67 
4.45 
2.40 
2.51 
3.37 
5.21 

3.76 
4.37 
3.04 
3.42 

3.68 
5.92 
5.22 
5.63 
6.32 

5.75 
6.82 

6.58 
7.30 
8.80 

12.25 
7.32 

6.31 
10.27 



(b) Annual mean salinity Ao 

I* 

I 

I 

Subarca 
# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

0 
30.23 
31.22 
31.86 
31.58 
30.99 
30.48 
31.14 
31.66 
31.59 
32.03 
31.92 
31.51 
30.78 
31.04 
31.24 
31.62 
31.32 
31.58 
31.25 
31.42 
31.45 
31.87 
31.89 
31.82 
32.25 
32.43 
32.55 
32.48 
32.20 
32.76 
33.98 
32.44 
32.51 
33.66 

10 
30.39 
31.32 
31.82 
31.64 
31.03 
30.59 
31.23 
31.64 
31.59 
32.06 
31.97 
31.55 
30.94 
31.10 
31.38 
31.70 
31.33 
31.69 
31.26 
31.49 
31.54 
31.92 
31.98 
31.91 
32.29 
32.46 
32.65 
32.50 
32.39 
32.96 
34.00 
32.50 
32.56 
33.67 

Depth (m) 
20 

30.58 
31.50 
31.94 
31.78 
31.19 
30.84 
31.40 
31.76 
31.68 
32.18 
32.16 
31.75 
31.17 
31.32 
31.61 
31.96 
31.47 
31.81 
31.39 
31.61 
31.63 
32.04 
32.12 
31.97 
32.34 
32.52 
32.68 
32.57 
32.50 
33.09 
34.15 
32.72 
32.70 
33.94 

30 
30.87 
31.69 
32.10 
31.92 
31.42 
31.10 
31.57 
31.89 
31.79 
32.34 
32.37 
3L99 
31.38 
31.49 
31.8! 
32.22 
31.71 
32.00 
31.59 
31.72 
31.77 
32.22 
32.24 
32.02 
32.42 
32.60 
32.69 
32.64 
32.63 
33.25 
34.54 
32.92 
32.92 
34.14 

50 
31.39 
32.03 
32.32 
32.31 
31.92 
31.56 
31.94 
32.24 
32.30 
32.74 
32.79 
32.45 
31.73 
31.83 
32.16 
32.84 
32.16 
32.47 
31.96 
31.88 
32.04 
32.60 
32.44 
32.24 
32.62 
32.79 
32.77 
32.76 
32.97 
33.61 
34.77 
33.30 
33.31 
34.40 

75 
32,03 
32.33 
32.65 
32.83 
32.31 
32.05 
32.33 
32.69 
33.20 
33.43 
33.55 
33.19 
32.24 
32.24 
32.73 
33.38 
32.68 
32.92 
32.42 
32.35 
32.44 
33.02 
32.60 
32.47 
32.93 
33.14 
32.94 
32.94 
33.47 
34.04 
34.97 
33.90 
33.78 
34.69 
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(c) Annual mean density Ao (kg m~3) 
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Subarea 

# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

0 
23.52 
24.43 
24.85 
24.54 
24.10 
23.70 
24.10 
24.51 
24.38 
24.58 
24.47 
24.24 
23.79 
24.08 
24.12 

24.25 
24.13 
24.41 

24.13 
24.48 
24.47 
24.63 
24.92 
24.92 
25.14 

24.92 

25.09 
25.04 
24.77 
24.92 
25.19 
24.77 

24.91 
25.14 

10 
23.73 
24.61 
24.87 
24.60 
24.19 
23.94 

24.26 
24.61 
24.43 
24.72 

24.63 
24.38 
24.11 
24.28 
24.39 
24.50 
24.26 
24.66 

24.24 
24.73 

24.71 
24.85 
25.09 
25.07 
25.22 

25.05 
25.21 

25.17 
24.99 
25.17 
25.34 

24.94 
25.05 
25.29 

Depth (m) 
20 30 50 75 

24.07 24.54 25.30 26.00 
25.07 25.38 25.87 26.27 
25.21 25.55 26.03 26.48 
24.97 25.36 25.98 26.55 
24.55 25.05 25.75 26.21 
24.34 24.78 25.41 26.00 
24.77 25.16 25.72 26.18 
24.88 25.31 25.81 26.36 
24.68 24.96 25.80 26.64 
25.06 25.42 26.05 26.70 
25.05 25.49 26.16 26.79 
24.82 25.32 25.99 26.64 
24.54 24.91 25.50 26.07 
24.73 25.07 25.56 26.07 
24.86 25.25 25.81 26.39 
24.97 25.40 36.18 26.70 
24.66 25.10 25.75 26.30 
24.97 25.33 25.96 26.44 
24.67 25.06 25.62 26.17 
25.02 25.25 25.55 26.07 
24.94 25.22 25.69 26.12 
25.09 25.37 25.89 26.33 
25.32 25.52 25.84 26.08 
25.18 25.28 25.58 25.91 
25.37 25.52 25.83 26.20 
25.29 25.55 25.97 26.45 
25.34 25.43 25.69 26.16 
25.39 25.57 25.84 26.18 
25.20 25.46 25.98 26.51 
25.42 25.71 26.24 26.72 
25.54 25.85 26.39 26.82 
25.32 25.67 26.29 26.84 
25.37 25.76 26.38 26.89 
25.61 26.00 26.56 26.97 

Table A.2: Spatial variation of the annual mean temperature, salinity 
density data. 

situ 
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(a) Amplitude Ax (° C), and phase U (days), of the temperature annual cycle. 

z(m) 0 10 20 30 50 75 

Sf 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

9.2 
8.0 
7.1 
7.5 
8.3 
8.8 
8.8 
7.8 
7,5 
7.9 
7.9 
8.4 
8.6 
7.9 
8.1 
7.7 
7.8 
7.1 
7.7 
5.8 
6.3 
6.3 
5.4 
4.8 
4.9 
6.6 
5.9 
6.0 
7.0 
7.5 
8.9 
8.0 
7.5 
5.3 

U 
-142 
-142 
-142 
-138 
-139 
-139 
-138 
-139 
-134 
-137 
-137 
-136 
-136 
-136 
-133 
-134 
-133 
-136 
-137 
-127 
-126 
-128 
-126 
-128 
-134 
-143 
-143 
-132 
-136 
-IS? 
-153 
-137 
-131 
-124 

Ai 
9.0 
7.5 
7.0 
7.9 
8.3 
8.1 
8.7 
7.2 
7.9 
7.5 
7.7 
8.0 
7.7 
7.1 
7.3 
7.15 
7.6 
6.7 
7.3 
4.9 
5.6 
5.9 
4.8 
4.5 
4.7 
6.3 
5.9 
5.8 
6.7 
7.5 
8.5 
7.6 
7.3 
5.0 

U 
-140 
-140 
-139 
-135 
-136 
-136 
-134 
-135 
-131 
-134 
-134 
-133 
-133 
-130 
-130 
-135 
-129 
-135 
-133 
-122 
-125 
-128 
-124 
-125 
-133 
-139 
-132 
-127 
-131 
-132 
-151 
-134 
-129 
-116 

Ax 
7.9 
5.4 
5.2 
6.2 
6.7 
6.7 
6.0 
6.4 
7.0 
5.9 
6.2 
6.2 
6.1 
5.3 
5.5 
5.6 
5.7 
5.3 
5.1 
3.7 
4.8 
5.1 
4.2 
4.3 
4.3 
5.4 
5.5 
4.9 
5.8 
6.7 
8.0 
6.4 
6.1 
4.6 

i_ 

-136 
-133 
-132 
-130 
-127 
-129 
•128 
-128 
-126 
-126 
-123 
-121 
-122 
-114 
-116 
-123 
-119 
-127 
-121 
-109 
-119 
-120 
-122 
-122 
-129 
-132 
-129 
-121 
-126 
-129 
-159 
-129 
-121 
-104 

Ax 

6.0 
3.4 
3.5 
4.0 
4.1 
4.9 
3.9 
3.9 
5.9 
4.3 
4.3 
4.0 
4.8 
4.0 
3.6 
4.1 
4.0 
3.7 
3.6 
2.9 
3.6 
4.3 
3.5 
4.1 
3.9 
4.3 
5.3 
4.2 
4.8 
5.7 
6.0 
4.9 
4.5 
3.3 

tx 
-128 
-119 
-119 
-118 
-113 
-117 
-119 
-111 
-119 
-112 
-107 
-104 
-110 
-97 
-101 
-108 
-99 
-112 
-105 
-94 
-109 
-112 
-125 
-120 
-124 
-121 
-126 
-116 
-120 
-123 
-136 
-121 
-110 
-82 

Ax 
3.0 
1.7 
0.9 
1.6 
1.5 
2.9 
2.0 
2.9 
2.3 
2.2 
2.2 
1.9 
2.4 
2.8 
2.1 
2.5 
2.3 
1.9 
2.1 
2.4 
2.0 
3.0 
2.6 
3.7 
3.2 
2.9 
4.3 
3.4 
3.1 
3.8 
3.3 
2.6 
2.3 
2.4 

tx 
-112 
-103 
-87 
-117 
-91 
-105 
-95 
-88 
-99 
-88 
-85 
-73 
on 

- u s 
-79 
-74 
-101 
-71 
-97 
-79 
-80 
-89 
-98 
-124 
-120 
-118 
-105 
-112 
-109 
-108 
-114 
-122 
-114 
-87 
-34 

Ax 
1.6 
0.8 
0.5 
0.9 
0.6 
1.5 
1.0 
1.6 
0.4 
0.5 
0.8 
0.7 
0.9 
1.7 
1.0 
1.5 
1.5 
0.6 
1.0 
1.9 
1.2 
2.3 
2.0 
3.1 
2.63 
1.6 
1.9 
2.5 
1.8 
2.4 
2.1 
1.3 
0.9 
1.9 

tx 
-109 
-107 
105 
-151 
-67 
-98 
-51 
-93 
-174 
-28 
-58 
-56 
-68 
-79 
-79 
-83 
-60 
-80 
-98 
-77 
-69 
-88 
-129 
-115 
-112 
-91 
-106 
-97 
-101 
-113 
-121 
-131 
-95 
-8 



(b) Amplitude Ax, and phase <i (days), of the salinity annual cycle. 

s# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

At 
0.8 
0.4 
0.5 
0.7 
0.8 
0.8 
0.6 
0.9 
0.7 
0.4 
0.5 
0.4 
0.9 
0.2 
0.1 
0.2 
0.2 
0.1 
0.3 
0.1 
0.3 
0.1 
0.2 
0.2 
0.2 
0.4 
0.4 
0.2 
0.1 
0.3 
0.2 
0.4 
0.4 
0.8 

*i 

57 
38 
14 
63 
60 
59 
68 
62 
97 
54 
33 
41 
95 
74 
74 
-27 
60 
101 
105 
152 
149 
-82 
143 
-164 
-112 

6 
31 
27 
-135 

-60 
123 
38 
28 
40 

Ax 
0.9 
0.3 
0.5 
0.6 
0.7 
0.7 
0.5 
0.9 
0.6 
0.3 
0.5 
0.4 
0.4 
0.3 
0.1 
0.3 
0.1 
0.1 
0.2 
0.2 
0.3 
0.1 
0.3 
0.3 
0.2 
0.4 
0.3 
0.3 
0.1 
0.3 
0.2 
0.3 
0.3 
0.8 

52 
36 
21 
63 
61 
60. 
72 
66 
96 
57 
36 
40 
95 
89 
44 
20 
63 
-106 

108 
173 
166 
-104 

147 
-150 
-121 
6 
34 
21 
-93 
-102 
141 
38 
33 
40 

Ax 
0.8 
0.2 
0.3 
0.5 
0.6 
0.5 
0.4 
0.8 
0.7 
0.2 
0.2 
0.2 
0.4 
0.3 
0.2 
0.1 
0.1 
0.1 
0.2 
0.3 
0.3 
0.2 
0.3 
0.3 
0.3 
0.3 
0.3 
0.2 
0.1 
0.3 
0.4 
0.1 
0.2 
0.5 

30 50 75 
U 
58 
52 
30 
74 
71 
80 
94 
75 
107 
74 
48 
82 
130 
143 
-179 
-28 
126 
-158 
148 
-178 
181 
-99 
160 
-144 
-124 
4 
36 
25 
-107 

-118 
162 
86 
37 
40 

Ax 
0.6 
0.0 
0.1 
0.4 
0.4 
0.4 
0.3 
0.7 
0.6 
0.1 
0.0 
0.1 
0.5 
0.4 
0.3 
0.2 
0.1 
0.2 
0.2 
0.3 
0.4 
0.2 
0.2 
0.3 
0.3 
0.3 
0.3 
0.2 
0.1 
0.3 
0.1 
0.2 
0.0 
0.5 

U 
70 
150 
56 
96 
87 
108 
122 
89 
113 
115 
122 
158 
156 
169 
-169 

-101 
-121 
-147 

-160 
-165 
-168 

-101 
171 
-140 
-128 

0.6 
34 
28 
-131 

-127 
-166 
162 
50 
38 

Ax 
0.3 
0.2 
0.0 
0.2 
0.1 
0.3 
0.3 
0.5 
0.4 
0.1 
0.3 
0.2 
0.5 
0.4 
0.4 
0.6 
0.3 
0.2 
0.4 
0.3 
0.4 
0.3 
0.2 
0.4 
0.4 
0.1 
0.4 
0.1 
0.2 
0.3 
0.1 
0.3 
0.2 
0.4 

*i 

111 
-134 
148 
165 
155 
172 
168 
108 
151 
-170 
-117 

-131 
-178 
-168 
-139 
-93 
-91 
-102 

-138 
-167 
-151 

-88 
-157 

-139 
-130 

-5 
34 
24 
-162 

-128 
-146 
-165 

-138 
33 

Ax 
0.2 
0.2 
0.1 
0.3 
0.1 
0.3 
0.1 
0.4 
0.2 
0.1 
0.2 
0.2 
0.3 
0.4 
0.4 
0.5 
0.3 
0.2 
0.5 
0.4 
0.3 
0.3 
0.2 
0.5 
0.4 
0.1 
0.4 
0.2 
0.1 
0.3 
0.1 
0.3 
0.2 
0.3 

tx 
166 
-131 
-147 
-176 

-135 
-177 
-167 
135 
129 
155 
-33 
-77 
-161 
-143 
-118 
-94 
-79 
-51 
-104 

-81 
-121 

-78 
-156 
-139 
-131 
-11 
42 
-0 
-167 
-132 
-155 
-163 

-148 
21 

1 



(c) Amplitude Ax (kg m 3) , and phase tx (days), of in situ density annual cycle 

z ( m ; 

s# 
i 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

A.3: 

1 c 
AL 

1.8 
1.3 
1.3 
1.5 
1.7 
1.8 
1.7 
1.8 
1.5 
1.6 
1.7 
1.6 
1.5 
1.2 
1.3 
1.3 
1.3 
1.1 
1.2 
0.8 
0.9 
0.9 
0.8 
0.5 
0.5 
1.4 
1.3 
1.1 
1.0 
1.3 
1.8 
1.7 
1.5 
1.7 

1 
tx 
46 
39 
32 
50 
48 
49 
51 
50 
63 
46 
42 
45 
57 
51 
51 
38 
51 
51 
55 
64 
72 
53 
70 
67 
39 
30 
37 
46 
46 
39 
36 
44 
46 
51 

10 
Ai 
1.8 
1.1 
1.3 
1.6 
1.7 
1.5 
1.6 
1.7 
1.6 
1.4 
1.6 
1.5 
1.2 
1.1 
1.1 
1.3 
1.2 
0.9 
1.1 
0.6 
0.7 
0.7 
0.7 
0.4 
0.5 
1.2 
1.2 
1.1 
1.0 
1.1 
1.6 
1.5 
1.4 
1.5 

*i 

46 
40 
36 
52 
51 
52 
55 
55 
64 
50 
45 
48 
61 
60 
53 
42 
55 
46 
58 
82 
76 
51 
80 
73 
43 
35 
47 
48 
47 
42 
39 
47 
50 
57 

20 
Ax 

1.5 
0.7 
0.8 
1.2 
1.2 
1.1 
0.9 
1.4 
1.4 
1.0 
1.1 
1.0 
0.9 
0.7 
0.6 
0.8 
0.8 
0.6 
0.6 
0.4 
0.5 
0.6 
0.5 
0.3 
0.4 
1.0 
1.1 
0.9 
0.8 
0.9 
1.4 
1.1 
1.1 
1.2 

tx 
52 
51 
45 
61 
62 
63 
67 
63 
74 
60 
58 
65 
84 
88 
83 
55 
70 
61 
78 
111 
93 
59 
86 
76 
51 
39 
50 
55 
55 
49 
45 
58 
59 
68 

30 
Ax 
1.0 
0.3 
0.5 
0.7 
0.7 
0.7 
0.6 
1.0 
1.2 
0.6 
0.6 
0.5 
0.7 
0.6 
0.4 
0.4 
0.4 
0.3 
0.3 
0.3 
0.4 
0.3 
0.4 
0.3 
0.3 
0.7 
1.0 
0.7 
0.6 
0.6 
1.2 
0.7 
0.7 
0.9 

tx 
62 
76 
63 
80 
80 
85 
89 
84 
83 
78 
80 
94 
109 
120 
126 
74 
96 
87 
109 
139 
120 
69 
86 
81 
63 
48 
51 
61 
65 
58 
48 
74 
75 
79 

50 
A, 
0.4 
0.1 
0.1 
0.2 
0.1 
0.3 
0.3 
0.7 
0.5 
0.3 
0.1 
0.2 
0.5 
0.4 
0.3 
0.2 
0.1 
0.1 
0.3 
0.3 
0.3 
0.1 
0.2 
0.2 
0.1 
0.4 
0.9 
0.5 
0.4 
0.3 
0.6 
0.3 
0.3 
0.4 

Spatial variation of the annual amplitude and 

tx 
93 
178 
114 
125 
116 
128 
138 
104 
121 
118 
159 
166 
159 
157 
-179 

-84 
180 
106 
-177 
151 
178 
70 
89 
95 
94 
62 
58 
66 
91 
78 
62 
114 
120 
101 

75 
A, 
0.2 
0.2 
0.1 
0.2 
0.1 
0.3 
0.2 
0.4 
0.2 
0.1 
0.1 
0.1 
0.3 
0.3 
0.2 
0.3 
0.1 
0.1 
0.3 
0.2 
0.2 
0.1 
0.1 
0.2 
0.1 
0.2 
0.6 
0.4 
0.2 
0.1 
0.3 
0.1 
0.1 
0.2 

tx 
135 
-139 
-121 
181 
-163 

167 
172 
121 
111 
155 
-9 
-92 
-175 
-166 
-133 
-102 
-106 

-38 
-107 

-85 
-154 
55 
117 
149 
150 
74 
57 
68 
102 
100 
70 
140 
167 
134 

phase of temperat 

salinity and in situ density. 
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(a) Amplitude A2 (°C) and phase t2 (days), of the temperature semi-annual cycle. 

z(m) 
.$•# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

A2 
1.5 
1.5 
1.9 
1.2 
1.9 
1.7 
1.6 
0.8 
0.8 
1.3 
1.2 
1.1 
1.6 
0.4 
0.2 
0.9 
0.8 
0.4 
0.5 
1.0 
0.3 
0.3 
1.0 
0.5 
0.5 
1.0 
0.5 
0.5 
0.6 
1.2 
2.1 
1.2 
0.7 
1.4 

0 
h 
34 
27 
29 
41 
40 
44 
49 
26 
39 
33 
29 
36 
60 
51 
42 
20 
43 
-14 
58 
-86 
-80 
16 
76 
75 
28 
12 
12 
17 
42 
23 
88 
52 
42 
4 

10 
A2 
1.5 
1.4 
2.0 
1.8 
1.9 
1.7 
1.8 
0.9 
1.3 
1.1 
1.1 
0.8 
1.5 
0.5 
0.6 
0.9 
0.5 
0.2 
0.3 
0.9 
0.5 
0.0 
1.1 
0.5 
0.3 
0.8 
0.3 
0.5 
1.0 
1.3 
2.1 
1.1 
0.8 
1.0 

h 
39 
31 
38 
48 
43 
50 
55 
37 
48 
40 
34 
43 
73 
80 
-86 
29 
44 
-41 
68 
-80 
-67 
19 
-84 
89 
-10 
15 
34 
31 
51 
22 
-89 
58 
49 
7 

20 
A2 
1.2 
0.3 
0.9 
0.9 
1.5 
1.4 
0.7 
0.8 
1.1 
0.4 
0.6 
1.0 
2.0 
1.3 
1.7 
0.6 
0.7 
0.7 
1.2 
1.2 
0.9 
0.4 
1.2 
0.5 
0.2 
0.3 
0.2 
0.2 
0.9 
0.9 
2.6 
1.1 
0.6 
0.6 

h 
52 
64 
59 
62 
64 
64 
73 
59 
61 
73 
72 
-87 
86 
-81 
-71 
77 
-63 
-63 
-59 
-68 
-66 
-74 
-84 
90 
-43 
26 
75 
83 
64 
18 
91 
80 
90 
-4 

30 
A2 
1.2 
1,0 
1.1 
1.1 
1.3 
1.6 
0.9 
1.1 
1.1 
1.2 
1.2 
1,4 
2.1 
1.8 
2.1 
1.1 
1.7 
1.1 
1.8 
1.2 
1.2 
0.7 
1.1 
0.5 
U.3 
0.2 
0.3 
0.4 
0.9 
0.6 
2.0 
1.6 
1.2 
1.2 

*2 

80 
-72 
-87 
-82 
-91 
88 
-70 
-71 
80 
-71 
-73 
-67 
-89 
-71 
-60 
-88 
-60 
-64 
-58 
-61 
-56 
-69 
-80 
-91 
-66 
88 
90 
-71 
78 
12 
-86 
-85 
-69 
-25 

50 
A2 
1.2 
0.7 
1.1 
0.6 
0.7 
1.4 
1.3 
1.8 
1.3 
0.9 
1.0 
1.0 
1.3 
1.6 
1.2 
0.9 
1.2 
1.0 
1.4 
1.3 
1.2 
0.5 
0.7 
0.3 
0.3 
0.3 
0.2 
0.7 
0.9 
0.6 
2.2 
1.5 
1.3 
1.4 

*2 

-75 
-71 
-66 
-70 
-70 
-76 
-56 
-67 
-60 
-67 
-43 
-48 
-71 
-61 
-51 
77 
-51 
-76 
-51 
-53 
-42 
-58 
-63 
-84 
-70 
-62 
-56 
-64 
86 
-4 
-77 
-75 
-59 
-32 

75 
A2 
0.9 
0.3 
0.4 
0.3 
0.1 
0.9 
0.6 
0.7 
0.2 
0.1 
1.1 
0.2 
0.3 
0.7 
0.2 
0.5 
0.5 
0.6 
0.8 
0.8 
0.8 
0.4 
0.8 
0.3 
0.2 
0.6 
0.7 
0.7 
0.6 
0.7 
1.4 
0.7 
0.3 
1.2 

*2 

-70 
-72 
-82 
-24 
-40 
-70 
-68 
-69 
86 
9 
-0 
-14 
-62 
-57 
-29 
37 
-37 
-75 
-43 
11 
-32 
-39 
-43 
-84 
-62 
-23 
38 
-54 
80 
10 
-85 
91 
-51 
-15 



(b) Amplitude A2 and phase t2 (days), of the salinity semi-annual cycle. 

z(m) 0 10 20 30 50 75 
S # i42 t2 A2 t2 A2 t2 A2 t2 A2 t2 A2 t2 

1 
2 
3 
4 
5 
6 
1 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

0.1 
0.1 
0.0 
0.0 
0.1 
0.0 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.2 
0.2 
0.0 
0.1 
0.1 
0.1 
0.1 
0.2 
0.1 
0.0 
0.1 
0.0 
0.1 
0.1 
0.3 
0.2 
0.6 
0.3 
0.3 
0.2 

-68 
-64 
-61 
71 
62 
-4 
77 
-16 
75 
-62 
-46 
-65 
32 
66 
-70 
73 
-67 
-89 
-1 
-32 
9 
79 
23 
-72 
-86 
11 
-91 
-55 
79 
86 
-83 
-71 
-77 
-49 

0.1 
0.1 
0.1 
0. 
0.0 
0.1 
0.2 
0.1 
0.1 
0.1 
0.0 
0.0 
0.2 
0.2 
0.2 
0.2 
0.0 
0.2 
0.1 
0.0 
0.1 
0.1 
0.1 
0.0 
0.1 
0.1 
0.1 
0.0 
0.3 
0.2 
0.6 
0.3 
0.2 
0.2 

-56 
-70 
-35 
-88 
68 
-20 
83 
-23 
66 
-64 
-26 
-91 
21 
57 
-82 
53 
-87 
82 
1 
-74 
16 
77 
31 
62 
-73 
-15 
42 
-64 
69 
30 
-79 
-77 
-76 
-47 

0.0 
0.0 
0.2 
0.1 
0.1 
0.1 
0.2 
0.1 
0.1 
0.0 
0.2 
0.1 
0.2 
0.2 
0.1 
0.2 
0.1 
0.2 
0.1 
0.1 
0.1 
0.1 
0.1 
0.0 
0.1 
0.1 
0.1 
0.0 
0.3 
0.2 
0.5 
0.2 
0.1 
0.2 

-57 
-54 
-8 
67 
32 
18 
73 
-2 
54 
-89 
15 
25 
21 
46 
77 
49 
54 
83 
41 
-91 
19 
79 
-51 
66 
-80 
-12 
28 
-73 
68 
19 
-81 
-85 
-79 
-16 

0.1 
0.0 
0.2 
0.1 
0.2 
0.2 
0.2 
0.2 
0.1 
0.0 
0.2 
0.2 
0.? 
0.2 
0.1 
0.3 
0.1 
0.2 
0.1 
0.1 
0.0 
0.1 
0.? 
0.0 
0.1 
0.1 
0.1 
0.0 
0.3 
0.2 
0.3 
0.2 
0.1 
0.2 

13 
33 
0 
42 
38 
25 
67 
16 
47 
60 
27 
32 
36 
51 
71 
55 
68 
82 
72 
-85 
20 
-88 
-60 
74 
-71 
-7 
26 
-37 
64 
17 
-GO 
-86 
-79 
-5 

0.2 
0.0 
0.2 
0.1 
0.1 
0.2 
0.2 
0.1 
0.3 
0.1 
0.1 
0.1 
0.1 
0.2 
0.2 
0.2 
0.1 
0.3 
0.1 
0.1 
0.1 
0.1 
0.2 
0.1 
0.1 
0.2 
0.1 
0.0 
0.3 
0.2 
0.3 
0.2 
0.1 
0.2 

25 
-36 
10 
75 
71 
43 
82 
15 
84 
83 
42 
45 
51 
63 
82 
82 
-50 
-83 
-89 
83 
83 
-49 
-68 
-84 
-72 
-9 
0 
-13 
66 
16 
-65 
-91 
-81 
-6 

0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.0 
0.0 
0.3 
0.2 
0.3 
0.1 
0.2 
0.1 
0.1 
0.2 
0.1 
0.3 
0.2 
0.1 
0.1 
0.1 
0.3 
0.1 
0.1 
0.2 
0.1 
0.1 
0.3 
0.2 
0.1 
0.2 
0.1 
0.2 

32 
-64 
1 
-86 
84 
78 
0 
-91 
73 
74 
8 
6 
45 
84 
-91 
51 
-46 
-75 
-47 
25 
-49 
-34 
-60 
89 
-85 
-11 
79 
-23 
67 
24 
90 
88 
-79 
-9 
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(c) Amplitude A2 (kg ra~3) and phase t2 (days), of *he density semi-annual cycle. 

z(m) 
S# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 

1 

A2 
0.5 
0.5 
0.4 
0.3 
0.4 
0.4 
0.4 
0.3 
0.2 
0,5 
0.4 
0.4 
0.3 
0.2 
0.3 
0.3 
0.3 
0.2 
0.2 
0.2 
0.1 
0.2 
0.2 
0.1 
0.2 
o.2 
0.2 
0.2 
0.2 
0.4 
0.3 
0.5 

3 
k 
-58 
-60 
-59 
-53 
-57 
-48 
-53 
-51 
-63 
-56 

-52 
-32 
-53 
-58 
-72 
-49 
-68 
-38 
-19 
-14 
-81 
-16 
-35 
-67 
-66 
-74 
-57 
-77 
-69 
-59 
-56 

10 
A2 
0.5 
0.4 
0.5 
0.4 
0.4 
0.4 
0.4 
0.3 
0.3 
0.4 
0.3 
0.3 
0.4 
0.1 
0.1 
0.1 
0.2 
0.1 
0.2 
0.1 
0.1 
0.1 
0.2 
0.1 
0.1 
0.2 
0.1 
0.2 
0.2 
0.2 
0.3 
0.4 

h 
-53 
-59 
-50 
-47 
-51 
-43 
-49 
-47 
-50 
-51 
-48 
-46 
-17 
-25 
-53 
-68 
-46 
-84 
-32 
-6 
4 
-79 
-3 
-11 
-68 
-54 
-46 
-52 
-68 
-56 
-56 
-54 

20 
A2 
0.3 
0.1 
0.2 
0.1 
0.2 
0.2 
0.1 
0.2 
0.2 
0.1 
0.3 
0.3 
0.4 
0.2 
0.2 
0.1 
0.1 
0.1 
0.2 
0.1 
0.2 
0.0 
0.2 
0.1 
0.1 
0.2 
0.1 
0.1 
0.1 
0.1 
0.3 
0.2 

u 
-44 
-43 
-25 
-37 
-21 
-23 
-62 
-29 
-32 
-29 
-10 
3 
-4 
18 
22 
17 
22 
73 
28 
28 
14 
26 
-13 
-8 
-65 
-35 
-8 
-25 
-77 
-36 
-40 
-39 

?n 

A2 
0.2 
0.1 
0.3 
0.2 
0.2 
0.3 
0.1 
0.3 
0.2 
0.2 
0.3 
0.3 
0.3 
0.3 
0.3 
0.2 
0.2 
0.2 
0.2 
0.1 
0.2 
0.0 
0.1 
0.1 
0.0 
0.2 
0.1 
0.1 
0.1 
0.1 
0.4 
0.1 

U 
-13 
13 
-2 
18 
16 
7 
50 
15 
-2 
18 
17 
24 
8 
31 
39 
27 
33 
57 
37 
56 
26 
21 
-26 
-8 
-38 
-13 
-2 
4 
35 
-5 
-15 
-6 

50 
A2 
0.3 
0.0 
0.2 
0.1 
0.1 
0.3 
0.2 
0.3 
0.2 
0.1 
0.2 
0.2 
0.2 
0.2 
0? 
0.U 
0.1 
0.1 
0.2 
0.2 
0.1 
0.0 
0.1 
0.0 
0.0 
0.2 
0.2 
0.1 
0.1 
0.1 
0.3 
0.1 

h 
20 
4 
17 
59 
53 
30 
61 
21 
63 
49 
43 
41 
34 
43 
61 
84 
40 
-87 
61 
50 
57 
-6 
-62 
-51 
-43 
-3 
3 
15 
48 
21 
4 
48 

75 
A2 

0.1 
0.0 
0.1 
0.1 
0.1 
0.1 
0.1 
0.1 
0.3 
0.1 
0.1 
0.0 
0.2 
0.1 
0.1 
0.1 
0.0 
0.2 
0.1 
0.0 
0.0 
0.0 
0.2 
0.0 
0.0 
0.1 
0.1 
0.1 
0.1 
0.1 
0.2 
0.0 

u 
26 
-57 
6 
-91 
81 
62 
20 
24 
71 
77 
15 
20 
42 
62 
80 
54 
-71 
-74 
-49 
51 
71 
-20 
-67 
91 
-82 
-3 
-44 
18 
58 
38 
13 
76 

34 0.4 -60 0.4 -56 0.1 -39 0.1 17 0.1 46 0.1 -89 
35 0.4 -68 0.3 -61 0.1 -41 0.1 36 0.2 37 0.1 77 

Table A.4; Spatial variation of the semi-annual amplitude and phase of the temper
ature, salinity and in situ density. 
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5# Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec R 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

-197 
-175 
-143 

-84 
-103 
-211 

-249 

-181 

-181 
-185 
-176 
-153 
-154 

-312 

-256 

-52 
-372 
-122 

-276 

-270 

-256 
-287 

-205 

-130 
-154 

-188 

-158 

-236 

-173 

-166 

-230 

-105 
-154 

-15 

-15 
-65 
22 
-4 
36 
67 
-19 
-36 
27 
-27 
-160 
-80 
-50 
-79 
-60 
-148 
8 
-96 
-90 
-101 

-109 
-45 
-138 
-88 
-107 
-89 
-71 
-78 
-10 
-257 

35 
24 
-166 
-679 

50 
44 
-3 
-59 
-70 
53 
119 
-24 
-45 
-8 
-54 
-82 
87 
36 
29 
12 
-75 
-4 
34 
17 
15 
-59 
104 
-15 
-26 
-91 
-56 
-24 
-35 
-49 
208 
2 
6 
-54 

170 
160 
152 
152 
81 
52 
77 
174 
42 
42 
155 
119 
120 
120 
99 
34 
99 
202 
162 
91 
125 
117 
257 
139 
150 
206 
115 
121 
121 
198 
585 
206 
185 
299 

238 
145 
134 
216 
176 
167 
77 
138 
306 
207 
197 
226 
48 
139 
168 
155 
218 
142 
179 
83 
118 
180 
69 
172 
232 
245 
266 
177 
157 
217 
-56 
149 
139 
7 

308 
178 
74 
206 
224 
267 
297 
205 
273 
257 
218 
233 
227 
164 
219 
316 
163 
176 
201 
130 
274 
232 
100 
240 
223 
160 
332 
276 
200 
447 
44 
192 
179 
59 

236 
207 
198 
186 
226 
264 
247 
241 
122 
154 
207 
89 
157 
136 
87 
157 
175 
129 
SI 
160 
75 
213 
162 
196 
138 
267 
206 
220 
303 
336 
344 
240 
252 
245 

194 
124 
155 
101 
126 
172 
48 
98 
188 
81 
114 
101 
250 
154 
54 
172 
109 
30 
56 
83 
-19 
118 
168 
116 
108 
120 
105 
60 
199 
37 
142 
116 
70 
-6 

2 
-51 
-39 
41 
52 
47 
8 
46 
97 
89 
16 
148 
151 
193 
138 
82 
100 
140 
106 
103 
162 
56 
65 
70 
35 
-80 
13 
73 
40 
-91 
132 
99 
61 
64 

-241 
-125 
-164 

-135 
-117 

-90 
-6 
46 
-140 
-34 
-49 
-18 
-90 
33 
129 
-84 
1 
19 
65 
109 
58 
-53 
-125 

-69 
-107 

-115 
-114 
-22 
-178 

-160 

-273 

-55 
95 
201 

-329 
-171 
-147 

-299 
-281 
-319 

-203 
-221 

-299 
-258 
-191 
-227 
-289 
-192 

-166 
-354 

-46 
-286 

-123 

-93 
-114 

-103 

-195 
-293 
-226 

-153 
-271 
-209 
-292 

-246 

-398 

-384 

-304 

-248 

-415 
-272 
-240 

-319 
-349 

-468 
-398 

-487 

-391 
-318 
-278 
-356 
-457 

-392 

-440 

-290 
-380 
-330 
-394 

-312 

-329 

-370 
-272 

-338 
-268 
-282 

-367 

-356 

-331 

-265 
-534 

-482 
-363 

128 

723 
47? 
438 
535 
575 
735 
695 
728 
697 
575 
496 
589 
707 
585 
659 
670 
598 
532 
595 
472 
604 
602 
538 
578 
501 
549 
699 
632 
633 
711 
1119 

722 
615 
978 

Table A.5: Seasonal rates of local heat storage, dH/dt (W m 2). Annual minimum 
and maximum values, at each subarea, are underlined. R is the range. 

I 
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s# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

Jan 
20.1 
16.3 
13.4 
16.6 
18.8 
19.8 
18.6 
13.2 
15.9 
15.6 
13.4 
16.8 
22.3 
21.0 
18.8 
16.0 
19.1 
17.3 
20.2 
20.6 
18.3 
17.2 
16.5 
18.0 
15.1 
13.1 
13.2 
13.5 
15.0 
12.2 
m 
13.5 
12.1 
10.0 

Feb 
19.2 
17.2 
13.4 
14.8 
17.0 
19.6 
18.1 
15.4 
18.5 
14.2 
13.4 
14.5 
19.0 
18.9 
18.8 
15.0 
18.0 
15.6 
18.5 
19.6 
20.0 
16.0 
16.8 
19.3 
18.1 
11.7 
10.5 
12.4 
13.3 
11.4 
9.3 
12.4 
12.4 
9.9 

Mar 
16.8 
16.8 
15.8 
13.2 
14.1 
17.8 
15.3 
13.6 
12.2 
13.7 
14.0 
15.4 
18.2 
18.0 
16.5 
14.0 
16.4 
16.8 
19.5 
17.4 
17.7 
15.4 
17.1 
17.0 
15.6 
13.5 
12.0 
13.3 
13.0 
12.6 
9.0 
12.4 
11.6 
10.0 

Apr 
18.2 
16.6 
15.0 
14.4 
17.9 
18.2 
16.0 
12.0 
12.2 
12.6 
13.7 
15.9 
19.1 
17.6 
16.7 
16.1 
18.7 
15.4 
18.2 
17.7 
17.1 
16.1 
13.9 
16.8 
14.5 
14.2 
13.0 
13.6 
13.7 
11.7 
8.3 
10.6 
10.8 

Li 

May 
21.9 
17.2 
16.1 
14.4 
17.6 
20.7 
16.9 
14.3 
15.3 
14.5 
14.8 
16.6 
19.0 
18.5 
17.1 
17.8 
17.1 
15.6 
18.0 
18.0 
17.9 
16.3 
14.5 
17.0 
15.9 
15.7 
14.5 
14.3 
14.5 
13.5 
13.4 
12.1 
11.9 
9.3 

Jun 
22.2 
18.1 
16.7 
17.0 
19.3 
20.0 
18.5 
16.5 
18.1 
16.8 
17.6 
18.2 
18.8 
19.8 
19.8 
18.8 
20.7 
19.0 
20.5 
18.8 
17.5 
18.4 
18.0 
19.0 
18.1 
17.2 
18.3 
17.1 
16.8 
15.9 
14.9 
15.9 
14.3 
12.9 

Jul 
26.1 
20.3 
19.3 
20.6 
22.7 
23.0 
22.1 
20.6 
19.7 
20.2 
19.7 
20.1 
20.3 
20.2 
19.4 
19.6 
21.4 
21.0 
21.5 
18.4 
20.2 
20.0 
17.3 
18.8 
18.3 
19.4 
23.4 
20.8 
20.3 
18.2 
18.1 
17.9 
17.8 
16.3 

Aug 
28.0 
21.3 
19.1 
21.0 
24.1 
26.1 
23.4 
23.4 
23.6 
20.0 
19.2 
19.7 
21.1 
19.5 
19.2 
18.7 
20.6 
20.5 
20.8 
18.8 
17.3 
19.4 
17.8 
18.9 
17.7 
22.8 
23.3 
21.0 
20.1 
19.1 
21.4 
19.4 
19.5 
18.2 

Sep 
32.7 
22.2 
22.1 
22.7 
25.7 
27.0 
23.5 
21.3 
or n 

21.4 
20.9 
21.9 
26.7 
22.3 
19.2 
21.2 
22.9 
19.8 
21.6 
20.0 
19.9 
20.3 
21.5 
21.3 
19.5 
21.6 
25.1 
21.7 
20.5 
20.0 
22.5 
21.0 
18.0 
18.0 

Oct 
29.2 
18.8 
20.1 
22.8 
25.1 
27.5 
23.5 
25.5 
23.9 
22.0 
21.9 
22.7 
26.1 
24.6 
23.5 
19.0 
23.5 
19.4 
22.4 
22.3 
22.3 
21.1 
21.1 
21.5 
19.0 
21.4 
23.3 
22.6 
20.5 
18.6 
20.9 
20.1 
19.8 
18.3 

Nov 
25.7 
19.8 
17.9 
20.1 
22.1 
26.7 
23.7 
26.8 
25.1 
20.0 
19.9 
21.1 
27.3 
25.0 
20.2 
17.1 
21.7 
19.4 
24.6 
24.0 
22.5 
19.1 
19.2 
20.4 
17.7 
17.6 
21.5 
19.4 
19.5 
17.5 
17.4 
18.2 
17.2 
18.5 

Dec 
22.3 
17.8 
15.4 
18.0 
20.0 
22.6 
20.6 
19.4 
22.2 
16.9 
15.9 
18.0 
21.4 
22.6 
21.4 
17.1 
19.7 
18.7 
20.2 
20.5 
21.0 
17.0 
17.6 
18.7 
17.1 
14.8 
15.5 
17.1 
18.6 
15.1 
11.3 
15.0 
16.0 
15.6 

Range 
15.9 
5.9 
8.7 
9.6 
11.6 
9.7 
8.4 
14.8 
13.7 
9.4 
8.5 
7.3 
9.1 
7.4 
7.0 
7.2 
7.1 
5.6 
6.6 
6.6 
5.4 
5.7 
7.6 
4.7 
5.0 
11.1 
14.6 
10.2 
7.4 
8.7 
15.5 
10.4 
9.0 
11.4 

Table A.6: Spatial and temporal variation in steric height, ns (cm). Annual minimum 
and maximum values, at each subarea, are underlined. 
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DATA USED IN CHAPTER 3 
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s# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1C 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

dH/dt 
Ax 
320 
217 
182 
235 
233 
282 
240 
251 
270 
228 
235 
227 
251 
239 
218 
242 
230 
208 
216 
186 
198 
244 
211 
245 
230 
241 
280 
251 
264 
312 
325 
270 
242 
164 

tx 
143 
146 
143 
145 
151 
151 
151 
156 
151 
155 
157 
159 
157 
166 
162 
156 
166 
152 
158 
173 
163 
161 
149 
153 
150 
150 
150 
157 
152 
150 
134 
147 
159 
-173 

( 

Ax 
181 
180 
174 
179 
179 
186 
187 
188 
196 
200 
202 
199 
200 
206 
206 
209 
210 
213 
207 
207 
210 
214 
214 
231 
223 
217 
214 
218 
217 
225 
238 
220 
198 
209 

3 
tx 
158 
160 
156 
154 
154 
154 
153 
154 
156 
156 
155 
155 
156 
155 
155 
157 
157 
159 
155 
155 
158 
161 
161 
163 
162 
162 
160 
161 
161 
162 
164 
160 
158 
161 

Table B.l: Comparison of the annual amplitude Ax in W m 2 and phase tx in days 
of dH/dt and Q. 
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s# 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

Jan 
-19 
3 
9 
71 
57 
-45 
-90 
-21 
-20 
-22 
-8 
16 
25 
-135 

-79 
118 
-198 

48 
-95 
-90 
-79 
-108 

-26 
86 
47 
4 
27 
-56 
5 
12 
-44 
69 
10 
161 

Feb 
128 
86 
135 
102 
152 
185 
90 
75 
145 
94 
-39 
38 
75 
40 
59 
-17 
138 
46 
29 
18 
23 
102 
9 
68 
46 
59 
68 
71 
140 
-98 
209 
174 
-43 
-542 

Mar 
61 
62 
14 
-43 
-63 
53 
120 
-12 
-21 
10 
-41 
-77 
83 
39 
32 
35 
-55 
32 
34 
18 
35 
-20 
143 
16 
9 
-55 
-22 
20 
8 
5 
276 
47 
41 
-1 

Apr 
73 
67 
69 
64 
-14 
-46 
-20 
81 
-47 
-51 
57 
19 
19 
12 
-9 
-61 
-1 
109 
51 
-20 
23 
24 
173 
45 
56 
109 
17 
30 
30 
114 
512 
120 
102 
223 

May 
86 
-3 
-16 
60 
20 
9 
-82 
-24 
133 
38 
27 
60 
-112 

-31 
-2 
-19 
45 
-33 
9 
-87 
-53 
9 

-102 

-5 
59 
75 
100 
8 
-15 
41 
-242 

-31 
-29 
-164 

Jun 
130 
1 

-100 
27 
46 
84 
112 
17 
76 
58 
20 
39 
35 
-30 
25 
111 
-39 
-32 
8 
-63 
76 
29 

-104 
32 
17 
-42 
130 
67 
-8 
228 
-193 

-26 
-20 
-151 

Jul 
70 
38 
32 
18 
63 
101 
84 
70 
-61 
-27 
29 
-82 
-11 
-35 
-84 
-32 
-9 
-65 
-88 
-10 
-106 

19 
-32 
-3 
-59 
73 
9 
14 
102 
119 
107 
30 
60 
34 

Aug 
102 
30 
66 
11 
37 
73 
-52 
-3 
78 
-34 
-3 
-14 
130 
34 
-66 
48 
-15 
-96 
-65 
-38 
-143 

-11 
39 
-33 
-32 
-14 
-27 
-77 
66 
-108 

-17 
-21 
-44 
-138 

Sep 
-6 
-65 
-33 
51 
57 
48 
15 
54 
103 
89 
10 
140 
136 
174 
119 
69 
79 
115 
81 
79 
132 
17 
25 
5 
-20 
-128 
-20 
40 
3 

-124 

103 
78 
64 
59 

Oct 
-166 
-54 
-83 
-51 
-33 
-1 
88 
137 
-48 
59 
44 
75 
2 
124 
220 
6 
89 
100 
155 
199 
140 
18 
-53 
-9 
-43 
-49 
-39 
52 
-106 

-83 
-193 

28 
182 
284 

Nov 
-211 

-55 
-20 
-167 

-151 

-187 
-66 
-81 
-151 
-105 
-35 
-77 
-153 
-34 
-7 

-192 

117 
-121 

35 
66 
45 
55 
-36 
-132 

-67 
3 

-113 

-46 
-129 

-73 
-221 
-214 

-157 
-101 

Dec 
-249 

-109 
-71 
-142 
-172 

-274 

-200 
-293 

-192 

-110 
-61 
-137 

-228 
-158 
-207 
-68 
-150 

-102 

-154 
-72 
-93 
-134 

-36 
-70 
-14 
-36 
-130 
-122 

-98 
-31 
-298 

-256 

-166 

m 

R 
379 
195 
233 
269 
324 
460 
320 
430 
337 
203 
118 
277 
364 
332 
426 
310 
337 
235 
155 
289 
283 
236 
278 
218 
126 
237 
260 
193 
269 
351 
809 
431 
348 
878 

Table B.2: Seasonal variation in the residual, (dH/dt - Qzm), in W m"2. Qzm is the 
net heat flux with zero annual mean. Minimum and maximum annual values at each 
subarea are underlined. R is the range. 



Figure B.l: January-April maps of the residual, (dH/dt - Qzm), where Qgm is the net 
surface heat flux with zero mean. Input data are plotted in small print. The contour 
interval is 50 W m~2. 
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Figure B.2: May-August maps of the residual, (dH/dt — Qzm)- The contour interval 
i s50Wm - 2 . 
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Al 
A2 
A3 
A4 
A5 
A6 
A7 
A8 
A9 
A10 
All 
A12 
A13 
A14 
A15 
A16 
A17 
A18 

Sydney Bight 
N. Laurentian Channel 
S. Laurentian Channel 
East Outer Shelf 
East Mid Shelf 
East Inner Shelf 
Central Outer Shelf 
Central Mid Shelf 
Central Inner Shelf 
West Outer Shelf 
West Inner Shelf 
E. Gulf of Main 
Western Slope 
Southern Slope 
Central Slope 
Northern Slope 
Central Offshore 
Northern Offshore 

Table B.3: Names of the regrouped subareas numbered in Figure 3.5. 



L 

Q 

A 

u 

M 

D 

R 

= 

= 

= 

= 

= 

= 

= 

dt 
Q 

—pcp 1 u • VT dz 
J—h 

r dT A 

pCpJ° KHV2Tdz 

dT 
-PcPKv — 

-h 

Q+A+U+M+D 

Subarea Term Mean Amplitude Phase 
(W m~2) (W m~2) (days) 

L 
Q 
A 
U 
M 
D 
R 
L 

Q 
A 
U 
M 
D 
R 

0 
25 

-40 
1 
11 
6 
2 
0 

-53 
-80 

1 
144 
7 
19 

222 
202 
26 
6 
25 
20 
25 
270 
220 
38 
2 

22 
23 
55 

159 
153 
203 
64 
217 
95 
165 
145 
158 
326 
129 
162 
85 
3 

Table B.4: Estimates of the terms in the mean heat budget for subareas A8 and A15. 

A8 (shelf) 

A15 (slope) 
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(a) Central mid Shelf (A8) 

L 
Q 
A 
u 
M 
D 
R 

Jan 
-204 

-147 
-69 
6 
16 
22 
-172 

Feb 
-70 
-94 
-65 
9 
-15 
24 
-140 

Mar 
-27 
20 
-47 
5 
-3 
26 
1 

Apr 
109 
128 
-37 
6 
50 
20 
168 

May 
197 
192 
-41 
5 
-15 
13 
154 

Jun 
226 
219 
-41 
0 
-26 
12 
163 

Jul 
88 
196 
-22 
-2 
-10 
14 
177 

Aug 

to 

142 
-21 
-5 
72 
9 
197 

Sep 
143 

37 
7 
-2 
96 
-13 
150 

Oct 

55 

-68 
-20 
-3 
34 
-8 
-64 

Nov 

-197 

-128 
-48 
-7 
-35 
-48 
-265 

Dec 
-398 

-200 
-76 
-1 
-38 
-23 
-338 

(b) Central Slope (A15) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
-105 24 2 206 148 192 240 116 99 -55 -384 -482 

Q 
A 
U 
M 
D 
R 

-227 

-23 
0 
224 
34 
9 

-203 

-53 
1 
28 
33 
-194 

-98 
-54 
-1 
124 
26 
-2 

33 
-75 
2 
144 
20 
125 

127 
-257 

5 
279 
18 
171 

165 
-78 
0 
42 
15 
145 

157 
-74 
1 
243 
6 
331 

84 
-33 
-1 
70 
3 
124 

-32 
-131 
4 
258 
2 
101 

-136 

-54 
1 
58 
-15 
-146 

-223 

-93 
-5 
123 
-44 
-242 

-279 

-36 
-1 
132 
-13 
-198 

Table B.5: Estimates of the terms in the seasonal heat budget in W m 2.for subareas 
A8 and A15 
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LS 

EP 

AS 

US 

MS 

DS 

RS 

dS 
dt 
So(E-P) 

- / u-VSdz 
-h 
0 dS , 

IC-r- dz 
-h dz 

° KH-V2Sdz 
h 

-K™ 
9Z -h 

= EP + AS + US + MS + DS 

Subarea Term Mean 
xl0-7(ms_ 1) 

Amplitude Phase 
x lQ-^ms - 1 ) (days) 

A8 (shelf) 

A15 (slope) 

LS 
EP 
AS 
US 
MS 
DS 
RS 
LS 
EP 
AS 
US 
MS 
DS 
RS 

0 
3 
-28 
7 
-8 
26 
-1 
0 
9 
-64 
1 
82 
24 
52 

17 
3 
10 
2 
15 
7 
5 
15 
6 
18 
1 

16 
1 

23 

127 
6 

115 
41 
112 
341 
90 
78 
354 
359 
56 
318 
353 
345 

Table B.6: Estimates of the terms in the mean salt budget in 10 r m s x for subareas 
AS and A15. 
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(a) Central mid Shelf (A8) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
LS 
EP 
AS 
US 
MS 
DS 
RS 

17 
5 
-23 
7 
-9 
30 
10 

31 
5 
-29 
12 
0 
35 
22 

1 
3 
-14 
4 
0 
22 
15 

2 
2 
-19 
7 
13 
21 
25 

-6 
1 
-29 
10 
-14 
20 
-12 

12 
0 
-25 
5 
8 
23 
12 

33 
0 
-17 
5 
-15 
26 
0 

22 
1 
-23 
8 
22 
19 
27 

-36 
2 
-30 
3 
-34 
21 
-38 

1 
3 
-49 
3 
8 
25 
-1 

-10 
5 
-49 
9 
-81 
31 
-85 

-68 
5 
-37 
7 
2 
39 
17 

(b) Central Slope (A15) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
LS 
EP 
AS 
US 
MS 
DS 
RS 

27 
15 
-26 
1 
165 
-32 
187 

32 
14 
-47 
1 
37 
-28 
32 

45 
11 
-38 
-1 
80 
-20 
73 

77 
9 
-52 
2 
54 
-19 
33 

-74 
6 

-161 
6 
107 
-23 
-19 

-54 
4 
-43 
0 
14 
-28 
3 

41 
3 
-73 
-1 
131 
-22 
81 

-12 
5 
-23 
1 
23 
-21 
27 

31 
7 

-129 
-4 
164 
-29 
67 

30 
10 
-47 
-1 
29 
-22 
12 

-70 
13 
-88 
5 
83 
-18 
31 

-73 
14 
-44 
1 
102 
-24 
98 

Table B.7: Estimates of the terms in the seasonal salt budget in 10 7 m s l. for 
subareas A8 and A15. 
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Figure B.4: Seasonal estimates of the terms in the heat and salt budget for subarea 
A7. (b) and (d) show the balance in the seasonal heat and salt budget respectively. 
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Figure B.5: Seasonal estimates of the terms in the heat and salt budget for subarea 
A8. (b) and (d) show the balance in the seasonal heat and salt budget respectively. 
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Figure B.6: Seasonal estimates of the terms in the heat and salt budget for subarea 
AlO. (b) and (d) show the balance in the seasonal heat and salt budget respectively. 
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Figure B.7: Seasonal estimates of the terms in the heat and salt budget for subarea 
A15. (b) and (d) show the balance in the seasonal heat and salt budget respectively. 



Appendix C 

DEVELOPMENT OF THE 

MODIFIED 1-D HEAT 

DIFFUSION MODEL 

C.l The Model 

In this section, the steps taken to develop the model are explained in detail. Basically, 

the development of the model involves three steps: (i) writing the heat diffusion 

equation using Crank-Nicholson finite difference scheme, (ii) expressing (i) in matrix 

form, and (iii) solving the matrix equation. 

The model uses a one-dimensional vertical heat diffusion equation which may be 

expressed as 

where 
dT 

pcp dz 
T(z,t)dz = - Tdz--^- + Kv-

•h dtJ-h per, 
(C.2) 

-h 

Ky is the coefficient of eddy diffusivity. Q is the net surface heat flux, p the water 

density and cp the specific heat capacity of sea water at constant pressure. Notice 

that the heat diffusion equation has been modified to include the imbalance T(z,t). 

206 
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The boundary condition at the surface is 

K?T 
Kvdz 

= -5- z = 0 (C.3) 
-h P°v 

At z = —fc, the model is forced with the observed temperature. For simplicity, in the 

computation that follows in this Appendix, Kv and T(z,t) will henceforth be written 

as K and T respectively. For the co-ordinate system, z is zero at the sea surface and 

increases upwards. 

The first step is to write (C.l) in FTCS (forward time centered space) differencing 

scheme. If I form the average of the explicit and implicit FTCS schemes, I have the 

Crank-Nicholson scheme, which may be expressed generally as 

Tr-Tj__ i rr (17-i-ip Kn{T«-T^)\ 
At 2dzj [p'-'TT J A*i+i J 

J_1 A*/ J V > A * i + 1 J ] 

+ I ( r j + I7+1) (C.4) 

The explicit method is second-order accurate in both space and time, but unstable 

for large time steps, whereas the implicit method is stable for arbitrarily large time 

steps, but only first-order accurate. Thus, the Crank-Nicholson scheme combines the 

second-order accuracy of the explicit method with the stability for large time steps 

of the implicit method [Press et al, 1986]. Equation (C.4) can be rearranged as 

~ \2dzjkzj) 1i~^ + y 1 + 2ctz~A~z- + 2dzjAzj+1)
 Ij ~ \2dzjAzj+x) '*+* 

_(AtKU\ ( AtKU AtK? \ ( AtK" \ 
~ \2dzjAzj) i i -» + \ 2dzjAzj 2dzjAzj+1)

 l> + \2dzjAzj+x) ^+« 

+ f (17 + r f 1 ) (C.5) 

where n and j refer to the time and depth index respectively. The model has a time 

step At = 30 x 24 x 3600 s. There are 6 levels (i.e., j = 1,6) in the vertical covering 

the 75 m depth. Note that the diffusivity Kj-\ (for example) is computed at the mid 

depth between levels j — 1 and j . See Figure C.l for the definition of other symbols 

file:///2dzjkzj
file:///2dzjAzj
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Figure C.l: Grid resolution and representation of parameters in the modified vertical 
one-dimensional heat diffusion model. 



209 

and the depths where T, T, Q and K are evaluated in the model. AZJ is the depth 

interval between levels j and j + 1, while dz3 is the depth increment between ievels 

j - 1/2 and j + 1/2. 

Equation (C.5) is written for j = 1,2... 6, thereby giving 6 equations. At j = 1, 

when the surface boundary condition is applied, (C.5) becomes 

(» + £&)*»-(£&)*"-
(»-^£r)^ + (^£r)^+^^^^(iT+-r ' ) (w) 

At j=6, the boundary condition is 

r6" = r i and T2+1=T:b
+

3
l (C.7) 

where T^,s and T^1 are the observed temperature at j ~ 6 for time steps n and n +1 

respectively. 

The second step is to write the six equations (obtained from (C.5), (C.6) and 

(C.7)) as a matrix equation of the form 

An+lTn+l = B n T „ + p„ ^ ^ 

The elements of (C.8) may be written as 
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axx a12 0 0 0 0 

021 022 023 0 0 0 

0 032 033 034 0 0 

Oil 

021 

0 

0 

0 

0 

0 

0 

0 

612 0 

°22 °23 

043 044 045 0 

0 054 055 «56 

0 0 0 1 

jm+1 

rpn+X 

rpn+X 

rpn+X 

rpn+X 

rpn+X 

0 

0 

032 °33 034 

0 643 644 

0 654 

0 0 

0 

0 

0 

0 

0 

045 

055 

0 

0 

0 

0 

0 

»56 

0 

" Tn 

rpn 17 
rpn J 3 
rpn J 4 
rpn 

rpn 
6 

+ 

' Fr' 

F2 

F3 

F4 

F5 

F6 

(C.9) 

where 

AfJ<T+1 _ AtK?*1 AtK%+1 

a n - 1 + 2o^Al? a22'l + 2dl2~AT1
 + 2dz2Az2' 

AtKp1 Atiq+1 

2dz3Az2 2dz3 Az3' 
Atiq+1 AtKp1 

2dz4Az3 2dz4Az4' 

AtK^1 Atff5
n+1 

a55~1 + 2dz5Az4
 + 2c\Az5' 

Oi2 = -
AtK{ n+l 

2dzx Azx' 
a 2 i = -

AtK^1 

2dz2Azx 

a23 = -
AtK%+1 

2dz2Az2 
032 = 

Atiq+1 

2dz3Az2 
«34 = 

AtK%+1 

2dz3Az3
J a43-

AtK^1 

2dz4Az3' 

045 = — 
AtK?+1 

2dz4Az4 
054 = 

and 

n+l AtKl 
2dzs Az4' 

«56 = 
AtK;+1 

2dz5Az5' 
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AtK? . , Atiq Atiq 

and 

2 ^ 1 A ^ i ' 2dz2Azi 2dz2Ar2' 

AtK% Atiq , 1 Atiq Atiq 
033 = 1 - 773—1 TTJ—T—, 044 = 1 -2dz3Az2 2dz3Az3 ' 2dz4Az3 2dz4Az4' 

AtK? Atiq . Atiq . Atiq 
°55 = 1 - 771 1 771 I ' °12 = 7TJ 1 , °21 = 2dz5Az4 2dz5Az5' 2dziAzi ' 2dz2Azi' 

Atiq . AtK% , Atiq , Atiq 
°23 = 7 7 1 — t — 1 °32 = 771—T—> °34 = 7 7 3 — 7 — , °43 = 2dz2Az2 ' 2dz3Az2 ' M 2dz3Az3'

 4J 2dz4Az3 ' 

Atiq Atiq Atiq 
2dz4Az4 2dzc,Az4 2dz*>Az*,'1 

F2 = Y (r2n + r2n + 1)' F* = T (r3n + r3
n + 1), 

^ = y ( r 4
n + n + 1 ) , F5 = ~ (YZ + r»+l) , Fe = T:bV 

The model is thus written to take care of the varing vertical space steps. The following 

depth resolutions are used: 

Azi = 10 m, Az2 = 10 m, Az3 = 10 m, Az4 = 20 m, and Az5 = 20 m 

dzi = 5 m, dz2 = 10 m, dz3 = 10 m, dz4 = 15 m, dz5 = 22.5 m, and 

dz6 = 12.5 m 
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The diffusivities are distributed as a function of water depth and time. The matrices 

An+1 and B n contain the diffusivities at time steps n + l and n respectively. Notice 

that the two matrices are tridiagonal systems which one only has to store the non-zero 

elements and not the full 6 x 6 matrix. The vector £ n contains the forcing functions 

Q and T and the boundary condition at z = —h. The arrangement makes it easy 

to determine the contribution of each of the forcing functions in the creation of the 

water temperature structure. 

The last step in the development of the model is to solve the matrix equation (C.8) 

simultaneously at each time step. This involves time-stepping the model forward . 

With an initial zero temperature everywhere, the model is run until a periodic 

steady state is reached. The steady state surface and subsurface temperature for a 

given n (or month) becomes the model or predicted temperature for that month. 

C«2 Estimation of the numerical diffusivity 

The numerical computing scheme (described above) undoubtedly introduces some nu

merical (artificial) diffusivity into the analysis. To estimate the numer' al diffusivity, 

I will compare the analytical and the numerical solutions for a constant Ky. The 

difference between the two solutions gives some idea of the numerical diffusivity in 

the computing scheme. The numerical diffusivity is created, in part, by the trun

cation error in the finite difference scheme. The estimate of this truncation error is 

presented below. It will be shown that the numerical diffusivity is very small and is 

not expected to alter significantly the results from the model. 

(i) Analytical and numerical solutions 

The analytical solution is obtained as follows. Consider a one-dimensional heat 

diffusion equation for a constant Ky written as 

dT d2T 
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Let the temperature be expressed as 

T = Re[A(z)e tUltl (C.ll) 

where A(z) is the temperature amplitude, which varies with depth z, and u> = 

27r/12mont,hs is the annual frequency. Substituting (C.ll) into (C.IO) gives 

d2A 
iuA — Ky 

dz2 

Assume that (C.12) has a solution of the form 

A = Cx cosh (1 + i). 

For brevity, let 

2Ky 
+ C2 sinh 

LO 

( 1 + i ) t e 2 

«=( i+o 2Ky~ 

Boundary conditions 

(a) At the surface the model is forced with a periodic Q, i.e., 

Qeiwt 
dT 
dz 

= Re 
z=0 

KypCp 

Combining (C.ll), (C.13) and (C.14) and differentiating one obtains 

Cx6 s\rxh(6z) + C26 cosh(oz) = Q 
KypCp 

from which, for z = 0, 

02 — Q 

(C.12) 

(C.13) 

(C14) 

(C.15) 

KypCpS 

(b) At z = -h, I assume that T = 0. (C.ll), (C.13) and (C.14) become 

(C.16) 

therefore, 

Cx cosh(Sh) - C2 sinh(M) = 0 

Cx = 
Q sinh(6/Q 

KypCpS cos\x(Sh) 
(C.17) 
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Substituting (C.13), (C.14), (C16), (C.17) into (C.ll) and rearranging, T becomes 

Qei(wt-*/4) | s i n h w 
< 1 + i > f e < f e + z ) 

pcp 
\JwKy cosh U + OI/TT* 

J\y 

(CIS) 

In both the analytical (C.18) and numerical (C.9) computations, I use Q = 

200 W m~2 (which is a typical amplitude of Q on the Scotian Shelf), Ky = 

1 x 10~4 m2 s -1 . The temperature is computed at z = 0, 10, 20, 30, 50 and 75 

m (the same depths used in the numerical scheme). 

The analytical solutions (Figure C.2a) and the numerical solutions (Figure C.2b) 

are very similar. The magnitude of the difference between the two solutions has a 

maximum of about 0.3°C. This is attributed to the effect of the numerical diffusivity. 

This is encouraging, for it shows that for the values of Q and the diffusivity used in 

this computation, the maximum effect on temperature of the numerical diffusivity is 

about 0.3°C. 

To have an idea of the effect of the numerical diffusivity on the estimated Ky, 

I kept the Ky in the analytical solution (C.18) constant at 1 x 10_4m2 s_1. I then 

vary the Ky in the numerical scheme to determine the value of Ky that matches the 

analytical solution. I found that a Ky of about 0.9 x 10~4m2 s"1 closely matches the 

analytic solution. This means that for the values used, the numerical diffusivity is 

about 0.1 x 10~4m2 s - 1 , which is about 10% of the real diffusivity. 

(ii) Estimation of truncation error in the numerical scheme 

Part of the numerical diffusivity in the numerical scheme may be due to truncation 

in the finite difference. The truncation error may be estimated using Taylor series 

expansion. The finite difference of (C.l), neglecting the T(z, t) term, may be expressed 

as 

file:///JwKy


(a) T(z,t) - Analytical solution 215 

c. 
p 

(b) T(z,t) - Numerical solution 

c 
IV 

P 

(c) T(z,t) - Analytical solution minus numerical solution 
X T " \ iol \ \ \"~\l.!\e-wf: 

C 

l I le-f; 

Month 

Figure C.2: The comparison of the analytical and numerical solutions, for a constant 
Kv-
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(See Figure C.l for the definition of the symbols) Applying Taylor series expansion, 

the temperatures in (C.19) may be written as 

k2 
gTn rpn rpn I al 

i j _ l - i j _ i / 2 i - oz l-X/2 2 2 °z* , - 1 / 2 V 2 >/ 

+ j f f U ( ^ ) +0(Az'4) (C.20) 

™ 97>n| Azj 

1/2 2 
J j - i / 2 9 2 | , - i -r o 

i a2Tn 

2 9z2 
j - i / 2 v 2 ; 

1 3 3 T" 
"6 a*3 -,/,(*) +°<A^ J - l / 2 

(C.21) 

Tnn _ rpn i ajPM A2j+i 
J J - J J + l / 2 "»" 9z | J + 1 / 2 2 

, i a 2 r n | / A ? H i V 
T 9 3,2 I . . ,_ ^ 2 / 

+ 
1 d3T" 
6 8s 3 

J + l / 2 

2 9*2 l j+1/2 

(^±i)3
 + 0(Az4

+ 1) (C.22) 

rpn 
J J + 1 

7 n n _ 9X2. 
1J+l/2 dz J + l / 2 

Azj+i , 1 3 2 T" 
2 T 2 3 J ! 

J + l / 2 W 
i a3rn 

6 dz3 
J + l / 2 

( A M i ) 3
 + 0 ( A , 4 + i ) (C.23) 

Subtracting (C.21) from (C.20) one has 

rpn rpn 
i J - l ±] ~ 

dTn 

dz 
Az} + 

d3Tn 

J - l / 2 dz3 
J - l / 2 

Az3 

-^t + 0(Az]) 

Again, subtracting (C.23) from (C.22) gives 

(C.24) 

dTn 

rpn rpn WJ-
1J h+l- dz 

AzJ+x + 
Q3Tn 

J+l/2 dz 

Az 

J + l / 2 24 ^ + 0 ( A * ; + 1 ) 

Substituting (C.24) and (C.25) into (C.19) one obtains 

rpn+l _ rpn 

Al l / 2 ( A 2 j + A 2 J + i ) 

JVJ+l/2 I dz 

[sn I dTn 

A J - l / 2 "97 

Az 3
 a 3 T i . 

j - l / 2 " 1 " 24 923 

' - 1 / 2 / 

J + l / 2 + 
A»?+i 93T" 

24 dz3 

J + l / 2 , 

(C.25) 

+ 0(Az2) (C.26) 
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Equation (C.26) shows what (C.19) should be to be second-order accurate in space, 

as quoted in the Crank-Nicholson scheme. But what the numerical scheme computes 

is (C.19). It is clear from (C.19) and (C.26) that the size of the truncation error 

is (Az2/24:)(d3T/dz3) - which is proportional to the vertical grid spacing. The error 

affects the magnitude of the vertical temperature gradient and consequently the value 

of the vertical diffusivity. 

To estimate the error, let us assume that d3T/dz3 — 10~3dT/dz. For Az ranging 

from 10 m at the surface to 25 m at 75 m depth, the error accordingly ranges from 0 

to 3% of the vertical temperature gradient. The error is small and is not expected to 

alter significantly the estimates of the diffusivities (in Chapter 4) and the predicted 

temperatures (in Chapters 5 and 6). The error could be further reduced by increasing 

the vertical resolution and maintaing a constant grid spacing. 
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S# Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
32 
33 
34 
35 

50 
20 
30 
30 
-

10 
-

-

-

-

10 
10 
10 
-

-

10 
-

10 
20 
20 
20 
10 
-

-

-

-

20 
-

-

-

10 
10 
10 
-

-

-

30 
10 
-

-

50 
-

30 
10 
-

-

10 
10 
-

10 
10 
10 
10 
20 
10 
10 
20 
10 
-

-

-

-

-

10 
10 
10 
10 
-

-

10 
-

30 
10 
50 
50 
30 
10 

30 
10 
10 
20 
20 
-

10 
10 
30 
20 
30 
10 
20 
20 
-30 
20 
10 
10 
-

10 
10 
10 
10 
10 

50 
-

50 
50 
50 
50 
50 
50 
30 
30 
30 
20 
30 
50 
50 
20 
50 
10 
50 
-

30 
30 
-

50 
75 
50 
50 
10 
-

10 
-

10 
10 
10 

50 
75 
100 
50 
75 
75 
75 
75 
75 
50 
50 
50 
50 
50 
50 
75 
50 
50 
50 
-

50 
50 
-

-

75 
50 
-

50 
50 
50 

-200 
20 
30 
50 

75 
75 
75 
50 
75 
75 
75 
75 
50 
50 
50 
50 
50 
75 
50 
50 
75 
50 
75 
-

50 
50 
50 
30 
100 
75 
-

100 
50 
50 
75 
50 
50 
50 

75 
75 
75 
75 
75 
75 
75 
50 
100 
75 
50 
50 
50 
50 
50 
50 
50 
75 
50 
50 
75 
75 
-

-

-

75 
-

100 
75 
75 
-

50 
50 
75 

100 
100 
100 
50 
100 
100 
100 
75 
50 
50 
50 
50 
75 
50 
50 
50 
50 
75 
50 
50 
100 
75 
-

30 
-

100 
-

100 
-

75 
50 
50 
50 
75 

100 
100 
75 
75 
-

100 
-

-

-

75 
50 
50 
75 
75 
50 
75 
75 
75 
75 
50 
100 

-

50 
-

100 
-

-

-75 
100 
-

50 
75 
50 

100 
75 
100 
100 
75 
100 
-

-

-

-

75 
75 
-

-

75 
75 
75 
75 
75 
-

75 
100 
75 
-

-

100 
-

-

75 
100 
10 
75 
75 
-

100 
100 
100 
100 
150 
-

-

-

-

-

75 
75 
-

-

75 
50 
75 
75 
100 
10 
75 
100 
50 
20 
-

100 
20 
-

100 
75 
-

100 
75 
75 

100 
100 
100 
-

-

-

-

-

-

-

-

75 
-

-

75 
50 
-

75 
75 
10 

10 
30 
-

50 
75 
20 
-

75 
-

100 
100 
75 

Table D.l: Distribution of the cold intermediate layer (CIL) in space and time. The 
first column is the number of the subarea grouped by Drinkwater and Trites [1987] 
(see Figure 2.1). The value below a particular month shows the depth in metres 
where the CIL is found in that month. A month without any value beneath it, for a 
given subarea means there is no CIL for that month. For example, at subarea 12, in 
September, the CIL is found at 50 m depth. 



Table D.2: Variation in temperature of the observed CIL and the temperature difference between the CIL and the 

next level above and below the CIL. The value below a given month shows the temperature in °C of the CIL for 

that month. The superscript and the subscript (both written in small print) indicate the temperature difference 

between the CIL and that of the water level above and below the CIL respectively. For example at subarea 12, 

the value under September is 3.47Q' |9. This means that the temperature of the CIL in September is 3.47°C, the 

temperature of the next level above the CIL is 3.47 + 5.35°C, and the temperature of the next level below the 

CIL is 3.47 + 0.89°C. Note that the temperature are measured at 0, 10, 20, 30, 50, 75, 100 m, etc. levels. The 

larger the temperature difference, the better defined the CIL. 

S # Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

1 -1.168:82" : - 0 . 4 2 ° ; 4 > 5 0 ^ 0.78«;?f 1 . 0 7 ^ 1.15°;°* 1.80};2* 0.86'i4 1.65?;f| 0.82?;™ 

2 -0.27°;°2- -1.16g;8i- 0.80°;J? 0.23°;4J 0.6485? 0.84°;'' 1.48?58 l-42»;g| l.ll?;2
3f 0.92?;?J 

3 1.33°:°3 0.91°;°i - 0.76°$ 3.30°;22
7 0.81°;24 1.42°;^ 0.50°i8

8 1.15J;42 2.16°;i° -0.30°;J|0.57°;?« 

4 0.57°;°^ 2.01°;^ 0.75";02, 0.90°;23
5 2.55°;J? 3.09*;2? 2.28?;™ 3.223,;21 2.6G\f0 3.21°;°2

8 1.21?;™ -

5 - - 0.46°;2° -0.20°;3
2

21.43°il 0.76°;22 1-468:5? l-03?53 - 2.25J52 2.13°;»° -

6 -1.120
0;0

01- 0.13°;?« 0.03°jl 0.35°;!! 0.72«;|| 1.87°;^ 0.97°;?{; 1.45?;7,4 2.68°;?g -

I f» (̂ Q0-21n OQ0 05 I 99O.58 n 7fi°-'2 fi «>Q0.78 oqil.15 I 1O0.13 
• _ —u-oo2.40u-zo0.69 L'^ZX.74 u-'o0.16 u-zy0.62 z"ol0.28 •L'1^0.0J» - - - -
a n n«".06 i 700.15 9 7/10.12 9 n?0-78 <t OQi-15 1 R9°-13 

O - - U-«°0.02 i ' '°0.16 z''^0.16 'i-lJO0.62 °'^y0.28 °-u^0.Cft 
9 - 2.44°;?2 2.23851 1-618.18 2-60°;44 5.79?5| 4.35°j? 2.1C™3 -
i n o 07O.O2 1 00O.O6 O OQO.99 E 972.02 A 79O.I8 c K73.&') c 90O.58 
IU - » i . a / 0 1 7 - O.OO019 tJ.OJo.73 ° - z ' 0 . 9 8 * ' , z 3 . 2 9 ° - ° ' o . 2 0 ° ' Z 0 2 . 7 5 " 

I I 3.7885? - 1.51g;S2 3.00°;0I 3.3lJ;4° 4.55};4i 4.222;^ 6.02^^ 4.70S5J 5.35J5? 6.190;i> -

12 2.24°;°° - 1.12851 1.798:82 2 G < « 3.042;?7. 3.8525? 3.202;?? 3.478;g| 5.24838 5.58};?f 4.38};24 

13 0.148:1? 0.69°;°° -0.4l85J2.03g5f 1.03°;4f 1.1225? 2.49255 3.13855 1.322:88 -

to 
to o 

http://tJ.OJo.73


CM 14 - 0.46°;°? 0.33858 1-09851 1.42852 1-4085? 1-7825? 2.660;
4
3 2.808;™ -

15 - - 0.50°;?9 1.91?;22 1.91853 2.34g;J? 2.9925i 3.14":|* 3.242;«2 3.93°5° 4.60?;4
5? 4.6725? 

16 4.21858 2.86°;°« - 3.57855 l.«?5J 4.0825? 4.84J5J 5.51253 5.09252 6.93*;?i 8.2625? 2.60255 

17 - 2.26858 1-42852 1-14851 2.88°;?! 2.47°;27 2.33251 3.962;|| 4.01?;22 4.84°;?5 5.10252 " 

18 1.95°;?I 2.16858 0.55g» 2.73552 3.6255? 3.422;?* 3.94?;°2 3.99°;?f 3.878:82 6.46258 5-782;°? 3.69255 

19 1.498$ 1.96°5I 0.5085! 2.26g5g 2.49852 2.68°;4? 3.18252 3.10255 2.52{;{g 4.53852 4.11?;°2 4.22251 

20 2.40851 1.6285? 1.10?5J - - - 3.09?;669 4.19252 3.11151 - 9.08853 6.4985? 

21 2.18858 1.66852 0.5785? 2.0485? 2.26°;48 3.01251 4.1885° 3.10851 3.69S58 3.77°;I? 5.87 7l . 66 
' U . l l 

22 2 .52 0 0 3 3.030;27 2.00„;03 2.810 ;2 0 3.850;35 4.680;23 5.88„;99 T.lOj^i - 7.863;40 7.77„;67 8.030;39 

23 - 1.96852 0.91852 - - 4.54J5J - - - 5.77g5? 6.94°;3.j 5.14»;?4
6 

24 - 2.888:55 1.50852 2.8355J - 5.65555 - 8.81552 - - 8.80555 -

25 3.198:52 4.88552 6.17555 6.90552 
on o 74O.02 1 « M 0 . 0 2 C i q l . 3 2 c 1fi0.34 c qo0.32 /? rnO.13 r. 09O.88 /* oqO.41 /? rnO-61 7 orO.10 
z o ^ " ' ^ 0 . 0 7 d . ° ^ 0 . 0 7 o ' l o 0 . 0 1 ° . i u 0 . 3 5 ° - y o 0 . 2 0 u " o u 1 . 2 0 o , o z 0 . 4 0 °.*> 00.59 ° ' O U 0 . 7 9 ' , O O 0 . 0 1 

27 4.17855 " 3.482;°? 3.77°;?? 11.61°;°° 6.81°;i| 

28 - - 3.17851 4.1255? 5.24552 4.95°;?° 6.53852 7.1955! - - - 8.3155! 
.41 
,87 

0.58 
O.Ol 

29 6.16552 5.7485J 6.61852 - 9.52251 9.73255 7.77S_ 

30 - 5.66552 2.272:22 4-57252 5.9655? 8.042;?4 10.73°5? 11.442;°° 10.08°;4? 10.63°;?4 9.78251 8.81 

32 1.60°;°] 7.1085! 5.41J5J - - 7.69?;?g - 12.062:25- 18.5355?-

33 2.47551 4.72°;?° 2.70°;2? 4.88552 6.27552 6.22252 7.01252 8.47253 7.71555 10.135;«2
9 8.29g;8°J 5.69?5° 

34 4.44551 3.995;?2 2.135:25 4.2755? 5.42552 5.86255 5.01555 7-73g.il 5.49551 7.7125° 8.04252 4.57555 

35 - - 4.798:28 9.43552 9.8755? 8.50255 8.428;?8 10.49°55 5.46?;2? - 10.662;4410.61?58 

* ^ = ^ > s s f c ? ^ - ^ * J ~ 3 N S ^ ^ - - , ... t . . * — ' - * - - . - ' ^ . - , * . - .,*„» ^ . * - ^ © » w ^ * * « ^ j««̂ rt»̂ M -̂fcW^̂ ^̂  

http://7-73g.il


Appendix E 

ESTIMATION OF Q AND THE 

DERIVATION OF THE SSTA 

EQUATION 

E.l Method of Estimating the Surface Heat 

Fluxes 

Following Isemer et al. [1989], the net surface heat flux into the ocean is computed 

as 

Q = QS-QI-QL-QH (E.l) 

where Qs is the net shortwave radiation, Qi the net longwave radiation, Qi the latent 

heat flux, and QH the sensible heat flux. The short wave radiative flux is computed 

using the formula [Reed, 1977] 

Qs = Qo{l ~ a)(l - 0.636n + 0.0019&) (E.2) 

where Qo is the solar radiation at the top of the atmosphere, for an atmospheric 

transmission of 0.7, which is kept constant for all months, a is the albedo of the sea 

surface, which varies with latitude and time. The monthly average values were taken 
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from the tables of Payne [1972]. For latitude 40°JV, the monthly mean albedos from 

January to December are: 0.10, 0.09, 0.07, 0.07, 0.06, 0.06, 0.06, 0.06, 0.07, 0.08, 

0.10, 0.11. n is the fractional cloud cover; the monthly averages were obtained from 

COADS. The noon solar altitude h (in degrees) is calculated as [Duffie and Bcckman, 

1974] 

h = 90° - <j> + 6 (E.3) 

where (j> is the latitude (positive north). The declination 8 is given [Cooper, 1969] by 

284 + d 
6 = 23.45 sin 2TT ' (E.4) 

365 J 

where d is the day of the year. The clear sky insolation was computed from the 

Smithsonian formula given by Reed [1977] as 

Q0 = A0 + Ai cos 7 4- Bx sin 7 4- A2 cos 27 + B2 sin 27 (E.5) 

where 

, = § ( « < - 2 1 ) (E.6) 

The coefficients in (E.5) are functions of latitudes. For latitude 40°N to 60"N, 

A0 = 342.61 - l.91<j> - 0.018^2 

Ax = 52.08 - 5.86<£ + 0.043^ 

Bx = -4.80 + 2.46<£ - 0.017<£2 (E.7) 

A2 = 1.08 - 0.47<£ + O.Oll^2 

B2 = -38.79 + 2.43<£ - 0.034<£2 

The values of h and Qo were computed for each day of the month, then the monthly 

mean taken. 

The net longwave radiation is given by 

Qi = eaT4(0.254 - 0.00495eo)(l - cnd) + 4eaT3(Ts - Ta) (E.8) 

where e = 0.96 is the emissivity of the ocean surface, a = 5.67 x 10~8W m~2K~4 

is the Stefan-Boltzmann constant. In the computations that follow, the subscripts a 
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and s refer to air and sea respectively. T is temperature in degrees Kelvin, c is the 

cloud cover coefficient which depends on latitude [Budyko, 1974]- For latitude 45°, 

c = 0.70. For the cloud cover exponent d, the revised value d = 1.1 of Isemer et al. 

[1989] was used, n is the total cloud cover; its monthly averages were obtained from 

COADS. ett is the water vapour pressure in hPa (lhPa = 102 Pa), which is estimated 

from 

e„ = r ea(Ta) (E.9) 

where r is the relative humidity (monthly means were obtained from COADS), and ea 

the saturation vapour pressure at air temperature. Following Pruppacher and Klett 

[1980], eB was parameterized as 

es = a0 + Ta(ax + Ta(a2 + Ta(a3 + Ta(a4 + Ta(a5 + a6Ta))))) (E.10) 

where 

a0 = 6.107799961 ax = 4.436518521 x 10"1 

a2 = 1.428945805 x 10"2 a3 = 2.650648471 x 10~4 

a4 = 3.031240396 x 10"6 a5 = 2.034080948 x 10"8 

a6 = 6.136820929 x 10"11 

The monthly mean air temperature Ta was also obtained from COADS. Here Ta is in 

degrees Celsius and ea in millibars. 

The latent and sensible heat fluxes are computed from the following bulk formula: 

QL = paLCE(q. - qa)U (E.ll) 

QH = pacPCH(Ts-Ta)U (E.12) 

where 

Pa = pk (E-13) 

is the air density in kg m~3. p is the sea level pressure in millibars and R = 

287J kg" K"1 is the gas constant for dry air. The latent heat of vaporization L 
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which is a function of Ts is given [Pruppacher and Klett, 1980] ss 

L = 597.3 ( ^ ) " (E,4) 

where 

/? = 0.167 + 3.67 x 10"4 TB 

Ts is in degrees Kelvin and L in J kg -1. CE and CH are the bulk exchange coefficients. 

The values of the exchange coefficients used are the revised and adjusted estimates 

of Isemer et al. [1989], in which CE varies with wind speed U and stability, and 

CH = 0.94C#. The stability dependence of CE is expressed by the virtual temperature 

difference (Tav — Tav), where the overbar denotes a monthly mean. The virtual 

temperatures (in degrees Kelvin) are given by [Gill, 1982] 

Tsv = f s [ l + 0.6078 qa(Ts)} (E.15) 

Tav = Ttt[l + 0.6078 q*(Ta)} (E.16) 

qs and qa are the saturation specific humidity at the sea surface and the specific 

humidity of the surface air layer respectively. cp = 1005J kg - 1K - 1 is the specific heat 

of air at constant pressure. The monthly average product (qa — qa)U, (T„ — Ta)U, Ta, 

Ta and U were obtained from COADS. (Please note that all quantities obtained from 

COADS data set were trimmed.) 
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Figure E.l: Interannual variability of Q' on the Scotian Shelf and Slope region. 
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E.2 Derivation of the Water Temperature 

Anomaly Equation 

The temperature equation is given as 

The variables are written as the sum of the long term (climatological) monthly mean 

(denoted by tilde") and a deviation from the long term mean (symbolised by prime 

'), i.e., 

T = f + T', Ky = Kv + Kv, u = u + u', TO = w + w' and KH = KH + KH 

(E.18) 

where the primed quantities are the anomalies. If we substitute (E.18) into (E.17) 

we have 

^ ± 1 1 = ±{(Kv + Kv)£{f + T')}-(u + u')-V(f + T') 

-(w + w') I (f + r) + (KH + KH)V2(f + T) (E.19) 

By taking the long term mean of (E.19) and assuming that the tilded and primed 

quantities are uncorrelated we have 

f = *fef)-y-vf-ffif + /7^? 

+* (l<W) - u' ̂ T - ^ + K'gVW (E.20) 

The temperature anomaly equation is obtained by subtracting (E.20) from (E.19). 

The result is 

-h {KW) + u' ^T> + w^- K'^T 

+Tz ( W ) - u' • Vr - W% + K'HV2T' (E.21) 
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At the surface 

KJS- = ± (E.22) 
dz pcp 

Expressing the quantities in (E.22) as the sum of their means and anomalies, as 

before, we have 

(KV + iq) J- (f + r) = -9. + 9L (p.23) 
v v> dzK ' pcp pcp 

The long term mean of (E.23) gives 

Kv^- + K'M = $- (E.24) 
dz dt pcp 

The anomaly equation for the surface boundary condition is found by subtracting 

(E.24) from (E.23), i.e., 

~ dT' df dT' ~dT' O' 
Kv^- + K'y°i- + K'v^- - Kv~ = 2- (E.25) 

dz dz dz dz pcp 
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