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Abstract

The Northern Hemisphere climate underwent significant change during the last half
of the 20th century. This thesis focuses on the changes over the Euro-North Atlantic
sector characterized by an upward trend in the North Atlantic Oscillation(NAQO) index
and an eastward shift in the spatial pattern of interannual NAO variability.
Correlation analysis unravels a special relationship between the NAO and the
first mode of North Atlantic storm activity and the emergence of a spatially co-
herent variability regime associated with the shifted NAO after the 1970’s. Model
experiments using a simplified AGCM (Hall model) driven by forcing diagnosed from
NCAR/NCEP reanalysis data confirm the importance of the storm activity in the
NAO shift and reveal the nonlinear dependence of the spatial pattern of the NAO
on the NAO index, the pattern being shifted to the east (west) for high (low) NAO
index, with confirmation being found in the observations. Therefore, it is suggested
that the eastward shift of the NAO is a consequence of the relatively high NAO
index during 1978-97 versus the relatively low index during 1958-77. The upward
trend of the NAQ is part of a hemispheric trend associated with a deepening of both
the Icelandic and Aleutian lows. The trend is shown to strongly resemble the Cold
Ocean Warm Land pattern and to be associated with a wave train emanating from
the Indo-Pacific region of the tropical Pacific. The North Atlantic storm track is
shown to feed back positively on the wave signal and give rise to a resonant NAQO-like
dipole. Non-stationary impacts of El Nifio-Southern Oscillation on Euro-Atlantic in-
terannual climate variablity are also investigated in the context of the 1970’s climate

regime change.
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Chapter 1

Introduction

1.1 Symptoms of Climate Regime Change

1.1.1 The global context

Amidst the often contentious debate on global warming, there is agreement that the
Earth’s surface temperature has increased by between 0.3 and 0.6°C over the last
century (Houghton et al. [1995]). In addition, the heat content of the world oceans is
thought to have increased by about 2 x 10?3J between the mid-1950s and mid-1990s,
representing a volume mean warming of 0.06°C' (Levitus et al. [2000]). Meanwhile,
the increase in ocean heat content is at least an order of magnitude larger than
the increase in heat content of any other component of the earth climate system. For
example, the increase in atmospheric heat content during the same span of time is only
about 6.6 x 102'J (Levitus et al. [2001]). Recently, detection and attribution studies
based on observations and models forced by observed and estimated anthropogenic
greenhouse gases and aerosols can largely replicate the global warming signal (Levitus
et al. [2001]; Reichert et al. [2002]; Barnett et al. [2001]; Stott et al. [2000]; Santer
et al. [2000]; Gaffen et al. [2000]; Crowley [2000]; Tett et al. [1996]). This suggests that
the observed climate changes are consistent with those expected from anthropogenic

forcing, which broadens the basis for claims that an anthropogenic signal has been
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Figure 1.1: Top: Time series of Nifio3.4 SST and the global annual mean surface
temperature for 1950-1998 (from Trenberth et al. [2002]); Middle left: Time series
for globally-averaged temperature for surface (dashed) and troposphere (solid) from
radiosondes (from Lindzen and Giannitsis [2002]); Middle right: (top curve) PC time
series of the leading winter (DJF) storm track EOF; (middle and bottom curves)
same as above, but for leading PC for EOF analysis of the North Atlantic and North
Pacific sector, respectively (from Chang and Fu [2002]); Bottom left: PC time series
of the annual mean Pacific Ocean heat content integrated through 125 meters for
the period 1948-1998 (from Stephens et al. [2001]); Bottom right: Tropical mean
monthly anomalies of freezing-level height at 0000 and 1200 UTC, shown in red and
blue, respectively. Note the vertical axis is inverted (from Gaffen et al. [2000]).



detected in the global climate system. Nevertheless, these models still have difficulties
to replicate the regional structure of the observed climate change.

The temporal signal of the global warming has not been simply a linear increase.
Rather there was an abrupt transition towards a warmer epoch around the late 1970’s
(Trenberth et al. [2002]). An abrupt increase occurred around that time in globally-
averaged mid-tropospheric temperature (Lindzen and Giannitsis [2002]), North Pa-
cific upper ocean heat content (Stephens et al. [2001]), northern hemisphere storm
activity (Chang and Fu [2002]) and tropical mean freezing-level height (correlated
well with mid-tropospheric temperature) (Gaffen et al. [2000]). Figure 1.1 summa-
rizes all these symptoms of sudden transition. In the context of the climate transition,
the low frequency modes of climate variability, with time scales from interannual to
interdecadal, have also experienced some substantial changes, as discussed further in

this thesis.

1.1.2 Pacific sector

Apart from the trend towards higher freezing-level height, the tropical Pacific atmo-
sphere has shown greater warming at the surface than aloft since the late 1970,
resulting in a trend towards increased tropical lapse rate and decreased static stabil-
ity (Gaffen et al. [2000]). These scenarios have been suggested to be driven by an
enhanced hydrological cycle and increasing tropical sea surface temperature (SST)
(Diaz and Graham [1996]). These tropical changes are also consistent with the fact
that El Nifio events have become more frequent and persistent in recent years (Wang
[1995]; Trenberth and Hoar [1996]).

Coincident with these tropical changes, a so-called “regime shift” occurred during
1976-77 over the North Pacific and the surrounding land masses (Trenberth et al.
[1998]; Trenberth and Hurrell [1994]). Since the “regime shift”, the central North Pa-
cific has been cooler than normal, due to stronger westerlies along 40°N, which favor

enhanced air-sea heat loss and lower SST'. Consistent with the wind changes, winter

In contrast to the tropical dynamically coupled system, in mid-latitudes, only the atmospheric



season sea level pressure (SLP) and 500 hPa heights over the extratropical North Pa-
cific have been lower, and the positive polarity of the Pacific-North America (PNA,
Wallace and Gutzler [1981]) pattern has been prevalent. Accordingly, the North Pa-
cific storm track shifted southward with enhanced storm activity across the North
Pacific south of 40°N and downstream over the southern United States, and reduced
activity farther north (Trenberth and Hurrell [1994]). Some researchers suggest that
the upward trend in the PNA index, which is accompanied by a downward trend in
SST over the central North Pacific, can be interpreted as an extratropical response
to the rather abrupt rise in eastern equatorial Pacific SST that took place around
1976-1977 (e.g., Graham [1994]; Nitta and Yamada [1989]; Trenberth and Hurrell
[1994]). Others argue that a positive feedback between the subtropical gyre and the
overlying atmospheric circulation may also contribute to the decadal and interdecadal
variability in the North Pacific (Latif and Barnett [1994]; Latif and Barnett [1996]).

Additional evidence has been put forward that decadal-centennial climate vari-
ability in the North Pacific has a tropical root in light of interhemispheric symmetries
in paleoclimate change (Evans et al. [2001]). For instance, several of the largest
decadal SST changes observed in the last 100 years are in phase in the North and
South Pacific gyres (Linsley et al. [2000]). Zhang et al. [1997] documented the spatial
signature of the interdecadal climate variability in the Pacific and compared it with
the patterns associated with the El Nifio-Southern Oscillation (ENSO) cycle. They
found that interannual and interdecadal variability exhibit roughly similar spatial
structure in each of the SST, SLP and wind stress fields, suggesting an ENSO-like
forcing mechanism for the decadal change in the North Pacific. However, extending
the analysis to the Southern Hemisphere and some other variables (e.g., wind diver-
gence and specific humidity), Garreaud and Battisti [1999] unraveled different spatial
patterns of atmospheric circulation anomalies for the ENSO-band and decadal ENSO-

like variability, suggesting that different tropical forcing mechanisms are involved on

influence on the ocean has been relatively well understood and established, while the oceans’ “back

interaction” on the atmosphere is much less robust and has been a topic of heated debate (Kushnir
et al. [2002]).
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these two time scales. Gu and Philander [1997] proposed a tropical-extratropical in-
teraction mechanism to explain the prolonged persistence of warm conditions over
the tropical Pacific. The link between the extratropical and tropical ocean is the
relatively shallow, wind-driven meridional circulation that involves the subduction of
water parcels in the eastern regions of the subtropical oceans. The water then flows
southwestward, essentially adiabatically along surfaces of constant potential density,
to the equatorial thermocline. Here, upwelling transfers the parcels to the surface,
thereafter the tropical easterly winds carry them poleward via Ekman drift. This
meridional pathway allows a mechanism whereby the extratropical atmospheric tele-
connection response can feed back to the tropics. For example, the response of the
atmosphere to the warming in the tropical SST involves an intensification of the extra-
tropical westerlies, leading to colder surface waters (mostly because of evaporation)
in the extratropical regions that happen to be windows to the equatorial thermo-
cline. The cold water pumped downward in those regions follows the mean flow to
the tropics. Once the anomalously cool subducted water reaches the tropical strip
many years later, it upwells to the surface, halts the initial warming, and initiates
the cold conditions in the tropics. This argument implies a continual, interdecadal
climate fluctuation with a period that depends on the time it takes for water parcels
to travel from the extratropics to the equator. Most recently, from the observations
over the past 50 years, McPhaden and Zhang [2002] showed that the tropical over-
turning circulation driven by equatorial easterly winds has been slowing down since
the 1970’s, causing a decrease in upwelling of about 25% in an equatorial strip be-
tween 9°N and 9°S. The resultant reduction in equatorial upwelling of relatively cool
water is associated with the rise in equatorial SST of about 0.8°C. Warmer surface
temperature in turn alters the patterns of deep convection in the atmosphere so as to
favour weaker trade winds. Thus, the oceanic and atmospheric processes in the trop-
ics work together to reinforce each other, similar to the positive feedbacks that occur
during ENSO events. While, if the system is to oscillate on multidecadal timescales,

then delayed negative feedback mechanisms, one candidate for which is the Gu and



Philander [1997] mechanism, must also be important.

1.1.3 FEuro-Atlantic sector

Wintertime climate over the Euro-Atlantic region also underwent a change during
the 1970’s. The North Atlantic Oscillation (NAO), the primary mode of variability
in the northern hemisphere winter atmospheric circulation, shows a trend toward the
positive phase in its index during the last few decades (Hurrell [1995b]; Hurrell [1996];
Hurrell et al. [2003], see the upper and middle panels in Figure 1.2). A similar trend
is found in the EOF manifestation of this primary mode, i.e. the Arctic Oscillation
(AO) or Northern Annular Mode (NAM), as discussed by Thompson and Wallace
[2000a] and Thompson et al. [2000b] (see the lower panel in Figure 1.2). There is a
subtle difference between the NAO and the AO because they are defined differently.
The NAO index is usually defined based on the SLP difference between stations over
the Iceland and the Azores or Spain, while the AO/NAM index is based on empirical
orthogonal function (EOF) analysis of the northern hemisphere SLP variability. There
has been a heated debate as to which one is more dynamically fundamental (Hurrell
et al. [2003]; Cash et al. [2002]; Ambaum et al. [2001]). Given the fact that the AO
and NAO are very similar to each other on both spatial and temporal aspects, these
two modes will be treated as one phenomenon in most of this thesis.

The NAO corresponds to a meridional displacement in atmospheric mass with cen-
ters of action near the Icelandic low and the Azores high. The NAO index measures
the strength of mid-latitude westerly winds blowing across the North Atlantic. For
the high (low) phase of the NAO, the westerly winds are strengthened (weakened).
Dynamically, the NAO/AQ is an internal mode of variability of the atmosphere and
is substantially driven by the interaction between baroclinic transients and the low-
frequency flow (e.g., Limpasuvan and Hartmann [2000]; Thompson et al. [2003]).
Thus the existence of the NAO does not depend on the variability of the underlying

SST or air-sea interaction (Barnett [1985]). Nevertheless, much effort has been made
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Figure 1.2: Normalized indices of the winter mean (DJFM) NAO/AO constructed
from SLP data. In the top panel, the NAQO index is defined as the difference in nor-
malized SLP anomalies, Lisbon, Portugal minus Stykkisholmur/Reykjavik, Iceland,
from 1864 through 2002. The average winter SLP anomaly at each station is normal-
ized by the long-time mean (1864-1983) standard deviation at that station. In the
middle panel, the NAO index is the principal component time series of the leading
EOF of Atlantic-sector winter mean SLP. The station based index is correlated with
the PC based index at 0.92 during the overlap period. In the lower panel, the index
is the principal component time series of the leading EOF of northern hemisphere
(north of 20°N) winter mean SLP, i.e., the AO or Northern Annular Mode (NAM)
index. In each case, the heavy solid lines represent the indices smoothed to remove
fluctuations with periods less than 4 years. The indicated year corresponds to the
January of the winter season. See http://www.cgd.ucar.edu/~jhurrell /nao.html for
updated time series. (from Hurrell et al. [2003])



to hindcast the NAO using atmospheric circulation models (AGCM’s) driven by his-
torical SST and sea ice anomalies for the global ocean. For instance, using different
AGCMs, Rodwell et al. [1999], Mehta et al. [2000] and Latif et al. [2000] were able to
reproduce the low frequency (time scales of 6 years and longer) variability of the NAO
in the ensemble mean of an ensemble of experiments driven by the observed time se-
ries of SST and sea-ice distribution. However, as argued by Bretherton and Battisti
[2000], the reproduction of atmospheric variability in a hindcast ensemble experiment
does not imply predictability if the variability in the coupled system, including the
SST and sea-ice, is ultimately driven by unpredictable atmospheric noise. Moreover,
the mechanisms by which the SST and sea-ice can influence the NAO variability are
still not understood (See Czaja et al. [2003], for a summary of this problem)
Concerning the recent upward trend of the winter mean NAO or AO, Thomp-
son et al. [2000b], using a Student’s ¢ test, showed that the linear component of the
trend in the AO index is statistically significant above the 5% confidence level dur-
ing the Northern Hemisphere winter. By synthesizing a time series with the same
intraseasonal stochastic properties as the AO, Feldstein [2002] claimed that both the
trend and the variance increase of the AO during the last 30 years of the 20th cen-
tury are in excess of that to be expected if all the interannual variability was due to
atmospheric intraseasonal stochastic processes. By corollary, coupling with the hy-
drosphere and/or cryosphere or forcing external to the climate system may contribute
to the observed trend in the AO. Meanwhile, some climate models that include green-
house gas and/or aerosol forcing have also shown a noticeable trend in the AO/NAQO
index (e.g., Gillett et al. [2000]; Shindell et al. [1999]; Fyfe et al. [1999]). However,
caution should be used before jumping to the conclusion that the AO/NAO trend
is driven by external or anthropogenic forcing. For example, Wunsch [1999] synthe-
sized a stationary time series with the same spectral structure as the winter mean
NAO index and showed that stationary time series can exhibit similar behavior to

the observed NAO index, with extended decadal excursions from the mean and local



apparent trends, but without any special physical causality. Given the limited instru-
mental record of the NAQO index, one should be very careful about rejecting the null
hypothesis of stationarity of the NAO index, and claiming that one has entered a new
climate state with so short a time series. In spite of the debate on the origin of the
trend, progress has been made in understanding the direct forcing mechanisms for
the North Atlantic climate change. Most notably, the trend of the tropospheric cir-
culation during the second half of the 20th century (including the trend of the NAO)
is successfully captured by Hoerling et al. [2001a]’s ensembles of experiments driven
by the observed time series of SST specified only over the tropical ocean, suggesting
a possible tropical source for recent North Atlantic climate change. These authors
also conjectured that the warming over the tropical oceans might be attributable to
the influence of increased greenhouse gases. Nevertheless, the question of how the
tropical SST drives the North Atlantic climate change is not yet answered and is a
topic that is explored further in this thesis.

In addition to the upward trend in the winter NAO index, the spatial pattern of
the NAO has shifted eastward since the late 1970s, resulting in a link between the
NAO and ice export through Fram Strait that did not exist previously. In particular,
since the shift, northerly(southerly) wind anomalies over Fram Strait drive more (less)
sea ice out of the Arctic through the Strait when the NAO index is positive(negative).
The eastward shift of the NAO was first pointed out by Hilmer and Jung [2000] from
the changing relationship between the NAO index and the hindcasted ice flux through
Fram Strait. As will be shown in this thesis, use of the pressure difference across Fram
Strait as a proxy for the ice flux through the Strait further confirms that a secular
change in the relationship between the NAO and the ice flux did happen (Lu and
Greatbatch [2002]). A natural question arises as to whether the NAO pattern shift
is an expected behavior of the NAO internal to the atmosphere, or driven by some
unusual external forcings, e.g. anthropogenic climate change? Attempting to answer
this question, Jung and Hilmer [2001] analyzed the historical SLP data from 1908 to
1997 by dividing the record into eight overlapped 20-year periods. Only in the last
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twenty years, i.e., 1978-97, was a pronounced longitudinal shift found in the northern
center of action of the NAO. Jung and Hilmer also analyzed a coupled atmosphere-
ocean-sea ice model ECHAM4/OPYC3 under present-day climate conditions (i.e.,
concentrations of greenhouse gases were fixed to the observed 1990 values), and could
not find any link between the NAO and sea ice export through Fram Strait that would
indicate an eastward shift in the spatial pattern of the NAO in different 19-year pe-
riods. Further, a Monte Carlo test was performed under the null hypothesis that
the NAO index and the ice export through Fram Strait simulated by the coupled
GCM are realizations of independent first-order auto-regressive (AR(1)) processes.
In the 10,000 realizations simulated by the AR(1) processes, the 2.5th and 97.5th
percentiles of the estimated cross-correlation coefficients (using a time window of 19
years) reach only -0.45 and 0.47, respectively, far below the 0.7 correlation that was
found during 1978-97 by Hilmer and Jung [2000]. Hilmer and Jung therefore argued
that the NAO shift is not a characteristic long-term property of the climate system
and it is “unusual” in the context of natural climate variability. Using the same
ECHAM4/0OPYC3 coupled model, Ulbrich and Christoph [1999] found a systematic
northeastward shift of the NAQO’s northern center in their scenario run driven by the
IPCC 1592a GHG radiative forcing, while in the control run, using present day radia-
tive forcing, the northern center of the NAO is quite fixed. These authors speculated
on the causes for the eastward shift of the NAO and argued that the changing baro-
clinicity of the upper troposphere and the Atlantic storm track activity (as a stable
feature of the scenario run) might be related. Thus, it is possible that the NAO shift
may be related to an anthropogenic signal that has just begun to emerge during the
last few decades. Further evidence for the shift and factors contributing to its cause

are issues explored in this thesis.
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1.2 Questions to be addressed

Among the variety of aspects of climate change evident during the last half of the
20th century, the change in the northern hemisphere tropospheric circulation and its
consequences are the main subject of this study. Only the winter season (DJF) is
considered in this thesis. In particular, the following questions are addressed. (i)
What are the possible physical reasons for the recent NAO changes including the
upward trend in the NAO index and the eastward shift of the NAO spatial pattern?
(ii) Which climate variability mode is most representative for the multidecadal trend
observed in the tropospheric circulation? What is the forcing mechanism for the
trend? (iii) does ENSO impact on Euro-North Atlantic climate? If it does, how?
Has the impact of ENSO on Euro-North Atlantic climate changed as the background

climate has changed?

1.2.1 Possible causes for the NAQO shift

The NAO is a large-scale atmospheric flow pattern with centers of action concentrated
in the North Atlantic sector with a low pressure anomaly over Iceland and a high
pressure anomaly over the Azores for the positive polarity of the NAQO. This dipole
pattern can be identified by teleconnection analysis (e.g., Wallace and Gutzler [1981]),
while the dynamics that determine the loci of the centers of action of the NAQO is an
issue that is traceable to the existence of the storm track. In a map of the standard
deviation of high-pass filtered 500 hPa height, which measures the storminess of the
mid-latitude troposphere, two storm tracks stand out prominently in the northern
hemisphere, one over the North Pacific and the other over the North Atlantic (Figure
1.3). The baroclinicity (which is measured by the maximum Eady growth rate opg;
2 and dominated by the vertical wind shear) upstream of the storm track provides

the necessary conditions for the growth of transient eddies and hence determines the

geographical distribution of the storm track. As argued by Hoskins and Valdes [1990],

*opr = 0.31- f - |3X|N "', where f is the Coriolis parameter, v is the horizontal wind, and
N =[(g/8)(Z%)]*/? is the Brunt-Viisilli frequency with the potential temperature 6.
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in the framework of the atmospheric-only system, the direct thermal effect of the
eddies (v'T") acts against the conditions that the storm track depends on, although
the eddy vorticity flux tends to reduce this effect. It is the mean diabatic heating
due to the sensible and latent heat release in the storm track region that maintains
the necessary condition for the storm track, i.e., the mean maximum baroclinicity
in the region. Thus, in this sense, the North Atlantic and Pacific storm tracks are
self-maintaining. Originally, the diabatic heating for the atmosphere comes from the
underlying ocean, which provides a source of moisture and heat. It can therefore
be argued that it is the land-sea distribution and warm oceanic boundary conditions
that settle the location for the storm tracks.

Near the axis of the storm track, the transient eddies associated with the storm
track play a key part in driving the mid-latitude westerly jets. The wobbling and
pulsing in the eddy-driven jet stream over the North Atlantic are the typical behaviors
associated with the NAO. As mentioned above, the NAQO is an internal variability
mode in the atmosphere. Observational and model evidence unambiguously directs
to the conclusion that a substantial amount of the NAQO variability is sustained by
the eddy vorticity/momentum flux in the middle-high latitudes associated with the
North Atlantic storm track (Lau [1988]; James and James [1989]; Lau and Nath [1991];
Ting and Lau [1993]; Hurrell [1995a]; Thompson et al. [2003]). For example, Lau and
Holopainen [1984] and Lau and Nath [1991] showed that lower tropospheric eddy heat
and vorticity fluxes reinforce one another and force cyclonic circulation tendencies
poleward of the storm track axes and anticyclonic tendencies equatorward. In the
upper troposphere, the polarity of the circulation tendencies associated with eddy
heat fluxes is reversed and values are considerably smaller than tendencies associated
with eddy vorticity fluxes. The overall effect of the eddy forcing is to maintain a
NAO-like barotropic circulation pattern. The importance of the transient vorticity
flux in directly maintaining the extremes of the NAQ, especially the importance of
the flux by the transient rotational flow was examined by Hurrell [1995a).

In terms of the AO or NAM paradigm, a positive feedback mechanism for the
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NAO/AO/NAM between the eddy momentum flux and the mean wind structure
was further demonstrated by Limpasuvan and Hartmann [2000} and Hartmann et al.
[2000]. As shown in Figure 1.4, when the AO/NAQ is in its high phase, the zonal
flow of the annular mode exhibits considerably stronger westerly winds and westerly
vertical wind shear between 60° — 80°/N than the low phase. The stronger westerly
winds in the upper troposphere cause planetary waves to be less strongly refracted
toward the pole, resulting in anomalous equatorward wave propagation and pole-
ward momentum flux. The poleward momentum flux anomalies in turn support the
‘high latitude westerlies and strengthen the polar vortex, thereby a positive feedback
loop is completed. Analogous arguments may be invoked to infer the feedback that
maintains the negative NAO/AO/NAM index phase. In the sense of this maintaining
mechanism, the centers of action of the NAO are substantially regulated by the inten-
sification and displacement of the storm track in the North Atlantic basin. This leads
to the first candidate that could be potentially related to the NAO shift: the North
Atlantic Storm Track (NAST). The first goal of this thesis study is to understand the
relationship between the NAO and the NAST and the importance of eddy activity in
driving the eastward shift of the NAO.

The NAO shift could also be related to the changing mean state in different
decades, i.e., the low NAQO index period of 1958-77 (hereafter, P1) and the high NAO
index period of 1978-97 (hereafter, P2). It has been reported by Kwok [2000] that
during the prolonged period of positive phase of the NAQO, the ice flux and the NAO
index are significantly correlated, but the correlation is reduced during the negative
NAO years. Seeing this, one may conjecture that the eastward shifted NAO pattern
of interannual variability during P2 might arise from the changed mean state during
P2 when the average DJF NAO index is 0.48 compared to the negative average index
of -0.74 during P1. Model studies have suggested that the climate variability mode or
climate regime can be strongly dependent on the background state. For instance, by
introducing a concept of “neutral vector”, Marshall and Molteni [1993] interpret the

flow regimes as quasi-stationary vectors with slowest growth rate as defined by the
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Figure 1.3: Northern Hemisphere winter (DJF) storm track in terms of the root-
mean-square of high-pass filtered 500 hPa height. A binomial filter with a maximum
response in the 2-8-day period range is used. See Figure 3.2 for detailed description
of the filter.
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smallest eigenvalues of a self-adjoint operator derived from a model linearized about
a basic state. The leading neutral vector computed using the wintertime climatology
as a basic state exhibits a dipole pattern reminiscent of the NAO over the North
Atlantic sector. Their sensitivity experiments with alternate basic states showed that
the spatial patterns of the leading neutral vectors are strongly controlled by the form
of the basic state. Strong dependence on the basic states has been also reported by
Ting and Lau [1993]. Thus, the effect of changing mean states between P2 and P1
on the spatial pattern of the NAO will be investigated using a linearized AGCM in

this thesis study.

1.2.2 Understanding the trend

During the last 50 years or so, the wintertime NH climate has undergone some signif-
icant changes (see Figure 1.1). To understand these changes, we ask and tackle the
following two questions: first, how does the atmospheric circulation trend project onto
the climate variability modes such as the AO/NAO, PNA, .... etc.? Can we identify
a climate regime pattern for the pattern of the observed circulation trend? Second,
~ how are the changes in the multidecadal trend driven? Understanding the forcing
mechanism should lead to some insight into the atmospheric circulation change. The
Arctic Oscillation (AO), because it accounts for a large part of the warming over the
NH in recent decades (Thompson et al. [2000b}), has attracted considerable attention.
However, some other circulation patterns of low-frequency variability also contribute
to the northern hemisphere climate trend. Among these are, for example, the Cold
Ocean Warm Land pattern (COWL, Wallace et al. [1996]), the seesaw pattern (Honda
et al. [2001a]; Honda and Nakamura [2001b]), and the circulation pattern associated
with the first mode of the Northern Hemisphere storm track activity (Chang and Fu
[2002]). But much less attention has been paid to them.

Let us look at the COWL index and the COWL pattern first. The COWL index is
defined in terms of the areally weighted average of the lower tropospheric temperature
(500-1000 hPa thickness) poleward of 40°N. The weight function is positive (negative)
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(a) COWL (b) NHST1

Figure 1.5: Regression patterns of winter(DJF) mean 500 hPa height against (a) the
COWL index; (b) NHST1 index and (c) AL-IL seasaw index. All the plots contour
at 10m/std of index.
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and constant over the land (ocean) and the constants are determined so as to make
the average of the weight function over all grid points poleward of 40°N identically
equal to zero. Thus the COWL index picks out a temperature pattern contrasting
the opposite thermal tendency between the land and the ocean. The 500 hPa height
regression pattern associated with the COWL is characterized by positive height
anomalies over western North America and Russia and negative height anomalies
over the North Pacific and Barents Sea, indicative of a northward displacement of
the jet stream over the high-latitude Eurasian continent and a strengthened westerly
wind over the latitude belt of the subtropical jet in the North Pacific and the eddy
driven jet in the North Atlantic sector (see Figure 1.5a). The COWL regime can also
be derived directly from nonlinear regime extraction statistics, like cluster analysis
(Palmer [1999]; Corti et al. [1999], see their cluster A in Fig. 3a) or nonlinear principle
component analysis (Monahan et al. [2001], see their Fig. 3b), suggesting that the
positive phase of the COWL pattern is a preferred mode of circulation in the northern
hemisphere. Though COWL is a natural climate mode and its existence does not
depend on dynamical air-sea interaction or external radiative forcing (Broccoli et al.
[1998]), from the nonlinear dynamical perspective, such as proposed by Palmer [1993]
and Palmer [1999], an external forcing may change the frequency of occurrence of a
preferred flow regime like COWL.

Chang and Fu [2002] have examined the principal modes of variability of the
northern hemisphere circulation from the perspective of the storm tracks, using the
variance of the high pass filtered 300 hPa meridional wind component as a measure
of the amplitude of baroclinic wave activity. In their leading EOF, the amplitude of
the Pacific and Atlantic storm track varies in unison. The corresponding time series
of the principal component (PC) shows a pronounced upward transition during the
mid 1970’s (see Figure 1.1). This mode will hereafter be referred to as NHST1 mode.
The associated pattern in the 500 hPa height field, as inferred from linear regression
onto the PC of the NHST1 mode, is characterized by simultaneous fluctuations in

the depth of the Aleutian and Icelandic lows (Figure 1.5b). The same circulation
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pattern associated with this storm track mode is found all the way up to the upper
troposphere. Since Chang and Fu’s streamwise zonally-symmetric circulation pattern
is dominated by an interdecadal trend, it cannot be identified from teleconnection or
EOF analysis, which tends to pick out coherent patterns at interannual time scales.
In fact, in the observed statistics, pressure (or geopotential height) fluctuations in
the vicinity of the Icelandic and Aleutian lows tend to be negatively, rather than
positively correlated at interannual and short time scales. The so-called Icelandic and
Aleutian lows seasaw (AL-IL seesaw, hereafter) was first pointed out by Honda and
Nakamura [2001b] who noted that the anti-correlation between the two lows starts to
emerge from January and becomes significant from February to March. Here the AL-
I, seasaw index (All) is simply defined as the difference in the normalized, areally
averaged 500 hPa geopotential height between the Aleutian (30° — 65°N, 160°FE —
140°W) and Icelandic (55° — 75°N, 60°W — 0°E) lows. The corresponding AL-IL
seasaw spatial pattern on 500 hPa height can then be obtained by regressing the
AlI onto the 500 hPa height fields (shown in Figure 1.5¢). For the climate variability
modes we have introduced so far, including the NAO/AO, COWL, NHST1 and AL-IL
seesaw, each illustrates different facets of the structure of circulation variability, and
each has exhibited some long-term change in its indices. So one may ask which mode
has the most merit in representing the multidecadal circulation trend observed over
the past 50 years? If we can identify a mode for this trend, what physical insight might
it lead to? So, at first, we treat each of these perspectives equally and compare them
with the Northern Hemisphere circulation trend to see which is most representative
for the trend. After the identification, intensive model experimentation will be carried
out focusing on this mode as well as the AO/NAO. Hopefully, the model examination
on this mode will shed some light on the mechanism driving the circulation trend.
As aforementioned, Hoerling et al. [2001a] succeeded in capturing the circulation
pattern of the trend since 1950 by specifying the time evolving SST over the tropical
oceans and thus related the trend to the tropical ocean warming during the past

half-century. Recent measurements show that the energy budget of the tropics has
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varied substantially in the past two decades. Wielicki et al. [2002] found that during
the 1990s, the long wave energy emitted from the tropics increased and the reflected
solar radiation decreased by a smaller amount, resulting in a net loss of energy ® from
the tropics (between 30°S and 30°N) relative to earlier years in the record. Chen
et al. [2002] showed that the change in the tropical energy budget was associated
with a shift in position and intensity of convection, clouds, and large-scale tropical
circulation. Convection, cloudiness, and upward motion decreased in the vicinity of
Indonesia. At other longitudes, convection increased along the Intertropical Conver-
gence Zone (ITCZ). This reorganization of convection ends up with stronger upward
motion of air masses near the equator and stronger sinking motion in the subtrop-
ics, a decadal-time-scale strengthened tropical Hadley circulation. So an important
question arises as to the tropical root for the low-frequency Northern Hemisphere cir-
culation change, in particular, the importance of tropical diabatic processes in driving
the extra-tropical circulation. As pointed out by Trenberth et al. [1998], there are two
on-going challenges pending further scientific exploration: (a) improved knowledge of
the tropical forcing; and (b) determining reliably the atmospheric response patterns
to those forcings. Contribution will be made to these two challenges during the course

of tackling the forcing mechanisms of the tropospheric circulation trend in this thesis.

1.2.3 ENSO impact on the Euro-North Atlantic Sector

The ENSO phenomenon, as the most prominent climate variability mode in the earth
climate, has been extensively studied. The association between ENSO and climate
anomalies over the Pacific basin and North America has been well documented (see
Trenberth et al. [1998] for a review). Relatively less so is the ENSO impact on the
climate of the North Atlantic region. However, the ENSO-Europe connection has
been detected during the extreme events of ENSO. In what we call the “canonical”

Euro-Atlantic impact of ENSO, composites of the difference in winter mean SLP over

Net flux is defined as solar insolation minus short wave reflected flux minus long wave emitted
flux.
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the Euro-Atlantic sector for warm minus cold events indicate a statistically significant
signal with a positive anomaly over northern and northeastern Europe and a negative
anomaly in a zonal belt stretching from the east coast of the United States to the
Black Sea, reminiscent of the negative NAO (Fraedrich and Miiller [1992]; Fraedrich
[1994]; Merkel and Latif [2002]). These composite pressure anomalies are qualitatively
consistent with the European Grosswetter response showing enhanced cyclonic (an-
ticyclonic) activity over central Europe during warm (cold) ENSO events (Fraedrich
[1990]). The sensitive tail end of the North Atlantic storm track, in association with
different phases of ENSO, shifts in such a way as to result in higher temperature and
precipitation over northern (and the reverse over central and southern) Europe in the
cold event composite. It has also been noted that the warm extremes are associated
with highly variable winters; cold extremes tend to produce more persistent response
with less variation between individual events, thus resulting in an impression that
the European climate is influenced more strongly by La Nifia than by El Nifio events
(Pozo-Vizquez et al. [2001]). _

Nevertheless, the impact of ENSO on the Euro-Atlantic sector is not robust on
interdecadal time scales. For example, Rogers [1984] found the canonical response in
SLP data from 1940-1979, but found a somewhat different signal during the period
1900-39. van Loon and Madden [1981] have also found non-stationary teleconnections
associated with ENSO by correlating the winter SLP from Darwin with SLP from
several European stations. Only patterns from the second half of the record (1940’s
to 80’s) clearly show the structure of correlation as expected from Fraedrich [1994]’s
composites. Recently, Rimbu et al. [2003] detected a shift in the late 1970’s in the
correlation between the Nino3 index and the Red Sea coral record and attributed
the shift to non-stationarity in the ENSO teleconnection pattern. A related non-
stationarity between ENSO and rainfall over Israel has been reported by Price et al.
[1998]. Mariotti et al. [2002] and Rodo et al. [1997] report further evidence of non-

stationarity between ENSO and rainfall over Europe.
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Since the late 1970’s, the tropical circulation and its relationship to global cli-
mate changed, with El Nifio events becoming more frequent and persistent in recent
years (Wang [1995]; Trenberth and Hoar [1996]). During this time, the amplitude
of El Nino also increased (An and Wang [2000]; Xue [2003]). These changes were
accompanied by a notable modification in the evolution pattern of the coupled ENSO
system (Trenberth et al. [2002]): during the 1960’s and 70’s the warm SST anomalies
expanded westward from the South American coast into the central equatorial Pacific
(Rasmusson and Carpenter [1982]); after 1980, the warm SST anomalies propagated
eastward across the basin from the central Pacific or developed concurrently in the
central and eastern Pacific (Wallace et al. [1998]). Seeing this and that the “regime
shift” in the Pacific and the spatial pattern shift in the interannual variability of the
NAO both occurred at the late 1970’s, it is compelling to ask if the extratropical
tele-connection associated with ENSO also experienced some changes at that time.
The elaboration on it will be laid out in Chapter 5 focusing on the ENSO’s impact

on the Euro-North Atlantic region.

1.3 Thesis Qutline

The materials of this thesis will be laid out as follows:

Besides statistical methods, numerical modelling is the key methodology in this
study. So, before looking into any scientific issue, the configuration of a simplified
atmospheric GCM as well as the way the model is forced will be first presented in
Chapter 2. Effort will be made to understand the NAO shift in Chapter 3, starting
with a correlation analysis applied to the NAO index, Rogers’ storm track index
(Rogers [1997]), a proxy index for ice flux through Fram Strait, and Siberian winter
temperature. The correlation analysis is followed by ensembles of AGCM experiments
applying a NAO-related forcing, which is inferred by regressing the model forcing
computed for each winter against the observed NAO index. A linearized model will

also be applied to investigate the effects of eddy forcing, diabatic forcing and the



22

changed background state on the NAO and its eastward shift.

Chapter 4 focuses on interpreting the climate change since the 1950°s in terms
of climate variability modes and understanding its driving mechanism. Not only in
the circulation pattern, but in its relationship to the Northern Hemisphere storm
track and tropical diabatic forcing, a “COWL-like” mode stands out among others
as the dominant pattern representing the climate change. The forcing mechanism
for this mode is then further examined using the AGCM and compared with the
forcing mechanism for the AO. For this purpose, model experiments using both a full
nonlinear and a linearized model are implemented in this chapter.

The issue of how the NH extratropical teleconnection associated with ENSO
changed between the pre- and post-1970’s is addressed in Chapter 5. In this the-
sis, a concluding remark is presented at the end of each chapter except Chapter 6.

Therein, an overall summary will be given for the whole thesis.



Chapter 2

Model Configuration

2.1 The Hall atmospheric model

The model used here is a dry atmospheric primitive equation model (Hall [2000], Hall
model hereafter), which describes the motion of an inviscid, adiabatic, hydrostatic,
perfect gas surrounding a rotating, spherical planet, driven by a time-independent
forcing. Model equations are written in terms of vorticity, divergence, temperature
and surface pressure (¢,D,T and p,) and solved spectrally with a horizontal resolution
of T21 (approximately 5.625° in latitude and longitude) on 5 equally spaced o levels
(approximately, 900 hPa, 700 hPa, 500 hPa, 300 hPa and 100 hPa height levels).
For simplicity, following the convention of Hall [2000], the equation describing the

model’s evolution with time can be written as

O
S = N®) 1, (2.1)

where W is the model state, representing the values of ¢, D, T and p, in the model,
N(®) represents all the nonlinear terms and some damping effects (the damping
terms are specified in a linear form), and f is the forcing term, which, in this study, is
time independent. To derive the forcing, a statistical equilibrium state is assumed in

each winter. We do a time average and form the time-mean budget equation of (2.1)

23
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by splitting ¥ into a long-time mean ¥ and an instantaneous perturbation ¥’. Thus

_‘?.‘i_’ = N(¥) +f, (2.2)
where
N(¥) = N(P) + E(¥) (2.3)

As shown by (2.3), nonlinearity in the model can be divided into parts associated with
the climatology state ¥ and eddy flux E(¥’). If the climate system is in statistical
equilibrium, or in other words, the average of the time derivative term over the
averaging period is small in amplitude compared to the individual terms on the right
hand side, the %i‘f term on the left hand side of equation (2.2) can be approximated

to be zero, which leaves the balance between N(¥) and f, i.e.,
f=-N(¥) (2.4)

or, using (2.3),
~N(¥) = f + E(¥) (2.5)

This, by nature, turns out to be a good approximation for the solstice seasons, but
is less reliable for the equinox seasons. Inserting the observed atmospheric states
(denoted by ®) into (2.4) in place of ¥, a time-independent “diabatic” forcing f is
obtained in terms of the action of the nonlinear operator N on the observed states ®,
ie, f= —_(‘fj. In this thesis, f is calculated using daily mean observed states ®,
as described in Section 2.2. Likewise, replacing ¥ in (2.5) with ®, the left hand side,
—N(®) represents the maintenance of the time-mean flow against its own advective
tendencies and against damping. In the atmosphere, —N(®) is due to “diabatic”
forcing f and transient-eddy flux convergence W, therefore representing the sumn
of these two effects. If we set —N (@) as forcing, this would be the appropriate forcing
for a model that had no explicit representation of transient-eddy fluxes. The forcing
specified in this way will be applied to the linearized model experiments wherein the
climatology, @, about which the model is linearized, is maintained by —N(®). The

second term, E(®’), often dubbed the “transient-eddy forcing”, represents the effect
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of the observed transient fluxes in the time-mean budget. This “eddy forcing” can be
derived by subtracting the “diabatic forcing” f from —N(®), i.e., E(®') = —N(®)—f.
When the model is driven by f, as in our nonlinear model experiments, the model must
develop its own transient-eddy activity. The forcing associated with this transient
activity, E(P'), must agree with E(®') if the model is to reproduce the observed

mean state, ®.

2.2 Calculation of the forcing term

As introduced above, there are two ways to drive the model. For the full nonlinear
model, only a diabatic forcing f = —Ti)) is applied to drive the model and the
the model develops its own transient-eddy activity. For the model linearized about a
climatology, a forcing —N(®) containing both diabatic and transient-eddy effects is
used. We outline the method of calculating the forcing in the following.

The effect of the N operator on any initial condition ¥y can be found by running

the model without forcing for one time step, giving the instantaneous tendency
0¥ \I’?_ nf \IIO
— ~—— =~ N(P 2.6
(55 Juns 5t (%o) (2-6)
where the subscript unf denotes an unforced integration of the model and the super-
script + refers to the state after one time step. The time step of integration is 4t.
Thus, using (2.4), N(®) can be found by averaging the result of setting ¥y = &;,
where subscript i identifies one realization of ® among n observations. Thus
1 n
f= _N(é) =T Z{‘I’Imf - (I)l} (27)
nét i=1
Likewise the forcing for the linearized model —N (@) can be found by setting ¥y = ®
without stepping through the entire time series of data. Thus,
3 vl -
ot

We now explain more how the model is linearized. Specifying the model state as

—N(®) = (2.8)

T =&+ W, where ¥, is a small perturbation to the observed climatology, and
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setting the forcing g = —N(®) + g, where g’ is a small perturbation to the forcing
maintaining the climatology ®, the model equation becomes

0w,
ot

where Lz is a linear operator determined by the climatological state about which the

=Lg(¥,) + ¢, (2.9)

model is linearized and terms of quadratic or higher order in perturbation amplitude
have been neglected. Thus (2.9) is the associated time-dependent linear perturbation
model. The linearized version of this model has been used by Hall and Sardeshmukh
[1998] to examine the first eigenmode of L of the climatological mean circulation, and
by Jin and Hoskins [1995] to study the direct response to a perturbation in tropical
forcing. Here the same technique will also be applied to investigate the direct response
to the forcings for different climate modes. It should be noted that running the model
in this linearized fashion does not require changing the original nonlinear codes as
long as the perturbation amplitude does not grow too large.

The data used to compute the forcing are the daily means from the NCAR/NCEP
reanalysis. The period of analysis used in this study spans 51 winters (Dec.1st to
Feb.28, totally 4590 days of realizations) from 1948/49 to 1998/99. Horizontal ve-
locity (u and v), temperature and geopotential height on a 144x73 grid are linearly
interpolated onto a 128x64 Gaussian grid. Orography is not represented explicitly in
the model and surface pressure is calculated by integration of the barometric equation
from the 1000 hPa height to sea level using the 1000 hPa temperature. In the re-
mainder of the paper this quantity will be referred to as the sea level pressure (SLP)
in both observations and model results. Other data provided on pressure surfaces
are linearly interpolated onto the model’s sigma levels. Since the model is solved in
spectral space for (,D,T and p,, the data fields are spectrally analyzed at T21 to be
input into the model in terms of the spectral coeflicients for ¢, D, T and p,.

The forcing calculated using (2.7) mimics processes not explicitly included in the
model code, most importantly the diabatic forcing of the atmosphere due to incoming
solar radiation, latent and sensible heat release associated with deep convection and

the midlatitude storm track (Hoskins and Valdes [1990]), and since the model has
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a flat bottom, the effect of the missing orography. Hereafter, for the purpose of
convenience, this forcing will be called “diabatic forcing” in this thesis. The forcing
calculated from (2.8) for the linearized model (—N(®)) includes both the “diabatic”
and “eddy” effects and will be dubbed “diabatic plus eddy forcing”. Time series of
“diabatic only forcing” (i.e., —N(®)) and “diabatic plus eddy forcing” (—N(®)) are
obtained from the 51 years of data. Based on equation (2.5) the latter minus the

former gives the time series of the “transient-eddy forcing”.



Chapter 3

The Eastward Shift of the NAO

3.1 A changed regime

3.1.1 Motivation

Given the importance of the NAO for northern hemisphere (especially European) cli-
mate variability (Kushnir [1999]; Greatbatch [2000]) and the possibility that anthro-
pogenic forcing may be implicated (Hilmer and Jung [2000]; Ulbrich and Christoph
[1999]), it is important to understand what caused the eastward shift of the NAO
pattern. As a starting point, we make use of correlation analysis to find some clue.
We know that the poleward eddy flux of momentum associated with synoptic
storms is important for maintaining the different phases of the NAO (Limpasuvan
and Hartmann [1999]; Greatbatch [QOOO]A; Thompson et al. [2003]). This prompted
us to examine the relationship between the NAO and storm activity over the North
Atlantic to see if this relationship can shed any light on the eastward shift. It turns out
that the first mode of North Atlantic storm track activity defined by Rogers [1997)] is
associated with a dipole pattern of SLP that has some similarity to that of the NAO.
Rogers’ storm track mode is defined as the first rotated empirical orthogonal function
(REOF) of the root mean square of high-pass SLP variability. Rogers did not identify

this SLP pattern as the NAO because its centers of action are more eastward shifted
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Figure 3.1: (a) The mean SLP difference (mb) occurring between months with ex-
treme positive and negative scores of the first rotated pattern of the combined princi-
pal component analysis (CPCA) of monthly Atlantic root-mean-squares of high-pass
filtered SLP and monthly mean SLP, 1900-1992 (from Rogers [1997}). Lighter and
darker shading represent areas where the differences in pressure are statistically signif-
icant with 95% and 99% confidence; (b) Regression pattern of the NAO index against
winter (DJF) mean SLP (hPa) during 1978-1997 (from Hilmer and Jung [2000]).
Statistically significant slope parameters (5% confidence level) are colored; (c) The
monthly mean SLP differences between the 30 warmest and the 30 coldest months
in Siberia since 1950 (from Rogers and Mosley-Thompson [1995]); (d) The regression
pattern of SLP against the time series of modeled ice volume export through Fram
Strait over the period 1958-1997 (from Hilmer and Jung [2000]).
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compared to the prototype NAO. This SLP pattern (see Figure 3.1a) nevertheless
bears a great resemblance to the NAO pattern during the decades of 1978-97 (see
Figure 3.1b), with one center of action over the Bay of Biscay, and the other over
northern Scandinavia and the Barents Sea. This hints at a special role of Rogers’
leading mode of NAST activity in the eastward shift of the NAO. The relationship
between this storm track mode and the NAO will be the focus of this correlation
analysis.

Meanwhile, the mild Siberian winters during the 1980’s are ascribed by Rogers and
Mosley-Thompson [1995] to an increase in cyclone activity in the northeast Atlantic
Ocean and the high Arctic Oceans. Cyclone activity in these areas is a feature of the
positive phase of the first REOF of storm activity found by Rogers [1997] as referred
to above. Furthermore, the SLP difference between extreme warm and cold Siberian
winters shown by Rogers and Mosley-Thompson [1995] (see their Figure 3.1¢) has a
strong similarity to the SLP pattern (Figure 3.1d) associated with ice export through
Fram Stait shown by Hilmer and Jung [2000]. It follows that ice export through
Fram Stait, Siberian winter temperature (SWT), and cyclone activity over the high
latitude North Atlantic, all have some connection with the NAO and its eastward shift,
although the precise relationship is unclear. Here we use cross-correlation analysis to

clarify their relationship.

3.1.2 Data

The basic data set used here is 47 years (1953-1999) from the NCEP/NCAR reanal-
ysis (Kalnay et al. [1996]). Only winter months (December, January and February;
DJF) are considered. Kwok and Rothrock [1999] and Kwok [2000] have demonstrated
a high correlation (r = 0.89) between the area flux of ice through Fram Strait and
the average monthly gradient in SLP across the Strait. We therefore use the winter
mean (DJF) SLP difference across the Strait ((81°N, 15°W) minus (80°N, 10°F)),
normalized with respect to its own standard deviation, as a proxy for ice export

(denoted by IF). Following Hurrell [1996], the NAO index (denoted by NAO) is
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Figure 3.2: Frequency response function of the filter applied on the 127 SLP data.
The half-power cutoff is at 5.5 days as marked by the dashed line.
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Figure 3.3: The first Rotated Empirical Orthogonal Function of the root mean square
high-pass filtered SLP during the winter months (DJF) from 1953-1954 to 1998-1999.
The REOF analysis is applied over a region shown in the figure, that is spanning
from 20° to 80°/N, and from 80°W to 60°FE. The pattern is non-dimensional.
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defined as the difference in normalized SLP anomalies between Lisbon, Portugal and
Stykkisholmur, Iceland. The only difference from Hurrell [1996] is that we use DJF
for the winter season rather than DJFM. The index of Siberian winter temperature
(SWT) is simply a normalized time series of the area mean temperature over Siberia
spanning 55° — 70°N, 70° — 100°E. It is calculated by using the monthly mean 1000
hPa temperature product from the NCEP/NCAR reanalysis data. To compute a
storm index, we follow the procedure of Rogers [1997] and apply it to once daily 12z
SLP data from the NCEP/NCAR dataset spanning the period 1 December—28/29
February from 1953-1954 to 1998-1999. The data are high-pass filtered using a bi-
nomial filter. The frequency response function of the filter is shown in Figure 3.2.
The filter has maximum response in the 2-8-day period range (with half-power cutoff
at 5.5 days), typically corresponding to the passage of synoptic systems. A varimax
rotated empirical orthogonal function analysis (REOF) was performed on monthly
rms values of the high-pass filtered data extending from 20° to 80°/N, and from 80°W
to 60°F. The first component pattern is a dipole centered in the northeast Atlantic
and Norwegian Sea and over the eastern Atlantic around Portugal (Figure 3.3). It
is this storm activity mode that is associated with the SLP pattern shown in Rogers
(1997)’s Fig. 6 (i.e., Figure 3.1a here), and which resembles the shifted NAO pattern
during 1978-1997. We obtain a winter storm index, ST, by averaging the principal
component time series for the three winter months and normalizing so as to be con-
sistent with Rogers’ index. Rogers’ index spans the winter months from 1900 to 1992.
During the overlap period (1954-1992), the‘ correlation coeflicient between his winter
index and ST is 0.94, the difference from a correlation of 1 being attributable to the
different data set used here. This verification allows us to reconstruct a longer storm
index by connecting our 1954-1999 index to Rogers’ index truncated after 1954. All
four climate indices are shown for the period 1954-99 in Figure 3.4a.

We also make use of the monthly mean SLP data set from the Climate Research
Unit at the University of East Anglia (UEA), UK. This SLP record is 123 years

long spanning from 1873 to 1995 and available on a 10° longitude x 5° latitude grid.
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However, because of lack of data coverage over the Eurasian continent in the early

part of the record, we use only data after 1940.

3.1.3 Results

The running cross-correlations between pairs of indices using a window-length of 20
years are shown in Figure 3.4b (choosing window lengths of 15 or 25 years does
not significantly change the results). The correlations of the ice flux proxy with the
other three indices are depicted by solid curves. All three solid curves show a rapid
rise from near zero correlation in the first 20 year period centered around 1960 to
much higher correlations that jump above the 1% significance level (using Student’s
t-test) around 1980. This is the same behavior as seen in Fig. 10 of Jung and
Hilmer [2001] who compared model-simulated ice volume export through Fram Strait
with the NAO index. The jump in the correlations shown by all three solid curves
suggests the establishment of a new climate regime in which Fram Strait ice export
suddenly becomes phase locked with the NAQO, the storm index, and Siberian winter
temperature, having previously been unconnected to any of these variables.

Note that the NAO is most highly correlated with the storm index. What is
interesting, however, is that the link between the NAO and this particular mode of
storm activity (the first rotated EOF of rms high-pass variability) did not hold up in
the early part of the century. Figure 3.5¢ shows the same running cross-correlation,
but this time between the 100 year extended storm index (Figure 3.5b, using Rogers’
data before 1954) and Hurrell’s winter (DJF) NAO index (Figure 3.5a) over the
period 1900-1999, the dashed curve using Rogers’ data after 1953. There is a long-
term increasing trend during all the 20th century, and it is only after the early 1960s
that this mode of storm activity became significantly linked (at the 1 % level) to
the NAO. Indeed, in the early part of the century, the link was weak. Figure 3.6a
shows the result of regressing the UEA winter mean SLP on the storm index using
data from 1940 to 1995. The pattern is very similar to Rogers [1997]’8 SLP pattern

obtained from CPCA (Figure 3.1a). In particular, there is a northern center over
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Figure 3.4: (a) Winter mean(DJF) time series of the ice flux proxy IF, the NAO
index NAQ, the storm index ST, and the Siberian winter temperature index SWT.
Note the vertical offset of 3 units between indices for plotting purposes; (b) Running
cross-correlation functions (20 year window) between every two time series in a). The
1%-confidence level (dash-dot) indicates correlation coefficients which are significantly
different from zero.
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northern Scandinavia and the Barents Sea and a (weak) anomalous south-north wind
component over Fram Strait. Given the high correlation (above 0.8) between the
storm index and the NAO index during the 1980’s and 90’s it is not surprising that
the pattern in Figure 3.6a is also very similar to the shifted NAO pattern shown in
Figure 3.6b. Viewed in this way, the eastward shift in the NAO can be interpreted
as the result of the century long increase in the correlation (see Figure 3.5¢) between
the NAO index and the principal component of Rogers’ first rotated EOF of rms
high-pass variability. There is a controversy that seems not to fit in with this view
and entails an explanation. As shown by the curve NAO-ST of Figure 3.4b, the
correlation between the NAO and the storm track index is also significant in P1,
though weaker than in P2, while only in the later period does the shift happen. This
can be explained by the fact that Rogers’ first storm activity mode accounts only for
40% of variance of the NAO during P1, in contrast to 70% during P2. Indeed, during
P1, some other modes of North Atlantic storm track variability are also important
for the NAO variability (not shown).

We now discuss the other two dashed cross-correlation curves shown in Figure 3.4hb,
SWT-ST and NAO-SWT. The link between the cyclone activity} and Siberian win-
ter temperature has been addressed by Rogers and Mosley-Thompson [1995]. These
authors attributed the mild Siberian winters of the 1980’s to an increase in the fre-
quency of cyclones that enter the extreme northeastern Atlantic and traverse the
Barents and Kara Seas bringing strong westerly flow into Siberia along with exten-
sive cyclone warm sectors. The high correlation (greater than 0.7) between the storm
index and SWT since the mid 1970s concurs with this view. Since they were not
aware of the shift in the NAO, Rogers and Mosley-Thompson did not relate the mild
Siberian winter temperatures to the NAO. Curve NAO-SWT, denoting the correla-
tion between SWT and the NAO index shows that the 20 year correlation became
significantly different from zero (at the 1% level) sometime during the 1970’s, and

that the NAO accounts for as much as 60% of the variance of SWT in recent decades.
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Figure 3.5: (a) Hurrell’s winter (DJF) NAO index during 1900-1999; (b) Storm index
from 1900 to 1999 reconstructed by connecting Rogers’ 1900-1953 time series to the
index calculated by using NCAR/NCEP 12z SLP from 1954 to 1999. Dashed curve is
the later part of Rogers’ index (1954-1992). (c) Running cross-correlation function (20
year window) between the storm index and Hurrell’s winter (DJF) NAO index during
1900-1999. The dashed cross-correlation function comes from using the dashed part
of Rogers’ storm index shown in (b). The straight dash-dot line is the 1%-confidence
level.
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The high association of SWT with the NAO is further verified by the great resem-
blance between the SLP regression pattern (not shown) against SWT and the NAO
pattern during the period of NAQO shift.

We may summarize the whole story as follows. Since the mid 1950s, the first
REOF mode of the North Atlantic storm track activity has become more and more
dominant over the NAO, with the result that the NAO spatial pattern shifted east-
ward to imitate the SLP pattern of the first mode of storm activity. After 1970’s,
when a shifted NAO pattern was established, the NAO index, this storm activity
mode, the Fram Strait ice flux proxy and Siberian winter temperature all started to
be significantly correlated with each other. This suggests the emergence of a new,
spatially coherent climate regime during the last few decades of the 20th century.

To gain more confidence in the NAO shift, in the coming sections, we will put
our investigation in a framework governed by physical laws of the atmosphere to see
whether the shift in the NAO pattern between P1 and P2 can be reproduced by the
simplified atmospheric model (Hall model) that was introduced in Chapter 2. If the
model can do so, it suggests the shift comes from certain physical rationale, adding
weight to the robustness of the shift. Further, a series of ideal model experiments will

be carried out in order to shed light on the mechanism of the shift.

3.2 Simulating the NAO and its shift

Ensembles of experiments are carried out with the Hall model for each winter sepa-
rately using the model forcing diagnosed as described in Section 2.2. Each ensemble
consists of 30 ensemble members, which differ only in the choice of initial condition,
these being chosen randomly from the 4550 realizations of winter daily mean data
available in the NCAR/NCEP reanalysis. Each ensemble member is integrated for 4
months and the analysis is carried out on the final 3 months. The NAQO index is cal-
culated using the difference in normalized SLP anomalies between the model’s Gaus-

sian grid boxes located over Portugal and Iceland respectively, and compared with
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Figure 3.6: (a) Pattern obtained by regressing UEA winter (DJF) mean SLP against
the reconstructed storm index using data from 1940 to 1995; (b) Pattern obtained by
regressing NCAR/NCEP winter mean SLP against the NAO index using data from
1978-1997. Contour interval is 1hPa.
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the NAO signature in the NCAR/NCEP reanalysis projected onto the same Gaussian
grid. In all cases the SLP anomalies used to calculate the NAO index are normalized
by the standard deviation of the winter SLP anomalies in the NCAR/NCEP data
set so that the modeled NAO index can be compared directly with the observed one
in amplitude. The NAO index calculated from the NCAR/NCEP reanalysis is es-
sentially the same as that of Hurrell [1995b], the correlation between the two indices
being 0.95.

Due to the inherent simplicity of the model, we are able to run large member
ensembles (typically 30 members), with multiple forcing regimes. This represents a
vital improvement in statistics over what a conventional AGCM may offer. As well,
since the forcing in our model is diagnosed from data, our model has the advantage
of eliminating some of the uncertainty in the way fully interactive AGCM’s compute
their forcing.

Figure 3.7 shows a plot of the model’s NAO index for the ensemble mean (red
line) and the observed NAO index calculated from the NCAR/NCEP reanalysis (green
line). The agreement between the model results and the reanalysis is remarkable. The
NAO index for the ensemble mean and that calculated from the reanalysis correlate
at 0.8, significantly different from zero at the 1% confidence level. Likewise, the
average correlation between an individual ensemble members’s NAO index with the
NCAR/NCEP NAO index is 0.74. As well, the amplitude of our model response is
comparable to that in the observations. The linear trend of the NAO is depicted
by a straight line which least squares fits the NAO index. The simulated ensemble
mean trend (red line) overestimates the observed trend (green line) by a factor of 2.
We also regressed the model’s ensemble mean SLP against the ensemble mean NAQO
index and obtain a pattern (Figure 3.8b) in amplitude and shape similar to that of
the reanalysis data (Figure 3.8a). As such, making use of the forcing diagnosed from
the data, the Hall model is even more skillful in reproducing the observed NAO index
than the model simulations driven by specified boundary forcings, as in Rodwell et al.
[1999] and Mehta et al. [2000].
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Figure 3.7: Time series of the NAO index. The green line is the observed NAO index
computed from the NCAR/NCEP data, and the red line is the NAO index computed
from the ensemble mean SLP field produced by the model. The shading indicates
the spread in the individual ensemble members. The straight lines indicate the trend.
The correlation coeflicient between the ensemble mean and the observed NAQ index
is displayed as red numbers. The bracketed number is the correlation of the detrended
time series.

(a) NAO (NCAR/NCEP) (b) NAO (Hall model)

Figure 3.8: (a) Linear regression of the observed SLP (NCAR/NCEP) against the
observed NAO index; (b) Linear regression of the model ensemble mean SLP against
the model NAO index. The amplitudes correspond to one standard deviation of the
NAO index. Contour interval is 1hPa.
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a) Full forcing

Figure 3.9: Difference between the regression patterns of winter mean SLP against
the NAO index for periods 1978-1997 minus 1958-1977. (a) Full global forcing case;
(b) NCAR/NCEP reanalysis data; (¢) Regressed forcing case with the strength of the
forcing specified as the observed NAO index. Contour interval is 1hPa.
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Seeing the model’s skill in reproducing the variability of the NAQO, we can move
on to analyzing the pattern shift of the NAO, a second order variability associated
with the NAO. Following Hilmer and Jung [2000], we regress the detrended ensemble
mean SLP anomalies against the detrended ensemble mean NAO index separately
for the two periods 1958-77 and 1978-97 considered by Hilmer and Jung [2000]. The
difference between those two fields is plotted in Figure 3.9a, as well as the result of
the same analysis applied to the NCAR/NCEP data (Figure 3.9b). The generally
good agreement between model and observations shows that our model captures the

eastward shift.

3.3 Regressed forcing experiments

From the model results in the previous section, we see that the NAO variability at
interannual time scales is substantially determined by the specified forcing. However,
the role of the model forcing in the dynamics of the shift is not clear in the context
of the previous ensemble experiments because the model response is nonlinear. To
unravel the effect of model nonlinearity, two sets of idealized experiments are carried
out using the special setup of the model forcing described as follows. First, the
forcing for each winter is regressed against the observed NAQO index'. Multiplying
the regressed forcing pattern by a specified value for the NAO index, and adding to
the climatological forcing which is the average of the forcing of all the 51 winters,
then gives a forcing to drive the model. Thus, in these experiments, the pattern of
the anomalous part of the forcing is fixed in shape and any distortion in the pattern
of the NAO response can be attributed only to the nonlinear dynamics intrinsic to
the model; that is eddy fluxes and changes in the mean flow from winter to winter.
In the first set of experiments, we multiply the regressed forcing pat.térn (i.e.,
NAO-related forcing) by the value of the observed time series of the NAO index,

giving a time series of 51 model forcings corresponding to the observed time series of

'Index used is the DJF seasonal index as found on http://www.cgd.ucar.edu/~jhurrell /nao.html
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the NAO index from 1948/49 to 1998/99. For each specified value of the NAQO index,
30 ensemble runs are carried out. The analysis is based on the last 3 months of the
total 4 month run.

In this set of experiments, the simulated NAO index is highly correlated with the
observed index at 0.98, suggesting the overwhelming dominance of the regressed part
of the forcing for determining the NAO in the model, lending confidence to the way
in which we extract the model forcing associated with the NAO. As to the difference
in the regressed SLP pattern between P1 and P2, in this case, as shown in Figure
3.9c¢, there is again good agreement with the observed one (Figure 3.9b), except for a
reduction in amplitude. Note that the spatial pattern of the anomalous forcing in this
experiment is the same for every year, differing only in its amplitude which is given
by the observed NAO index. If the dynamics is linear, then the model response would
have the same spatial structure in every year and there would be no eastward shift.
The presence of the difference pattern in Figure 3.9¢ can therefore only be attributed
to nonlinear dynamical processes.

In the second set of experiments, it is not the observed NAO index but a series of
specified NAO indices that defines the strength of the NAO forcing. An ensemble of
experiments are carried out for each specified value of the NAO index from -5 to 5 at
increments of 0.2. The purpose of specifying the NAO index in this way is to see how
the NAO response changes systematically with different strength of NAO forcing.

First, we compare the NAO index computed from the ensemble mean with the
originally assigned NAO index. The two are generally in good agreement (Figure
3.10), although there is a tendency for the ensemble mean NAO index to be weaker
than the specified index for all positive values and all values less than -1 of the specified
NAO index. Clearly the discrepancy is an another aspect of nonlinear behavior of
the model.

Next we analyze how the spatial structure of the NAO changes with the strength
of the forcing. The first step is to define a linear NAO response pattern (Figure 3.11)

by regressing the ensemble mean SLP against the specified NAO index. The pattern
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Figure 3.10: Plot of the model NAO index computed from the ensemble mean SLP
as a function of the specified NAO index. The shading shows the range of spread of

the individual ensemble members. The vertical red bar denotes the 95% significance
interval for the ensemble mean NAQO index.

SLP / NAO

Figure 3.11: Linear regression of the ensemble mean SLP against the specified NAO
index for the second set of regressed forcing experiments. The plot is normalized to
correspond to a specified NAO index of +1. Contour interval is 0.5 hPa.
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Figure 3.12: (a) Plot of the ensemble mean SLP anomaly for a specified NAO index
of -4. Anomalies are expressed as departures from climatology (the ensemble mean
with a specified NAO index of 0). Contour interval is 2hPa; (b) Similar to (a), except
for specified NAO index of +4; (¢) and (d) Nonlinear component of SLP response
in (a) and (b), respectively. Plotted is the difference between the SLP anomaly in
(a) and (b) and the product of the specified NAO index with the regressed pattern
shown in Figure 3.11. Regions significantly different from zero at the 5% confidence
level, as determined by a t-test using all 30 ensemble members, are confined within
the heavy black contour lines. Contour interval in (¢) and (d) is 1hPa; (e) Observed
departure from linearity for NAO index less than -2.5. Plotted is the composite SLP
departure from climatology minus the product of the composite average NAO index
and the pattern obtained by linear regression of the winter mean SLP against the
NAO index for the whole data set. Reglons significantly different from zero at 10%
confidence level are confined within the heavy black contour lines. Contour interval
is 0.5hPa; (f) Similar to (e), except for NAO index greater than +2.5.




46

is very similar to the standard SLP pattern associated with the NAO (Hurrell [1995b],
see also Figure 3.8a). Multiplying this regression pattern by the specified NAO index
gives the expected linear response to that forcing. Nonlinearity distorts this pattern,
as illustrated in Figures 3.12a and 3.12b where we show the ensemble mean SLP for
specified NAO indices of +4 and —4 as a departure from model climatology (the
ensemble mean with a specified index of 0), and in Figures 3.12¢ and 3.12d which
show the difference from the expected linear response. The similarity of the difference
pattern in Figures 3.12c and 3.12d is remarkable, and is typical of the model behavior
for absolute values of the specified NAQO index above 2. Repeating the calculation of
the nonlinear distortion pattern for each individual ensemble member, we are able to
perform a local t-test. The regions which are significantly different from zero at 5%
confidence level are denoted by heavy black contour lines in Figures 3.12¢ and 3.12d.
Both extreme positive and extreme negative values of the specified NAO index are
associated in the model with anomalously low pressure over Scandinavia and anoma-
lously high pressure over southern Greenland. The result is an eastward shift in the
spatial pattern of the NAO in association with anomalously high index, and a west-
ward shift in association with anomalously low index, as can be seen by comparing
Figures 3.12a and 3.12b with Figure 3.11 (bearing in mind that when the NAO is
negative, the positive and negative contours in Figure 3.11 are reversed). Further-
more, the patterns in Figures 3.12¢ and 3.12d are very similar to the observed change
in the SLP pattern associated with the NAO between P1 and P2 (Figure 3.9). Thus
we suggest that the eastward shift in the NAO pattern between P1 and P2 is a con-
sequence of the high index during P2 (average DJF index of 0.48) versus the low
index of P1 (average DJF index of -0.74), which implies a difference in interannual
regression patterns between P1 and P2 akin to the sum of Figure 3.12¢ and 3.12d.
In order to quantify the amplitude of the spatial pattern associated with the
nonlinear distortion we calculate a shift index, which is simply the SLP difference
between 60°/N/50°W and 65°N/25°E, the approximate centers of the anomalous high

over southern Greenland and the anomalous low over Scandinavia in Figures 3.12¢
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and 3.12d. Figure 3.13 shows that the relationship between the shift index and the
specified NAO index is predominantly quadratic.

To see if the quadratic relationship holds up in the observations, we analyze
monthly mean SLP data for the winters (defined as December-March) of 1873-74 to
1994-95 using the University of East Anglia (UEA) SLP data (Jones [1987]). We first
use linear regression to find the standard SLP pattern associated with the monthly
NAOQ variability, a counterpart of Figure 3.11. Then, for months with mean NAO
index both below -2.5 and above 2.5, composite fields of anomalous SLP (departure
from each month’s climatological SLP) are obtained. The linearly regressed pattern is
then multiplied by the average NAO index for each composite and removed from the
SLP composites to produce Figures 3.12e and 3.12f. Regions significantly different
from zero at the 10% level (using Student’s t-test) are denoted by the heavy black
contour line. Note that due to the limited spatial coverage of the earlier data record,
only the contours over the North America and the Euro-North Atlantic regions are
plotted in Figures 3.12e and f. We see that in the observations (Figures 3.12e and
3.12f), as in the model (Figures 3.12¢ and 3.12d), the departure from linearity is
similar for both large positive and large negative NAO index, although there are
differences in the details of the spatial pattern associated with the model compared
to the observations. Nevertheless, for both extremes, the departure from linearity
shows anomalously low pressure over Scandinavia and relatively higher pressure over
Southern Greenland compared to Scandinavia in both the model and the observa-
tions. Note however, only the low pressure over Scandinavia differs significantly from
zero. Observational estimates are also made of the shift index displayed in Figure
3.13. Both UEA and NCAR/NCEP data sets lend support to the finding from the
model: eastward shift for positive NAO values and westward shift for negative values.
In view of the quadratic relationship between the shift pattern (which is character-
istic of a northerly wind anomaly along the east coast of Greenland) and the NAO
index, it may not be a coincidence that the Great Salinity Anomaly of the 1960’s and

1970’s (Dickson et al. [1988]) has been associated with anomalously large ice export
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Figure 3.13: Plot of the shift index as a function of NAO index. Red cross hatches
are ensemble mean shift index versus ensemble mean NAO index, with shaded regions
showing the range of the shift index for each each ensemble. Blue cross hatches (o) are
computed using 50 winters of the NCAR/NCEP data set sorted by NAO index into 5
bins of 10 members each, while green cross hatches (x) are for the East Anglia data
set sorted into 22 bins of 22 members each. Cross hatches denote the 95% significant
interval for the ensemble or bin mean.

through Fram Strait during the extreme negative NAO winters of the late 1960 (e.g.,
Aagaard and Carmack [1989]; Hakkinen [1993)).

Most recently, Cassou et al. [2003] (see also Hurrell et al. [2003]) applied a clus-
tering algorithm over the Atlantic domain to identify winter climate regimes using
monthly mean SLP data from 1900 to 2001. Two of the regimes correspond to the
positive and negative phases of the NAO. Remarkable spatial asymmetries are found
between the two NAO regimes. In particular, the main difference in the northern
center is the northeastward extension of SLP anomalies during the months when the
NAO is in its positive regime. In addition, the authors emphasized that these spatial
asymmetries are not dependent on the analysis period: they are evident in subperiods

of the ~100-year long SLP data set. The same results are obtained when the NAO
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index is defined as the PC time series of the leading EOF of Atlantic SLP. These
results overlap our notion of “quadratic relationship” as implied by Figures 3.12 and

3.13 and provide further observational evidence for it.

3.4 Linearized model experiments

As noted above, by assigning the strength of NAO related forcing in the regressed
forcing experiments to be the observed NAO index, the first set of idealized exper-
iments captures only about a half of the amplitude of the observed shift pattern
(Figure 3.9¢). It follows that the amplitude of the shift in the observed pattern is not
fully explained by the nonlinear dynamics unraveled by the idealized model experi-
ments. In the regressed forcing experiments, the spatial structure of the NAO-related
model forcing is fixed. However, since the diabatic forcing due to latent heat release
in the storm track depends on the storm track itself (Hoskins and Valdes [1990]), we
expect in reality the forcing seen by the model during P1 to be different from that
seen during P2. Therefore, account should also be taken of the effect of changing
diabatic forcing between P1 and P2 to fully understand the shift. Thus, in a frame-
work of linear dynamics, we investigate the NAO pattern of interannual variability,
considering the effects of different diabatic forcing, eddy forcing and advection by the
different mean states during P1 and P2.

First, we obtain the NAO related “diabatic plus eddy forcing” for P1 and P2
by regressing the —N(®) forcing (see Section 2.2) against the observed NAO index
separately for each of the P1 and P2 periods. In the same way, the NAO related
“diabatic forcing” (i.e., —N(®)) was also derived for each period. As indicated by
(2.5), subtraction of the “diabatic forcing” from the “diabatic plus eddy forcing”
gives the NAO related “eddy” forcing. In order to take into account the advection
by the background flow, the model is initialized by certain climatological mean states
(denoted by ®.) maintained by a prescribed climatological forcing, which is calculated

using (2.8), but with ® set to be ®,. The NAO regressed forcing, as a perturbative



forcing is then added to the climatological forcing after being weighted by 0.1. This
small weighting will make the perturbative part of the response several orders smaller
than the climatological part so as to delay the onset of baroclinic instability and not
to interfere with the basic balance between the initial climatological state and the
climatological forcing. The departure from the climatological state is then the direct
linear response to the perturbative forcing.

Three pairs of experiments are conducted for P1 and P2. The setup of these
experiments is summarized in Table 3.1. In the first two pairs, the model is linearized
about the climatology for the whole 1949-99 period, and the direct responses to the
NAO related “diabatic forcing” (in pair 1) and “diabatic plus eddy forcing” (in pair
2) are examined. In the third pair of experiments, the effects of different background
states between P1 and P2 are also taken into consideration. For each experiment, the
model is run for only 30 days and the direct response to the NAO-related forcing is
seen before baroclinic instability sets in (Jin and Hoskins [1995]). The perturbation
response within this time consists of quasi-stationary planetary waves, in a medium
of realistic background flow, maintained by the anomalous NAO-related forcing. The
configuration of the linear experiments has its advantage that the NAO-related forcing

can be linearly split into its dynamic components.

Table 3.1:  Setup of linear experiments

basic state or initial condition forcing
pair 1 1949-99 diabatic (P1/P2)
pair 2 1949-99 diabatic plus eddy (P1/P2)
pair 3 P1/P2 diabatic plus eddy (P1/P2)

The spinup time for each linear model run is about a week. So, only the average
of model output from day 10 through day 16 is the subject of analysis. Figures 3.14a
and b show the 7 day mean SLP response to the NAO related model forcing during P1
and P2. To compare the model with the observations, the values plotted have been

multiplied by 10 to recover the corresponding values to that of one standard deviation
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(c) Diabatic (P2-P1)
180°W

Figure 3.14: (a) and (b) Linear SLP response to the NAO regressed diabatic forcing
during P1 and P2, respectively; (d) and (e) Similar to (a) and (b), except using the
diabatic plus eddy forcing related to the NAO; (c) SLP difference pattern as a result
of (b) minus (a); (f) SLP difference pattern as a result of (¢) minus (d). Amplitudes
correspond to one standard deviation of the NAO index, and the contour interval is
1hPa.



(a) All effects (P2-P1)

Figure 3.15: (a) SLP difference pattern as a response to the difference in the diabatic
plus eddy forcing associated with the NAO between P2 and P1 and the different
advection effects due to the different background states during P2 and P1; (b) SLP
difference pattern as a result of different advection effects by changed background
states. It is obtained by subtracting Figure 3.14f from (a).
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of the normalized NAO index. In the Euro-Atlantic sector the dipolar SLP structure of
the NAQ is substantially reproduced by the model in both periods except some small
dubious features near the Kara sea (for P1 case) and near the pole (for P2 case). Even
though account has only been taken of the anomalous diabatic forcing, the modeled
difference pattern, i.e., subtraction 3.14a from 3.14b, is reminiscent of the observed
shift pattern of the NAO, with a low SLP anomaly over Scandinavia and the Barents
Sea and with a high anomaly to the west (Figure 3.13c), but more northward displaced
than in the observations (Figure 3.9b). The dipolar structure within the zonal range
from 20°W to 60°F hints at a possible connection to the meridional displacement of
the North Atlantic storm track between P1 and P2. This serves as a reminder that
the diabatic effect of the storm track is an important part of the “diabatic forcing”
dubbed here. Adding the eddy forcing to the diabatic forcing improves markedly
the performance of the linear model, resulting in more realistic NAO patterns in
both periods (see Figure 3.14d and e). In addition, the resemblance of the modeled
difference pattern (shown in Figure 3.14f) to the observed shift pattern (see Figure
3.9b) is remarkable in terms of the locations and strength of the Scandinavian low
and the high to the west and southwest. As such, the linearized model driven by
the “diabatic plus eddy forcing” reproduces reasonably well the eastward shift of
the NAO. A third pair of experiments are carried out driven by the NAO regressed
forcing for P1 (P2) period, but this time with the model linearized about the P1 (P2)
climatology. Now not only the forcing but the sensitivity to the basic climatology
is taken into consideration. The great similarity between Figures 3.15a and 3.14f
implies that the advection effect of changing background flow from P1 to P2 is not a
major contributor to the shift, though it tends to reinforce the deepening of the low
over Scandinavia as depicted by Figure 3.15b, the difference between Figures 3.15a
and 3.14f.



3.5 Summary and Discussion

We have investigated the nature of the eastward shift of the NAO using a combination
of correlation analysis and modelling. The correlation analysis reveals that, after the
late 1970’s, when an eastward shifted NAO pattern was established, not only the
NAO and the ice flux through Fram Strait, but Roger’s first NAST mode and Siberian
winter temperature are all tied up strongly, suggesting an emergent, spatially coherent
climate regime during the last few decades of the 20th century. The monotonic
increase throughout the 20th century in the correlation between the indices of Rogers’
first storm activity mode and the NAO shown in Figure 3.5¢ indicates a special role
played by the NAST in the NAO shift. The full nonlinear model experiments using
the regressed forcing associated with the NAO reveal a SLP pattern with a low over
Scandinavia and a high over southern Greenland, which is dubbed “the NAO shift
pattern”. Its time index shows a quadratic relationship with the strength of the NAO.
A corroborative evidence for this relationship has been provided by an independent
clustering analysis by Cassou et al. [2003]. This leads reasonably to an explanation
for the shift, namely, that the shift is a consequence of the persistent high NAO index
during P2 versus persistent low NAO index during P1. As such, to understand the
eastward shift of the NAO, we need to understand why the high NAO phase was
prevalent during P2 and the low index prevalent during P1, i.e., the upward trend in
the NAO index since the 1950’s, an issue tackled in the next chapter. What drives
the shift is the effect of different nonlinear eddy forcing regulated by the strength of
the NAO, while the advection effect by different mean flow between the persistent
negative NAQO index during P1 and positive index during P2 only plays a secondary
role. On the other hand, given the fact that the eddy activity regulated by the
strength of the NAO can in turn alter the distribution of the diabatic heating released
in the North Atlantic storm track, this then could project differently onto the diabatic
forcing pattern associated with the NAO during P1 and P2, a factor not considered in
the idealized nonlinear experiments with fixed forcing pattern. To take into account

the effect of changing model forcing for the NAO between P1 and P2, linearized
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model experiments have been implemented using the forcing regressed against the
NAO index during P1 and P2 respectively. The results show that the NAO shift can
be partly attributable to the changed “diabatic” forcing; while the eddy forcing, as
indicated by the experiments driven by the “diabatic plus eddy forcing”, plays an
indispensable role in shaping a realistic shift pattern.

In a coupled GCM simulation, Ulbrich and Christoph [1999] found an increase
in storm activity over northwest Europe, as well as an upward trend in the model’s
NAO index and an eastward shift in the model’s NAO under increasing greenhouse
gas forcing, behavior that was not found in a control run with fixed greenhouse gas
forcing. Meanwhile an increase in storm track activity as well as a decrease of mean
surface pressure at the downstream tail of the storm track are common features in
scenario runs in many different CGCM simulations under increasing greenhouse gas
forcing (Carnell et al. [1996]; Hall et al. [1994]; Ulbrich and Christoph [1999]). Since
we have documented a link from the eastward shift of the NAO pattern to the upward
trend in the NAO index, it is not a surprise to see the NAO shift and the NAO
trend concur in Ulbrich and Christoph’s scenario run under increasing greenhouse
gas forcing. However, the mechanisms that drive the trend of the NAO and hence
the NAO shift in reality could be quite different from that in Ulbrich and Christoph’s
scenario run. For example, in the next chapter the observed upward trend of the NAO
index is shown to be related to forcing from tropical Indo-Pacific, but it is not clear if
this is also the case in Ulbrich and Christoph [1999]’s model. Further, as documented
by Deser et al. [2003], interdecadal transitions have occurred before (such as around
1925, 1947, 1977) in the Indo-Pacific region. The associated variation in the tropical
forcing, which is shown in Chapter 4 to be the vital source of the trend observed
in the extratropical tropospheric circulation (including the NAO) during the last 50
years, could largely stem from natural climate variablity, although the anthropogenic
forcing may also have contributed to the recent transition in the late 1970’s. Whether
the trend in the NAO index and the shift in the NAO pattern are consequences of the

increasing greenhouse gas forcing or naturally arise from the internal climate system



or both is still an open question, pending further investigation.
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Chapter 4

Understanding the Trend

This chapter addresses the multidecadal trend in the tropospheric circulation by an-

alyzing its spatial structure and investigating its driving mechanism.

4.1 The trend and the COWL

During the last 50 years or so, the tropospheric circulation underwent a significant
change. In particular, in winter time, the trend in NH SLP shows a synchronous
deepening trend of the Aleutian low and Icelandic low, as well as a tendency to-
wards lower than normal pressure over Siberia and higher than normal pressure over
western North America and western Europe (Figure 4.1a). These features penetrate
barotropically up to the mid troposphere and higher, resulting in a similar spatial
circulation pattern at the 500 hPa level (Figure 4.1b). The baroclinicity can be ex-
pressed by the 500-1000 hPa thickness (Figure 4.1c), which, in some sense follows
the spatial structure of 500 hPa height field except for some areas over North Eu-
rope, North Africa and East Asia. The 500-1000 hPa thickness is also a good proxy
for the lower tropospheric air temperature, whose spatial distribution can well be
accounted for by the advection of the climatological temperature by the anomalous
tropospheric circulation associated with Figure 4.1a and b. The zonal structure of

wave number 3 in the trend of 500-1000 hPa thickness leads to some cancellation of the
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Figure 4.1: The least squares linear trend in (a) SLP; (b) 500 hPa height; (c) 500-1000
hPa thickness and (d) zonal mean air temperature. Using NCAR/NCEP reanalysis
data during the 51 winters (DJF) from 1949 to 1999.
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temperature trend‘ in the zonal mean (Figure 4.1d). Figure 4.1d nevertheless shows a
warming trend in the lower tropical stratosphere and mid-latitudes of the Southern
Hemisphere and a cooling trend over the upper troposphere and lower stratosphere
(troposphere) near the northern (southern) polar zones. The dataset used for Figure
4.1 is the NCAR/NCEP reanalysis. Considering the fact that much less abundant
instrumental data in the Southern Hemisphere are fed into the reanalysis procedure,
the temperature trend in the Southern Hemisphere may not be as reliable as that in
the Northern Hemisphere. Meanwhile, the temperature data on the upper levels also
suffer from instrument change which have affected the temperature trends (Andell
[2000]; Gaffen [1994]). In particular, the implementation of satellite data since 1979
in the NCEP reanalysis might introduce some inhomogeneities (or discontinuities) in
tropopause temperature between the presatellite and postsatellite periods, thus lim-
iting the usefulness of the data for study of decadal-scale variability over the upper
levels near the tropopause (Randel et al. [2000]). For those reasons, only the changes
in the Northern Hemisphere troposphere will be the focus of this study.

The 500 hPa geopotential height field is chosen to represent the tropospheric
circulation. Here, we examine the tropospheric circulation trend in terms of climate
variability modes and try to identify a most representative mode for the trend, which
may in turn throw some light on the mechanism of the trend. One of the most
important questions concerning the trend is how it is driven. So first, a Singular Value
Decomposition (SVD) analysis is applied to the model forcing for the temperature
equation (discussed in Chapter 2) over the tropical Indo-Pacific region (40°S — 40°N,
60°F — 60°W) and mean 500 hPa height fields over the northern hemisphere (20°S —
80°N) for each of the winters of 1949-99. SVD is a technique that isolates spatial
patterns in two fields that tend to occur synchronously with one another and could
be physically related to each other by some linear dynamics. (See Bretherton et al.
[1992] for the details of SVD techniques and Wallace et al. [1992] for an example
of an application to SST and 500 hPa height over Pacific). Choosing the tropical

Indo-Pacific as the SVD analysis domain for the diabatic forcing is prompted by the
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result of Hoerling et al. [2001a], namely that the changes in tropical SSTs only can
drive almost as much of the trend of the winter 500 hPa height field as the global
specification of the SST and sea ice. Using the whole tropical band (40°S — 40°N)
including the tropical Atlantic does not change the results of the SVD analysis.

The first SVD mode explains 50% of the covariance (in terms of squared covariance
fraction, SCF, computed as explained in Bretherton et al. [1992]) between these two
fields and the correlation between the first pair of expansion coefficients is 0.76. The
expansion coefficient for the right (forcing) and left (Z500) vectors are denoted by a(t)
and b(t) respectively in Figure 4.2c. A striking feature of b(t) is an upward transition
that occurred in the late 70’s, indicating a “regime shift” as observed in other climate
indices and as discussed in Section 1.1. To gain confidence in the robustness of this
SVD mode, a companion EOF analysis is also carried out on both fields separately.
The first EOF of diabatic forcing is almost identical to the first right singular vector
(Figure 4.2b) and its principal component time series (PC) is significantly correlated
(r=0.52, at 1% confidence level) with the PC of the second EOF of Z500 field, which
itself is spatially correlated with the pattern of the Z500 trend at as high as 0.81
(and correlated with the left vector at 0.85). The great similarity between the first
SVD left vector (Figure 4.2a) and the observed trend in 500 hPa height (Figure 4.1b)
suggests that the SVD analysis picks out the tropical diabatic forcing that is related
to the trend. This diabatic forcing mode has high loadings over the central equatorial
Pacific, western subtropical Pacific and the northwest of Australia (Figure 4.2b), and
these regions will be the focus of examination for driving the trend. Given the fact
that the tropical diabatic forcing is dominated by the latent heat release associated
with convective precipitation, the diabatic forcing pattern revealed by the first SVD
1s probably dominated by the precipitation anomalies associated with the tropical
SST anomalies shown in Figure 4.2d. This latter figure is derived by regressing the
winter mean SST for each of the 51 winters against the time series of b(t). Indeed,
the diabatic forcing field shown in Figure 4.2b does share some common features with

the precipitation trend in Figure 4 of Hoerling et al. [2001a], which is driven by the
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specified time series of tropical SST.

The second SVD mode explains 20% of SCF between the two fields and the second
left singular vector (for the Z500 field) bears great resemblance to the AQ pattern
on 500 hPa height. However, no similar link is found between the 500 hPa version of
the AQ, i.e, the leading EOF of 500 hPa height, and any EOF mode of the tropical
diabatic forcing. Therefore, no further effort is made toward understanding the second
SVD mode.

Besides the close relationship to the trend and the second EOF of Z500 field, the
first SVD mode also has an intimate connection to the circulation pattern associated
with the PC of the first EOF of northern hemisphere storm activity (NHST1) obtained
by Chang and Fu [2002]. This can be seen by comparing Figure 4.2a with the 500
hPa pattern shown in Figure 1.5b (Section 1.2). Like the time series b(t) associated
with the first SVD mode, the first PC time series of Chang and Fu (2002) shows
an upward transition during the period of 1970’s, and is associated with an increase
in storm activity over both the North Atlantic and North Pacific basins. All these
patterns mentioned here share a common feature with the “COWL” pattern (Figure
1.5a, Section 1.2), i.e., congruent deepening of Aleutian and Icelandic lows. To put
things in perspective, all the Z500 patterns of climate variability modes including the
trend, AO, COWL, NHST1, AL-IL seasaw (as introduced in Section 1.2, see Figure
1.5¢) and the left vectors of the leading two SVD’s, after area weighting, are projected
onto the first two EOF’s of the northern hemisphere (20°5 —80°N) winter mean Z500
fields. All the patterns have been normalized by the area-weighted standard deviation
of their spatial variance on the grid used for the analysis (2.5° in latitude by 5° in
longitude). The results are shown in Figure 4.3. The leading two EOF’s, consistent
with others (Kimoto and Ghil [1993]; Corti et al. [1999]), are Z500 versions of the
AO (EOF1) and PNA (EOF2). Each pattern is plotted as a colored line with its end
point defined by the projection coefficients of the pattern on both EOF’s. The length
of the line represents the extent to which the pattern can be expressed by the leading

two EOF’s and the angle from the axes indicates the relative spatial similarity of the
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Figure 4.2: (a) and (b) show the first pair of vectors from the SVD analysis on north-
ern hemisphere 500 hPa height and tropical Indo-Pacific (40°S —40°N, 60°E —60°W)
forcing for the temperature equation of the Hall model. (a) is the normalized pattern
of the left vector for 500 hPa height and (b) is the right vector for tropical forcing
(vertically integrated). The contours have no units and only the spatial pattern mat-
ters; (c) shows the expansion coefficients for the first SVD. a(t) is for 500 hPa height
and b(t) for the tropical forcing; (d) is the regression of winter mean SST against
time series b(t). The unit in the color bar is °C.
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pattern to the EOF’s. The patterns associated with a tropical diabatic source (SVDI,
magenta), northern hemisphere storm track variability (NHST1 mode, green) and
the land-ocean thermal contrast (COWL, cyan) all cluster around the EOF2 ordinate
with the trend pattern (red), indicating their common linkage to the recent climate
change. Indeed, all these patterns are significantly spatially correlated with each
other. The spatial correlation coefficients among them are summarized in Table 4.1.
Given the 1800 grid points for each pattern, the correlations shown in the table are
all significantly different from zero. Thus, this group of patterns can be categorized
as “COWL-like”. Among these, the trend pattern is almost identical to the SVD1
pattern and the COWL pattern is almost identical to the EOF2 pattern. In the
subspace, the 500 hPa patterns of the leading two SVD’s coincidentally parallel to
the leading two EOF’s, but with the order of modes reversed in SVD’s due to the
selection of a COWL-like pattern by the tropical diabatic forcing. Note that the
COWL-like pattern is a PNA teleconnection wave train over the North Pacific and
neighboring continents, except having an NAO-like tail trailing off over the North

Atlantic region.

Table 4.1:  Spatial correlations between the COWL-like patterns

Trend | COWL | NHST1 | SVD1 | EOF2
Trend 1 0.70 0.89 0.98 | 0.81
COWL 1 0.78 0.78 | 0.94
NHST1 1 0.88 | 0.85
SVD1 1 0.85
EOF2 1

Shown in blue in Figure 4.3 is the projection of the AO on the first two EOF’s of
500 hPa height. Note that the AO index is defined as the first PC time series asso-
ciated with an EOF analysis of winter mean SLP, following Thompson and Wallace
[2000a], and that the AO pattern used here is obtained by regression of winter mean
500 hPa height against the AO index. We see that the AO lies in the middle of the
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Figure 4.3: Projection of 500 hPa height patterns in the subspace spanned by the
leading two EOF’s. The end point of each colored line is defined by the projection
coefficients on the EOF’s.

first quadrant biasing somewhat towards the EOF1 axis with the length of the pro-
jection close to unity, indicating that the AO variability can be largely accounted for
by the leading two EOF’s. The large angular difference of the AO from the “COWL-
like” group indicates the limitation of the AO in portraying the climate change during
the last 50 years or so. The dashed blue line represents the Z500 pattern of AL-IL
seasaw, which lies beside the axis of EOF1 and almost orthogonal to the pattern of
the trend in the Slibs;)ace of the EOF’s. From Figure 4.3, an argument can be made
that the “COWL-like” modes more closely represent recent climate change than the
AQ and AL-IL seasaw (see also Corti et al. [1999]). As will be unraveled by the
upcoming model experiments, the forcing mechanisms for the COWL and AO are

characteristically different too.

4.2 Ensemble experiments for each winter from

1949-1999

In this section, three sets of ensemble experiments are conducted to investigate the

forcing source for the trend in the tropospheric circulation as well as the variability
of the AO and NAO.
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The experimental procedure is the same as in Peterson et al. [2002]. For each set of
experiments, an ensemble of 30 model runs is carried out using the time-independent
proxy diabatic forcing computed for each winter from 1949-1999 as described in Chap-
ter 2. The ensemble members differ only in the choice of initial condition, these being
chosen randomly from the 4550 winter daily mean realizations in the NCAR/NCEP
reanalysis. Each ensemble member is integrated for 4 months and the analysis is car-
ried out on the final 3 months. For the first set of ensemble experiments, the forcing
for each winter is specified globally to drive the Hall model. We begin by examining
the AO and the linear trend in the ensemble mean model results. Figure 4.4a shows
the ensemble mean AO index in the model (red line) as well as the observed AO index
as derived from the NCAR/NCEP reanalysis (green line). The AO index, whether
from the model output or the reanalysis, is calculated as the projection of the winter
(DJF) mean SLP on the first EOF of the winter mean SLP from the NCAR/NCEP
reanalysis, and normalized by the standard deviation of the observed PC of this mode,
as in Lin et al. [2002]. The model ensemble mean captures the interannual variability
of the AO with a correlation with the observed index of 0.66 (significant at the 1%
confidence level). The upward trend of the AO index is also captured, although the
trend in the model is somewhat overestimated compared with that in the data.

The least-squares linear trend in ensemble mean 500 hPa height is plotted in
Figure 4.5b and compared with the observed trend (Figure 4.5a). The model is able
to reproduce the observed trend reasonably well (the spatial correlation between the
modeled and observed trend is 0.59), with the exception that the deepening trend of
the Aleutian low seen in the observations is missed by the model, an issue we will
revisit later when discussing results from the linearized model. The missing North
Pacific center serves as an explanation for the overestimation of the AQ trend in the
model: the North Pacific low center in the observed trend projects negatively on to
the AO pattern because of the high geopotential height anomaly associated with the
positive AO pattern over the North Pacific. Since the deepening of the Aleutian low

is missing in the modeled trend, this effect is to increase the projection of the modeled
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Figure 4.4: Time series of the AO index for three different forcing scenarios. The
green line is the observed AO index computed from the NCAR/NCEP data, and the
red line is the AQ index computed from the ensemble mean SLP field exactly as in Lin
et al. [2002]. The shading indicates the spread in the individual ensemble members.
The straight lines indicate the trend. Also shown are the correlation between the AO
index computed from the ensemble mean SLP and the observed AQ index.
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trend on to the AO pattern, and hence to spuriously enhance the upward trend of
the AO in the model.

As aforementioned, Hoerling et al. [2001a] found that the evolution of tropical
SST is influential on the low frequency trend of the extratropical atmospheric circu-
lation. In an effort to address the relative importance of tropical and extratropical
forcing, two additional sets of model experiments were conducted. In these experi-
ments, we force the model using the derived forcing for each winter only in the tropics
(36°S <y < 36°N) or only in the extratropics (y > 36°N, and, y < 36°S), with the
climatological forcing (averaged over the 51 years) applied elsewhere, as described
in Appendix A and Greatbatch et al. [2003]. The AO index from these two sets of
experiments is shown in Figures 4.4b and ¢ respectively. For the tropical forcing case,
the correlation with the observed AO index is 0.37, and after removing the trend, the
correlation reduces to only 0.28. By contrast, the AO signal driven by the extratrop-
ical forcing accounts for almost as much as variance (44%) as the global forcing case,
indicating the dominance of extratropical over tropical forcing for influencing the in-
terannual variability of the AO. As to the trend of the AO, denoted by the straight
red lines in Figure 4.4, it seems that both the tropical and extratropical forcing are
equally important contributors to the trend of the AO in the model. But caution
should be used for this interpretation considering the model’s deficiency in capturing
the trend over the North Pacific.

Seeing that the model shows skill in the North Atlantic sector, we analyzed the
regional representation of the AQ, i.e., the NAO, by calculating the NAO index
based on the two point pressure difference between Iceland and Lisbhon, following
Hurrell [1995b]. The NAO index for the three sets of experiments, as well as from
NCAR/NCEP reanalysis is plotted in Figure 4.6. Tt is noted that the model performs
better in capturing the interannual variability and the trend of the NAO than for
the AO. The correlation between the NAO index in the ensemble mean and the
observed NAO index is 0.8 and 0.78 for the global forcing and extratropical forcing

cases, respectively. Similar to the case of the AO, an argument also holds for the



68

NAO that the modeled NAO variability mostly stems from the extratropical forcing.
Notwithstanding this, the trend of the NAO is mostly driven by the tropical forcing,
in agreement with Hoerling et al. [2001a]. Indeed, the trend in 500 hPa height field
driven by the tropical forcing (Figure 4.5¢, its spatial correlation with the Figure
4.5a is 0.54) shows a strong projection on the NAO or the AO in the Euro-Atlantic
region and a strong similarity to the observed trend everywhere except over the North
Pacific, again, suggesting the importance of tropical forcing for the trend. The trend
due to extra-tropical forcing (Figure 4.5d, its spatial correlation with Figure 4.5a is
0.12) bears an annular feature but with its node line farther to the north compared to
the AO and thus moderately projecting on to the AO. In the North Atlantic region,
the dipole structure apparent in the extratropical forcing case is so tightened up to
the high latitudes that the NAO index picked up from Figure 4.5d is rather small.
However, the different projection upon the AO and the NAQO by the extratropically
driven trend may not lead to differentiating the AO from the NAQ, given the model’s
deficiency in capturing the change in the North Pacific. This deficiency is likely the
result of the misrepresentation of eddy activity by the model nonlinearity (as will be
shown in Section 4.3.2). In order to compensate for this deficiency, in the next section
we put the question in a linear framework, wherein the direct effect of model forcing

can be unscrambled from the nonlinear dynamics in the full model.

4.3 Regressed forcing experiments

In an attempt to bypass the deficiency of the nonlinear model described in the pre-
vious section, namely that the model-generated internal eddy activity could operate
differently from the real world over the North Pacific, in the first part of this section,
we take a linear approach using a version of the model linearized about the observed
climatologically-averaged state for the 51 winters. In addition, it is worthwhile to
investigate the linear dynamics of the trend in its own right.

To elaborate on this approach, at first a forcing (containing both “diabatic” and
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Figure 4.5: (a) The observed linear trend of 500 hPa height during winters from 1949-
1999; (b), (c) and (d) show the linear trend of model ensemble mean 500 hPa height
when the model is driven by global, tropical and extratropical forcing, respectively.
C.1.=2m/10yr. The number in the upper right corner refers to the spatial correlation
between the patterns of the modeled and observed trend.
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Figure 4.6: Time series of the NAO index for three different forcing scenarios. The
green line is the observed NAO index computed from the NCAR/NCEP data, and
the red line is the NAO index computed from the ensemble mean SLP field produced
by the model. In each case, the NAO index is exactly computed as Peterson et al.
[2002]. The shading indicates the spread in the individual ensemble members. The
straight lines indicate the trend. Also shown are the correlations between the NAO

index computed from the ensemble mean SLP and the observed NAO index.
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“eddy” effects) is calculated from equation (2.8) with the initial condition set to be the
climatology of the 51 winters. When run with this forcing, the model will remain at
the climatological state, which is also the state about which the model is linearized,
unless either additional anomalous forcing is added or the climatological state is
unstable to small perturbations. Next, a forcing for the SVD1 or AO is obtained by
regressing the model forcing computed for each winter against the time series b(t) in
Figure 4.2¢ or the AO index, respectively. The regressed forcing, as a perturbation
forcing is then added to the climatological forcing after being weighted by 0.1. This
small weighting will keep the perturbative part of the response small and delays the
triggering of baroclinic instability. Each experiment is run for only 30 days and the
direct response to the regressed forcing is seen before baroclinic instability eventually
sets in (Jin and Hoskins [1995]). Exactly the same strategy has been implemented in
Section 3.4 to investigate the eastward shift of the NAO.

As before, three sets of linear experiments were carried out by specifying the
regressed forcing over the globe, the tropics (36°S < y < 36°N) and the extra-tropics
(y > 36°N, and, y < 36°S) for the SVD1 and AO respectively. The 500 hPa response
averaged from day 10 to 16 is summarized in Figure 4.7. The actual response to the
weighted regressed forcing has been multiplied by a factor of 10 (so that the forcing
18 scaled up to the realistic magnitude corresponding to one standard deviation of the

respective regression time series) in order to compare with the observations.

4.3.1 Results for the AO

As to the relative importance of tropical and extratropical forcing for the AO in
the linearized model, the right column of Figure 4.7 clearly indicates that the AQ is
predominantly driven by the extratropical diabatic forcing, while the tropical forcing
only plays a minor role. It is of particular interest that in the extratropical and global
forcing cases, the linear response to the regressed AQO forcing shows a deepening of the

Icelandic low with high pressure anomalies to the south. The increasing baroclinicity
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! due to the changing vertical wind shear over the North Atlantic (Figure 4.8a) tends
to enhance the North Atlantic storm track which in turn should feed back on the linear
stationary response. Thus, it may be argued that the diabatic forcing associated with
the North Atlantic storm track orchestrates the interaction between the mean flow
and eddy flux and hence controls the variability of the AO. The same argument has
been invoked to interpret the existence of the climatological storm track (Hoskins
and Valdes [1990]). If the global AO-regressed forcing is applied to drive the full
nonlinear Hall model, the nonlinear response (Figures 4.8c and d) captures more
features of the observed AO pattern on 500 hPa height (Figure 4.8b) than the linear
cases (Figures 4.7 b and f) and shows quite an amount of linear dependence on the
sign and strength of the AO-regressed diabatic forcing. This result underscores the
importance of the feedback from eddy activity associated with the storm track in
shaping a more realistic AO response to the specified AO-related model forcing and
indicates a somewhat linear dependence of transient eddy forcing on this AO-related
model forcing.

Despite the fact the AO is not driven directly by the tropics on interannual time
scales, we have seen that the tropically-driven trend in the nonlinear model (Fig-
ure 4.5c) does project on the AO/NAQ. This implies that different mechanisms are

responsible for exciting the AO on interannual time scales compared to the trend.

4.3.2 Results for SVD1

The response to the SVD1 related forcing is displayed in the left column of Figure
4.7. These panels should be directly compared to the regression pattern of 500 hPa
height field against the SVD1 expansion time series b(t), which is not shown because
it is almost identical to the trend pattern (Figure 4.5a) if the latter is multiplied

by a factor of 1.5. Alternatively, to directly compare with the amplitude of the

'measured by maximum Eady growth rate op; = 0.31- f - |2Y|N=1, where f is the Coriolis
parameter, v is the horizontal wind, and N = [(g/6)(3£)]'/? is the Brunt-Viisill frequency with
the potential temperature 8. The growth rate here is computed on the 500-300 hPa level and 0.01s~!
is used as an approximation for N on this level.
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Figure 4.7: Left column: linear Z500 response to SVD1 regressed forcing. The number
in the upper right corner refers to the spatial correlation with the pattern of the
observed trend shown in Figure 4.5a; right column: linear Z500 response to AO
regressed forcing. C.I.=10 m/std of index; top: the forcing is specified globally;
middle: tropically; bottom: extratropically.
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Figure 4.8: (a) Changes in the maximum Eady growth rate og; on the 500-300 hPa
level in a linear experiment driven by the global AO regressed forcing. C.1.=0.01
day™'; (b) The regression of the NCAR/NCEP 500 hPa height against the observed
AQ index. The amplitude corresponds to one standard deviation of the AQ index;
(c) and (d) are the response of 500 hPa height in the nonlinear model to the AO
regressed forcing with an amplitude of +1 standard deviation, respectively. Note
that, for the purpose of comparison, the actual model response to the minus forcing
has been reversed in (d). C.I.=10m/1 std of AO index in (b), (c) and (d).
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observed trend (Figure 4.5a), the linear results shown in the left column of Figure
4.7 should be divided by 1.5. It is seen that the linear model can reasonably capture
the amplitudé as well as the spatial pattern of the observed trend. In contrast to
the trend simulated in the ensemble experiments from 1949-1999, the deepening of
the Aleutian low is reasonably well captured by the global SVD1 forcing applied
to the linear model (the spatial correlation between Figures 4.7a and 4.5a is 0.59).
Perhaps the most remarkable deficiency of the linear model is the exaggeration of the
positive height anomaly extending from Northern Europe northward to the Barents
Sea, although this tendency is present in both the observations and the nonlinear
model as evidenced by the positive anomaly in Figures 4.5a,b over western Europe.
This deficiency of the linear model suggests the importance in reality of nonlinear
interaction between the diabatic forcing and the eddies over the Euro-Atlantic sector.
On the other hand, the fact that the linear model does better over the middle latitudes
of the North Pacific than the nonlinear model suggests that the trend over this area
is more directly accounted by linear dynamics. Collectively, the relatively better
(worse) performance of the full nonlinear model over the North Atlantic (Pacific)
sector versus the relatively better (worse) performance of the linearized model over
the North Pacific (Atlantic) sector implies different roles of the modeled nonlinear
eddy dynamics in explaining the trend over the two sectors.

When only the tropical portion of the SVD1 related forcing is superimposed upon
the climatological forcing to drive the model (Figure 4.7c), we immediately see the
importance of a hemispheric wave train which emanates from the central and western
tropical Pacific and ends over the North Atlantic and Western Europe. The particular
arrangement of the highs and lows gives rise to a strong projection on to the observed
trend pattern (the spatial correlation to the observed trend pattern is 0.67). The
remarkable similarity of the tropical-driven pattern (Figure 4.7¢) to the observed
trend (Figure 4.5a) corroborates the notion of Hoerling et al. [2001a] that the trend
in the NH tropospheric circulation during the past half century originated from the

tropics. This tropical root can be further elucidated by comparing Figure 4.7¢c with
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the tropically-forced case shown in Figure 4.5¢c. In Figure 4.5¢, a standing wave
train reminiscent of its linear counterpart is discernible over eastern Asia, the North
Pacific and North America, but with the North Pacific lobe much damped and shifted
poleward. Downstream over the North Atlantic sector, a pronounced dipole is fully
developed and shaped like the NAO in the nonlinear model. These differences from
the linear result are most likely due to the local effects of the model-generated eddies,
which tend to reinforce (damp) the original signal of the wave train over the North
Atlantic (North Pacific). In addition, the extratropical forcing local to the Pacific
wave train also tends to counteract the wave train, as can be seen from the linear
response to the extra-tropical SVD1 related forcing (Figure 4.7e, its spatial correlation
to Figure 4.5a is -0.01), wherein, the wave pattern over the Pacific sector is out of
phase with that of the tropical forcing case, suggesting that the extratropical forcing
Is orchestrated, at least in the North Pacific sector, by the tropically forced signal, but
acts to reduce the magnitude of the tropical signal. By factoring the possible reasons
for the trend into tropical diabatic forcing, local eddy forcing and local diabatic
forcing, we have shown that for the trend towards a low pressure in the North Pacific,
the only source is from the tropical diabatic forcing. The trend in the North Atlantic
is also tropically seeded, but in this sector the eddy forcing associated with the North
Atlantic storm track positively feeds back on the original wave signal resulting in a
resonant dipole over the North Atlantic.

This argument is further confirmed by another two ensembles of supplementary
nonlinear experiments, in which the nonlinear response to the tropical diabatic forcing
associated with the SVD1 is investigated. Figures 4.9a and b show the ensemble mean
900 hPa response of the nonlinear model to the regressed forcing associated with
SVD1 with an amplitude of minus one standard deviation and plus one standard
deviation, corresponding roughly to years 1962 and 1980 respectively in Figure 4.2¢.
For the purpose of comparison with Figure 4.7¢, the model response in Figure 4.9a
has been multiplied by -1. For the same reason, all the plots shown hereafter for

the response to minus one standard deviation SVD1 forcing are of opposite sign to
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Figure 4.9: (a) and (b) are the response of 500 hPa height in the nonlinear model
driven by SVD1 tropical forcing with an amplitude of minus and plus one standard
deviation, respectively; (c) and (d) are the same as (a) and (b) except that they show
the change in the 500 hPa storm track (in terms of root-mean-square high-pass filtered
500 hPa height) in response to the imposed forcing. Note that (a) and (c) show the
model response multiplied by -1. C.I.=10m/1 std of index for 500 hPa height field
and C.I.=m/1 std of index for 500 hPa storm track.
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Figure 4.10: (a) the regression of the observed root-mean-square high-pass filtered
900 hPa height variability against the time series of b(t); (b) and (c) are the same as
Figs. 4.9(c) and (d) except for global SVD1 forcing, respectively. C.I.=m/1 std of
index.
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the actual model response, and will be referred to as the “minus response” (and
likewise, the “plus response” for plus one standard deviation SVD1 forcing). We can
see that the “minus response” in Figure 4.9a is quite similar to that of the linear
model (Figure 4.7c), whereas there is a marked difference over the North Pacific in
the “plus response” in Figure 4.9b, indicating a strong departure from linearity over
the North Pacific. By contrast, over the North Atlantic, the effect of nonlinearity is
to enhance the linear response in both cases. This is consistent with our previous
findings, namely that the model’s nonlinearity acts to weaken (or even reverse) the
model’s linear response to tropical forcing over the North Pacific, but enhance the
linear response over the North Atlantic. This behavior of the nonlinear model can
be related to the change in the model storm tracks (represented by the root mean
square of the high pass filtered 500 hPa variability) induced by the tropical forcing.
These changes are shown in Figure 4.9c,d. As expected, the storm track over the
North Atlantic is shifted in such a way as to enhance the linear wave response in
that sector for both “minus” and “plus” response cases, whereas over the North
Pacific, the storm track response to the two opposite signs of SVD1 forcing are highly
asyminetric and nonlinear. Hoerling et al. [2001b] have thoroughly investigated the
extratropical climate response to the opposite phases of ENSO and attribute the
nonlinearity to the nonlinear relationship between tr‘opical Pacific rainfall and SST
and the fact that convection responds to the total rather than the anomalous SST. By
contrast, in this study, the anomalous diabatic forcing pattern is fixed in shape, merely
changing sign between the “minus” and “plus” cases, yet the model behavior in the
500 hPa height and storm track response over the North Pacific is highly nonlinear,
and might be a symptom of model deficiency over this area. So great caution should
be taken to interpret the model results over the North Pacific sector. For COmMparison
with observations (Figure 4.10a), we show the change in the model storm track in
the nonlinear model when the forcing associated with SVD1 is applied globally. As
before, there is general agreement between the change in the model storm track and

the observations over the North Atlantic sector, although the agreement is better
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over the North Atlantic when the forcing is appropriate for the later decades (Figure
4.10c). On the other hand, the change in the model storm track is much better over
the North Pacific for the earlier decades case (Figure 4.10b) than the later decades
case (Figure 4.10¢).

4.3.3 The relationship between the location of tropical forc-

ing and the extratropical response

It has been shown that the observed trend in NH tropospheric circulation can be
largely explained by a planetary wave response to the changes in the tropical dia-
batic processes, though feedback from eddy fluxes associated with the storm track to
the mean flow also plays an important role. Seeing the importance of the tropical
forcing, it is natural to ask from which part of the tropics the trend-like wave train
originates. The particular configuration of the planetary wave in Figures 4.7¢ and
4.9a suggests that the wave stems from the tropical Indo-Pacific region. To verify
this, an experiment is conducted using the linearized model by specifying the SVD1
related forcing only within the Indo-Pacific region (40°S —40°N, 60°E — 60°W). The
results are presented in Figure 4.11b. Comparing with the linear response to the forc-
ing specified over the whole tropical band (Figure 4.7a), re-displayed as Figure 4.11a,
we can see that the wave train signal is predominantly reproduced by the Indo-Pacific
forcing only. The difference between Figures 4.11a and b can be largely attributed to
the forcing over the western basin of the Indian Ocean and surrounding continents.
Another experiment with the SVD1 forcing only specified over the tropical Atlantic
region gives no eminent contribution to the wave train seen in Figure 4.11 (result not
shown).

To further pinpoint from which part of the Indo-Pacific region the forcing is re-
sponsible for the wave signal over the North Atlantic or North Pacific sectors, two
additional linear experiments are performed with the forcing specified over the west-
ern Indo-Pacific (60°E-180°W) and the eastern Pacific (180°W-60°W), respectively.
The results are illustrated in Figure 4.12. Panel (a) clearly shows that the PNA-like
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wave train over the Pacific sector is driven from the western Indo-Pacific. Whereas
the Eastern Pacific forcing is responsible for the changes over the North Atlantic and
a portion of high pressure anomalies over western North America. Since the tropi-
cal diabatic forcing is dominated by the latent and sensible heat release that is, in
turn, related to the evolution of tropical SST, these linear model results suggest it is
more likely the SST changes over the central and eastern tropical Pacific rather than
those over the Indian ocean, as claimed by Hoerling and Hurrell [2002], that drive
the tropospheric circulation trend over the North At‘lantic. Indeed, the relationship
between the location of forcing region and the maximum extratropical response is
quite in keeping with that shown by Simmons et al. [1983], who used a barotropic
version of the Hoskins and Simmons [1975] model. These authors investigated the
sensitivity of the extratropical linear low-frequency wave response to tropical forcing.
It was found that large perturbations over the North Pacific are most easily excited
by forcing located over Southeast Asia and the tropical west Pacific Oceaﬁ, whereas,
large perturbations over the Atlantic are predominantly excited by forcing from the
eastern tropical Pacific. It should be noted that models are probably very sensitive
in their extratropical teleconnection response to the details of the diabatic forcing
seen by the model in the Indo-Pacific region (Branstator [1985]). Since most models
compute their diabatic forcing interactively using the model physics package (unlike
our model, the forcing for which is computed from observations), it is possible that
the locations of the diabatic forcing generated by the specified tropical SST could be
sensitive to the details of the model physics, and might not always pick out the correct
geographical relationship between the location of the SST forcing and the prominent
extratropical response excited by it.

Most recently, Deser et al. [2003] comprehensively analyzed the available instru-
mental records of tropical climate variables including rainfall, cloudness, and SST.
The results suggest a coherent pattern of variability over the Indian Ocean and the
central and eastern tropical Pacific on interdecadal time scales. Based on her work

and the model results here, it is arguable that the whole tropical Indo-Pacific oceans
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(a)

Figure 4.11: (a) Linear response of 500 hPa height to SVD1 tropical forcing, the same
plot as Figure 4.7c, re-displayed for comparison; (b) linear response in 500 hPa height
to SVD1 forcing restricted to the tropical Indo-Pacific. C..=10m/1 std of index.

should be involved in driving the interdecadal trend in the extratropical atmospheric

circulation.

4.4 Conclusion and Discussion

This chapter examines the climate trend in the troposphere during the past 50 years.
This period includes the last 20 years of the 20th century during which the NAO
(Hurrell [1996]) and the AO (Thompson et al. [2000b]) exhibited a strong upward
trend and which has attracted considerable attention because of the major impact of
this trend on northern hemisphere climate, especially the Atlantic-European sector
(e.g., Kushnir [1999]; Greatbatch [2000]; Hurrell et al. [2003]). For this reason, a
comparison is made between the trend and AO in terms of their spatial patterns and
driving mechanisms.

Here, attention is concentrated on the forcing of the NH climate change during
the last 50 years. First, a SVD analysis is performed on the NH 500 hPa height and

the model forcing diagnosed for the Hall model over the tropical Indo-Pacific region.
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Figure 4.12: (a) Response in 500 hPa height to SVD1 forcing specified over the western
Indo-Pacific (60°E-180°W) only in the linearized model; (b) same as (a) but to SVD1
forcing over the eastern Pacific (180°W-60°W) only. C.I.=5m/1 std of index.

The leading SVD mode relates a trend-like circulation pattern to tropical forcing that
experienced an upward transition during the 1970’s in its time evolution. The leading
SVD mode of tropical model forcing was then applied to drive a dynamical model.
The model is a dry, primitive equation model of the atmosphere (the Hall model)
that can be run in both linear and nonlinear configurations. The model results show
that the tropical-only forcing can reasonably capture the pattern of the observed trend
over the whole NH with the attendant extra-tropical forcing playing a relatively minor
role. The mechanism by which the extratropical circulation feels the tropical diabatic
forcing is a planetary wave train that communicates the signal of the changes in the
tropics to the extra-tropics. It has also been shown that the trend-like planetary
wave traln emanates from the tropical Indo-Pacific region, with the forcing over the
western (eastern) Indo-Pacific more effective in exciting the perturbations over the
North Pacific and North America (North Atlantic) region. After the passage of the
wave train, the extra-tropical storm tracks feed back to and modulate the original
wave signal. By unscrambling the effect of the model forcing using the linearized

model and comparing it with the result from the full nonlinear model, we notice that
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the model generated eddy forcing in the two storm track regions operates differently in
contributing to the synchronous deepening trend of the Aleutian and Icelandic lows.
Further examination of the storm track in the nonlinear SVD1 experiment reveals a
fairly robust storm track response to our SVD1 forcing over the North Atlantic sector,
whereas, the North Pacific storm track responds very nonlinearly to opposite signs
of the same SVD1 forcing pattern. From the more faithful performance of the model
over the North Atlantic sector, it is argued that the observed trend over the Euro-
Atlantic sector during the last 50 years can be at least partly assigned to a resonant
feedback between the low-frequency flow and the storm track, as a tele-response to
the change in heating over the tropical Indo-Pacific region.

A change in the extratropical tropospheric circulation in response to tropical di-
abatic forcing can lead to a change in the sensible and latent heat release from the
ocean to the atmosphere and in the associated diabatic heat release in the storm
track (Hoskins and Valdes [1990]). It follows that the forcing associated with our
SVD1 mode over the tropics and extratropics may not be independent of each other,
as pointed out when we compared the linear model response to the SVD1-associated
forcing specified over the tropics (Figure 4.7c) and extratropics (Figure 4.7e). In
view of this, we speculate that the extratropical diabatic forcing associated with
SVD1 (which is going along with the time series b(t)) might itself be the consequence
of the tropical SVD1 forcing it is concomitant with. To substantiate this speculation
on the relationship between the tropical and extratropical forcing, we have to resort
to AGCMs that are able to interactively resolve the related diabatic processes.

The change in eddy activity associated with the SVD1 global diabatic forcing for
the later decades case (see Figure 4.10¢) not only resembles the anomalous storm track
activity corresponding to the positive phase of the NAO, but is also similar to the
pattern of increasing North Atlantic storm track activity in the ECHAM4/OPYC3
coupled model under increasing greenhouse gas (GHG) radiative forcing according to
the IPCC IS92a scenario (Ulbrich and Christoph [1999], see their Fig. 2). Ulbrich and

Christoph also noted that the signal of storm track activity corresponds to changes
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in the upper tropospheric baroclinicity. Indeed, this is also the case in our model as
driven by our SVD1 global forcing. We have calculated the anomalous Eady growth
rate for the 300 to 500 hPa layer for this case. Despite the crude vertical resolution
of the Hall model, the consistency between the storm activity (Figure 4.10c) and the
growth rate (not shown) is remarkably good over both North Pacific and Atlantic
sectors. In view of that, it may not be unreasonable to speculate that the changes
in the North Atlantic storm activity driven by the SVD1 diabatic forcing could be a
symptom traceable to GHG forcing (although the pessibility has not been ruled out
that the mechanisms responsible for the changes in the NAST activity shown in this
study could be different from that driven by doubled CO, in Ulbrich and Christoph’s
scenario run). Given the fact that the tropical diabatic heating is dominated by
the latent heat release associated with convective precipitation, it is likely that the
diabatic heating pattern revealed by the first SVD is related to the precipitation
changes associated with the tropical SST anomalies shown in Figure 4.2d (which is
derived by regressing the time series of the first SVD for the tropical diabatic forcing
onto the 51 winter mean SST from 1949 to 1999). Figure 4.2d is characterized by
the warming trend over the tropical Pacific and Indian oceans, a pattern akin to
the SST fingerprint driven by increased GHG in the coupled model of Knutson and
Manabe [1998]. It is therefore possible that the SVD1 tropical diabatic heating and
the associated tropical SST anomalies (and hence also the response to this heating,
including the North Atlantic storm activity change) could be grouped under the
banner of the GHG anthropogenic effect. Nevertheless, it is still an unresolved issue
as to whether the warming trend in the tropical SST really is the fingerprint of the
GHG forcing even though some model studies have suggested as much (e.g. Knutson
and Manabe [1998]; Meehl and Washington [1996]). The interdecadal change in SST
(as shown in Figure 4.2d) resembles the SST pattern associated with El Nifio and the
Pacific Decadal Oscillation (PDO, e.g., Mantua et al. [1997]) and this complicates the

problem of detection and attribution of the anthropogenic fingerprint.
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It is interesting to speculate whether the “COWL-like” pattern we have identi-
fied as describing the trend can itself be related to anthropogenic forcing. Palmer
[1999] has pointed out, on the basis of studies of nonlinear chaotic systems with pre-
ferred states or “regimes”, that the spatial patterns of the response to anthropogenic
forcing may in fact project principally onto the preferred circulation regimes of the
atmosphere. Corti et al. [1999] have argued that the change in the tropospheric cir-
culation during the last 50 years can be interpreted in terms of an increase in the
frequency of occurrence of a “COWL-like” pattern. A compelling question follows as
to whether the “COWL-like” pattern is a preferred circulation regime? Indeed, the
“COWL-like” regime emerges naturally from nonlinear regime extraction techniques,
such as clustering analysis (e.g., Palmer [1999]; Corti et al. [1999]) or nonlinear prin-
ciple component analysis (Monahan et al. [2001]). Furthermore, “COWL” can also be
replicated by a low-order model as an equilibrium state in a hyperspace spanned by
the leading EOF’s of the reference GCM (D’Andrea [2002]). This serves as additional
evidence for the natural existence of “COWL” from the perspective of dynamical
systems. Physically, the existence of “COWL” is in debt to the contrast in thermal
inertia between land and ocean, but not dependent. on dynamical air-sea interaction or
external radiation forcing (Wallace et al. [1995]; Broccoli et al. [1998]). Nevertheless,
it has been reported that the tropical Pacific SST warming can generate substan-
tial impact on the Probability Distribution Function (PDF) of the “COWL” regime
(Palmer [1999]), leading to significant decadal average hemispheric-mean surface term-
perature differences (Kumar and Hoerling [1998]). The findings in the present study
can be reconciled with this dynamical systems point of view by interpreting the trend
since the late 1970’s as a statistical consequence of the more frequent incidence of the
“COWL-like” regime that itself is induced by the prevalently positive SVD1 tropical
forcing we have identified.

Compared to COWL, the recent upward trend of the AO and NAQ indices has at-

tracted much more attention as an indicator of climate change under anthropogenic
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forcing, although, hitherto, no consensus has been reached concerning the AO re-
sponse to the increase of the concentration of atmospheric greenhouse gases and
aerosols (Graf et al. [1998]; Ramaswamy et al. [2001]; Rind et al. [1998]; Schnadst
et al. [2002]; Gillett et al. [2003]). Our study shows the merits of a “COWL-like”
mode rather than the AO for describing the multidecadal trend in the tropospheric
circulation, and that the “COWL-like” trend and at least some, if not all, of the linear
trend in the AO are tropically driven from the Indo-Pacific region. The mechanism
unraveled here whereby a tropical forcing source induces the extratropical circulation
trend by driving a planetary wave train, which, in turn, induces a feedback between
extratropical storm activity and the wave anomalies, provides a distinct pathway by
which a long-term change in tropical diabatic processes can influence the extratropi-
cal circulation. Notwithstanding, the precise origin of the trend has yet to be finally
pinpointed. If the trend is driven by changes in tropical SST, what mechanisms
are important for determining the change in SST?(for an example involving dynam-
ical wave processes within the tropical ocean, see Giese et al. [2002]) Further, are
the changes in the tropics symptomatic of anthropogenic forcing? Answering these

questions poses a challenge for future research.



Chapter 5

Non-stationary Impact of ENSO

on Euro-Atlantic Climate

This chapter investigates the non-stationary impact of ENSO on the extratropical
climate, in particular over the Euro-North Atlantic sector. An example of how
the ENSO teleconnection varies with time can be manifested in terms of the run-
ning cross-correlation between the wintertime Tahiti-Darwin SO index (hereafter,
SOI', Trenberth and Caron [2000]) and the COWL index (Section 1.2.2). As shown
in Figure 5.1, an abrupt change occurred around the 1970’s. After that time, the two
indices became significantly anti-correlated at the 5% level, suggesting a favorable
tropospheric circulation condition for the heat release from the oceans to the conti-
nents over the extratropics in recent El Nifio events. Here, we choose two adjacent
20-year time windows 1958-77 and 1978-97 to represent the de-correlated and corre-
lated periods between the ENSO and COWL, which are also the time periods used by
Hilmer and Jung [2000] for analyzing the spatial pattern of the NAQO. Following the
convention, these two periods will still be referred to as P1 and P2, respectively. In
addition to a regression analysis, sets of model experiments have been also conducted
to gain some confidence in the result from regression analysis. This effort should lead

to some insight into the possible mechanisms for the non-stationarity in the ENSO

'Or see http://www.cgd.ucar.edu/cas/ENSO /enso.html
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Figure 5.1: Running cross-correlation using a 21 year window between the observed
SOI and the COWL index computed from the NCAR/NCEP data (solid line), and
the ensemble mean tropically (dashed) and extratropically (dot-dash) forced model
runs. The unshaded region marks the 5% significance level.

teleconnection in terms of the relative roles played by tropical and extratropical model

forcing.

5.1 Regression Analysis

We begin by applying a regression analysis to winter (DJF) mean SLP and 1000 hPa
air temperature taken from the NCAR/NCEP reanalysis (Kistler et al. [2001]) for
1948/49 to 1998/99. The regression pattern of SLP against SOI for all 51 winters
1949-99 is almost identical to that reported by Trenberth and Caron [2000] (their
Fig. 4d) and is not shown here. Applying the regression to P1 and P2 time windows
separately yields the patterns shown in Figure 5.2a and b, where the contour (color
shading) indicates the regression coefficients of SLP (1000 hPa temperature). The
features in common between the two panels, being also shared by the regression
pattern for the whole 51 winters, are a high pressure anomaly over the northeastern
Pacific and a low pressure anomaly to the southwest of it. The North Pacific SLP
dipole gives rise to a tripolar pattern of temperature anomalies across the whole North
Pacific, a feature being well accountable by the advection of the climatological mean

temperature gradient by the anomalous geostrophic wind associated with the SLP
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pattern. Nevertheless, the North Pacific SLP dipolé differs substantially between the
two regression periods. During period P2, the positive pole has been much expanded
and strengthened while the negative pole weakened and displaced compared to P1.
What is more striking is the difference over the North Atlantic and Europe sectors.
During P1, the SLP regression pattern is characteristic of a meridional dipole with
negative values to the north and positive values to the south, reminiscent of the
positive phase of the NAO, and in keeping with the canonical response to ENSO (e.g.,
Fraedrich and Miiller [1992]). Furthermore, the detailed impact on the European
temperature by this anomalous circulation pattern, including cooler than normal
conditions over the Iberian Peninsula, warmer than normal over the area between
Scandinavia and British Isles, is largely consistent with Pozo-Vézquez et al. [2001)’s
La Nina composites (see their Fig. 3d and e). After 1970’s, the SLP signal flips its
sign, consistent with the emergent link between ENSO and COWL shown in Figure
5.1. The associated wind between Iceland and North Sea reversed from westerly to
easterly, resulting in opposite temperature anomalies over the Greenland Sea and
Scandinavia. A similar reversal of wind and temperature also took place over Siberia
and North Africa. A Student-t test indicates that only in a very limited area is the
reversal of relationship to ENSO significant (not shown). For example, the 1000 hPa,
temperature to the southwest of the Red Sea is significantly anticorrelated (correlated)
with SOI during P1 (P2). This result is in keeping with the changing relationship
between the Red Sea coral record and Nifiod SST index from the pre-1970’s to the
post-1970’s described by Rimbu et al. [2003].

5.2 Model Experiments and Results

To gain more confidence in the non-stationary behavior of ENSO, we put the question
in a framework of an AGCM to see if this behavior can be captured by a numerical
model governed by physical laws. Model experiments will also lead to some insight

into the forcing mechanism for the changing teleconnection response to the ENSO
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Figure 5.2: (a) and (b) are linear regression of NCAR/NCEP SLP (contours) and
1000 hPa temperature (color shading) against the observed SOI during P1 and P2
respectively. The zero isolines of the SLP (1000 hPa temperature) pattern are high-
lighted by thick black (green) lines. The contours in (c) and (d) are the same as those
in (a) and (b) except for the model ensemble mean SLP driven by global forcing. Ri-
gions significant from zero at the 5% confidence level, as determined by the Student’s
t-test, are denoted by gray shading. The contour interval is 0.3hPa/0.3°C.
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forcing.

Three sets of ensemble experiments have already been conducted in Section 4.2
with the forcing being applied in different model domains. In the first set of exper-
iments, the whole globe is driven by the forcings varying from winter to winter; in
the second, only in the tropical band equatorward of 36°N/S does the forcing vary
according to different years, otherwise, the forcing is specified as the climatological
average forcing for the 51 winters; in the third, the derived time-varying forcing is
only applied in the extratropics. The feasons for choosing 36°N/S as the separation
latitudes of tropics and extratropics has been discussed by Greatbatch et al.[2003]
(see also the Appendix A).

In addition, a supplementary experiment is carried out making use of the regressed
forcing against the SOI, a similar strategy having been implemented in Sections 3.3
and 4.3. We also run the linearized version of the Hall model, which is linearized about
the climatology of the 51 winters, with the same ENSO regressed forcings specified
globally and tropically.

The bottom panels of figure 5.2 show the ENSO teleconnection patterns during
P1 and P2 in the globally forced case. The patterns are derived from regressing
the model ensemble mean SLP for each winter against the observed SOI during P1
(Figure 5.2c) and P2 (Figure 5.2d). Comparing to the upper panels, the model
can realistically capture the observed changes in the ENSO-related teleconnection
over both Pacific and Atlantic sectors, lending us some confidence that there are
deterministic reasons for the shift of ENSO teleconnection. Furthermore, we regressed
the model forcing against the observed SOI within P1 and P2 separately and used
the regressed forcing to drive the nonlinear model doing the ensemble of experiments.
The ensemble mean SLP response to the regressed forcing for each period agrees
qualitatively with the corresponding regression pattern shown in Figure 5.2 on all the
major aspects, suggesting that the changing features of ENSO teleconnection can be
largely attributed to the changing diabatic forcing associated with ENSO. The same

conclusion can be reached from the result of linearized model experiments, wherein the
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Figure 5.3: Linear regression against the observed SOI of the ensemble mean SLP
from the model for tropical (a,b) and extratropical forcing (c,d) in P1 (a,c) and P2
(b,d). The grey shading indicates the 5% significance level (using Student’s t-test).
The contour interval is 0.3 hPa.
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linearized model is driven by the same ENSO regressed forcing, while being devoid of
the effects of transient eddy flux. The agreement between the nonlinear and linearized
model experiments underlines the dominance of the diabatic forcing over the eddy
forcing in exciting the extratropical teleconnection response to ENSO variability.
The source of ENSO variability comes from the dynamical and thermodynamical
coupling between the tropical ocean and atmosphere. So, to trace the source of the
shift in the extratropical teleconnection of ENSO, one has to turn attention to the dia-
batic forcing from the tropics. The same regression analysis is applied to the ensemble
mean SLP from an ensemble of model runs, wherein the forcing varies from winter to
winter only in the tropics. The results of regression against the observed SOI during
P1 and P2 are plotted in Figure 5.3a and 5.3b respectively. Both show a PNA-like
wave train (negative phase) emanating from the subtropical western Pacific. However,
the amplitude of the signal is 2 or 3 times greater in P2 than in P1. A similar result
is derived from a linearized model experiment driven by the ENSO regressed tropical
forcing during P1 and P2, suggesting that this difference in amplitude is a feature
of linear dynamics. Seeing this, one might expect the cause for the strengthened
wave response to be enhanced diabatic forcing associated with the ENSO during P2.
However, close inspection on the ENSO regressed forcing does not reveal any great
difference in amplitude between those two periods. An example is given in Figure
5.4 of the forcing for the temperature equation regressed against SOI during P1 and
P2 separately. No significant difference in amplitude can be seen between them. It
has been reported that planetary waves can gain energy from the sources internal
to the mean background flow (Branstator [1985]; Simmons et al. [1983]). It follows
that the dramatically different response between P1 and P2 to rather similar tropical
forcing may be due to the different mean states between these two periods. However,
experiments using the model linearized about the different mean states for P1 and
P2 do not show much dependence of the extratropical wave trains on the mean flow.
Other mechanisms have to be invoked to understand this phenomenon. It has been

demonstrated by Branstator [1985] that the mid-latitude response to a given tropical
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forcing is highly dependent on the geographical position of the forcing. Furthermore,
Branstator showed that the solution is sensitive to small details in the spatial pattern
of the forcing. Thus, the increased wave response over the North Pacific and North
America during P2 is most likely attributable to the slight changes of the spatial pat-
tern of the forcing, with the forcing being more efficient at exciting the mid-latitude
teleconnection in P2 than in P1. Also evident is the greater poleward penetration of
the signal towards northern Europe in P2. Consequently, the signal emerging from
the tropics bears a strong resemblance to the COWL pattern during P2. In fact, Fig-
ure 5.1 shows that the cross-correlation between the SOI and the COWL index for the
tropically-forced ensemble mean model response increased dramatically between P1
and P2, with up to 60% of the variance in the tropically-emergent ENSO signal being
accounted for by COWL during P2. Furthermore, there is no significant correlation in
either P1 or P2 between the SOI and the COWL index for the extratropically forced
model runs. It follows that the significant correlation between the SOI and COWL
during P2 noted in the NCAR/NCEP data can attributed to the change in the signal
emerging from the tropics between P1 and P2.

The teleconnection patterns of ENSO driven by the extratropical model forcing are
shown in Figure 5.3c,d. These plots are derived by regression of ensemble mean SLP
against the observed SOI when the model forcing varies from winter to winter only in
the extratropics. Again we see a dramatic difference between P1 and P2. Interestingly,
in this case, the extratropically-driven SLP pattern congruent with ENSO during both
periods resembles the Arctic Oscillation, but with the sign reversed in P2 compared to
P1. In P1, the ENSO-AO relationship suggested by Figure 5.3¢ is consistent with the
canonical ENSO-Europe relationship, whereas, during P2 the extratropically-forced
signal acts oppositely. Note that the teleconnection patterns shown in Figure 5.2¢,d
are given, to a good approximation, by simply adding the regression patterns shown in
Figure 5.3a,b to those in Figure 5.3¢,d, indicating the importance of linear dynamics.

An important issue is whether the extratropical model forcing that is responsible for
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Figure 5.4: Regression of the vertically averaged forcing for the temperature equation
against the observed SOI during P1 (panel a) and P2 (panel b). The 5% significant
level is denoted by gray shading. The contour interval is 0.6°C per day.

the patterns shown in Figure 5.3c,d is itself a mid-latitude response to the tropically-
forced signal shown in Figure 5.3a,b (e.g., due to latent heat release in the mid-latitude
storm track), or is the difference between Figures 5.3c,d simply the result of chance?
While this question cannot be answered definitely at this stage of research, we note
that there are regions where the patterns shown in Figures 5.3c,d are statistically
significant, suggestive of a genuine link with ENSO, but one that is hard to extract

because of the dominance of other modes of variability in mid-latitudes.

5.3 Summary and Discussion

The link between ENSO and the Euro-Atlantic sector is not robust on interdecadal

time scales (van Loon and Madden [1981]). An example is given in Figure 5.1 where
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we show the running cross-correlation between the SOI and COWL index. The emer-
gence of a significant anticorrelation between the SOI and COWL after the 1970’s
is not consistent with the canonical response to ENSO over the Euro-Atlantic sector
documented by Fraedrich and Miiller [1992]. By using a simple dynamical model, we
have shown that the ENSO-related signal emerging from the tropics was between 2
and 3 times stronger in amplitude vduring P2 (1978-97) than during P1 (1958-77), as
well as showing a greater poleward penetration during the later period that explains
the emergent link with COWL. Model experiments also show that the extratropically
forced model response congruent with ENSO resembles the AO pattern in both pe-
riods, but with the sign reversed, reinforcing the canonical ENSO response during
P1 but countering it during P2. We suggest that the change in the extratropically-
forced model response may partly be a consequence of the change in the ENSO signal
emergent from the tropics, while recognizing that it may also have arisen by chance

alone.



Chapter 6
Conclusions

During the last 50 years or so, the Northern Hemisphere winter climate underwent
some changes at both interdecadal and interannual time scales. The interdecadal
variability in the tropospheric circulation is characterized by a synchronous deepening
trend in both the Aleutian and Icelandic lows, a pattern resembling the Cold Ocean
Warm Land pattern and projecting positively on both the NAO and PNA modes.
In the context of the interdecadal climate regime change, the spatial pattern of the
interannual variability of the NAO shifted eastward during recent decades (1980’s and
90’s) compared to the earlier decades. The impacts of interannual ENSO variability
on the extratropical teleconnection have also experienced some dramatic changes
between the two periods. In combination with data analysis, atmospheric modelling
has been used as a main tool to investigate the forcing mechanisms for these changes
in terms of the relative roles played by tropical and extratropical forcings and the eddy
flux associated with the Northern Hemisphere storm track. The main conclusions are
following.

The eastward shift of the NAO pattern has been shown to be related to Rogers’
leading mode of the North Atlantic storm activity, which, during recent two decades,
explains 70% of the variance of the NAO. Since the late 1970’s, when the shifted NAO
pattern began to emerge, the NAO has been tied up strongly with Rogers’ storm ac-

tivity mode, ice flux anomalies through Fram Strait and Siberian winter temperature,
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suggesting an emergent, spatially coherent climate regime over the Eurasia-North At-
lantic sector.

Further, model experiments unraveled an eddy-driven mode showing a zonally ori-
ented dipole in SLP with a low over Scandinavia and a high over southern Greenland.
This pattern is dubbed “the NAO shift pattern” in this thesis and its time index
shows a quadratic relationship with the NAO index. Thus, the NAO spatial pattern
tends to be distorted in such a way that the northern center of action shifts eastward
(westward) for the positive (negative) NAO phase. In this way, the eastward shift in
the NAQO pattern between P1 and P2 can be interpreted as a consequence of the high
NAO index during P2 (average DJF index of 0.48) versus the low NAO index during
P1 (average DJF index of -0.74), or in other words, the upward trend in the NAO
index.

The upward trend in the winter NAO during the last half century is part of a
hemispheric trend associated with a deepening of both the Icelandic and Aleutian
lows. This trend has been shown to be largely attributed to a tropical source of
forcing. The mechanisms by which the tropical forcing drives the trend in the extra-
tropical, tropospheric circulation consist of a planetary wave train emanating from
the tropical Indo-Pacific region and the feedback from the mid-latitude storm tracks
to the original wave signal. Model results show robust storm track response over
Euro-North Atlantic regions to the tropical forcing and help forge an argument that
the upward trend of the NAO can be explained by a resonant feedback between the
low-frequency flow and the storm track, as a tele-response to the change in heating
over the tropical Indo-Pacific region.

Non-stationary behavior in the ENSO teleconnection has also been investigated in
the context of the 1970’s climate regime change. Running cross-correlation analysis
reveals an emergence of a significant anticorrelation between the SOI and COWL
after the 1970’s, a teleconnection inconsistent with the canonical response to ENSO

over the Euro-Atlantic sector documented by previous studies. By unscrambling the
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tropical forcing from the extratropical forcing, we have shown that the tropically-
forced ENSO teleconnection was between 2 and 3 times stronger in amplitude during
P2 than during P1, as well as showing a greater poleward penetration during the later
period that explains the emergent link with COWL. The most likely reason for the
strengthened wave response during P2 might be due to the great sensitivity of the
mid-latitude teleconnection to the geographical position of the forcing in the tropics.
Slight changes in the forcing over the sensitive region, as occurred between P2 and

P1, can lead to dramatic difference in the extratropical response.
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Appendix A

Tropical /Extratropical Forcing

Separation

In Chapter 4, where we discussed the driving mechanism for the AO/NAO and the
multidecadal climate change in terms of the relative contribution of the proxy diabatic
forcing from the tropics and extratropics, experiments were carried out with the time-
dependent or the regressed forcing confined to a subregion of the model domain, with
the climatological forcing specified in the remaining part of the domain. In this thesis,
the forcing split for the tropical /extratropical experiments is carried out at 36°N and
36°5, different from the latitudes chosen to make the split (i.e., 30°N and 30°S) in
Peterson et al. [2002] and Lin et al. [2002]. The reason behind choosing a different
split is a problem we found in the way of doing the tropical /extratropical split used
by Peterson et al. and Lin et al.. This appendix addresses how to properly specify the
forcing in a confined region without introducing potentially serious spurious effects
along the boundary of the region.

As introduced in Chapter 2, the model used in this thesis study is the Hall model,
a simple, dry dynamical model of the atmosphere with linear damping and driven by
forcing computed from the NCAR/NCEP reanalysis data. The method of computing
the forcing has been described in detail in Chapter 2. The forcing mimics processcs

not explicitly included in the model code, and is dubbed “diabatic” forcing for the
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Figure A.1: (a) The resultant anomalous forcing for the divergence equation by zero-
ing out the AO-regressed forcing poleward of 36°N /S for momentum equations using
the old approach; (b) Same as (b) but using the new approach, i.e., the zeroing out
is carried out directly on the forcing for the divergence equation; (c) is the difference
of (a) minus (b). The values are nondimensional. C.I. is 0.02 in (a) and (b), 0.005 in

(c)-



117

atmosphere (see Chapter 2 for detail explanation). However, it is important to appre-
ciate that the computed forcing does not sit entirely on the temperature equation. In
fact, all the prognostic equations of the model are forced including the equations for
vorticity, divergence and surface pressure. Of particular concern is the forcing applied
to the vorticity and divergence equations, since special care is required in the treat-
ment of these equations when splitting the anomalous forcing between the tropics and
the extratropics. In Peterson et al.[2002] and Lin et al.[2002], the split was carried out
as follows: first, the global forcing (in spectral space) for the vorticity and divergence
equations was first transformed to the equivalent forcing for the momentum equa-
tions; then, to split the forcing between the tropics and extratropics, the anomalous
forcing (that is, difference from the mean for all 51 winters) for the momentum equa-
tions was zeroed out poleward (equatorward) of 30°N and 30°S on the Gaussian grid
in the tropical (extratropical) forcing case; last, the resultant tropical (extratropical)
forcing was transformed back to a forcing for the vorticity and divergence equations
in spectral space. Since the last step involves taking derivatives of the momentum
forcing with respect to the horizontal coordinates, the effect of this procedure is to
introduce spurious “spikes” to the forcing for the vorticity and divergence equations
along the latitudes of the split. To avoid this artificial effect, the splitting should be
operated on the anomalous divergence and vorticity forcing directly, without recourse
to the corresponding momentum equations. Figure A.1 gives an example comparing
the results of zeroing out the AO regressed forcing poleward of 36°N and 36°S using
different methods. The contours plotted are the vertical average of the forcing for
the divergence equation on all the 5 model levels. Obviously, comparing to the new
result (Figure A.1b), splitting the forcing in the momentum equations (Figure Ala)
gives rise to some unwanted noise outside of the tropical band. The error, plotted as
the difference obtained by subtracting (b) from (a), is characterized by two strips of
“spikes” along 36°N and 36°S.

Another caution should be used when removing the anomalous forcing for the vor-

ticity and divergence equations from a certain domain. It is required that the global
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Figure A.2: The average of the anomalous forcing for (a) the divergence and (b) the
vorticity equations on each model levels and within a latitude band centered on the
equator, plotted as a function of the outer bounding latitude, averaged over all 51
winters, and expressed as a percentage of the area-weighted standard deviation of the
forcing over the global domain.
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integral of the forcing for the vorticity and divergence equations be zero on each verti-
cal level as indicated by the fact that the forcing is derived from the equivalent forcing
for the momentum equations by taking the curl and divergence of those equations
(Bourke [1974]). Therefore, when splitting the forcing into tropical and extratropi-
cal parts, it is important to choose the lines of latitude demarking the tropics from
the extratropics in such a way that the area integrals of the anomalous forcing for
vorticity and divergence within each region are both close to zero. To illustrate this,
Figure A.2 shows the result of averaging the forcing for the divergence and vorticity
equations over the area contained within a latitude band centered on the equator. In
the figure, this spatial (area-weighted) and time (over all 51 winters) average on each
of the 5 model levels is plotted against the outer bounding latitude as a percentage
of the area-weighted standard deviation of the forcing over the globe. It is clear that
the most significant departure from zero occurs on the top model level (nominally 100
hPa) for the anomalous forcing of the divergence equation (Figure A.2a), and that
the value of the integral is significantly reduced if the tropical /extratropical forcing
split is carried out at 36°N and 36°S rather than at 30°N and 30°S. For this rea-
son, in this thesis, all the tropical/extratropical forcing decomposition is conducted
along 36°/N and 36°S. The anomalous forcing of the vorticity equation is of much
less concern seeing that none of the tropical integral exceeds 5% of the area-weighted
standard deviation of the forcing over the globe.

We have investigated the influence of splitting the forcing in the two different ways
on the model performance on the AO/NAO for the tropical /extratropical forcing case
(Greatbatch et al. [2003]). Repeating the experiments in Peterson et al.[2002] with
the forcing split correctly, the results for the NAO found by Peterson et al. still
qualitatively hold, namely that a significant part of the interannual variability of the
NAQ is accounted for by the extratropical forcing, while the recent upward trend in
the NAO is related to the tropical forcing. For the case of the AO, a very different
conclusion is obtained. In the previous results (Lin et al. [2002]), the extratropical

forcing case showed no significant correlation between the model AQ index and the
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observed AQO index, while the tropical forcing accounts for almost as much variance as
the global forcing case. The relatively different driving source for the AO and NAO
in the previous model results gave rise to a simple way to distinguish the hemispheric
AQ from the more regionally focused NAO. However, with the tropical /extratropical
split corrected, we now found that, like the NAO, the interannual variability of the
AQ is also predominantly driven from the extratropics, and only half of the trend in
the AQ is tropically related. Thus, on the basis of the new results, no clear distinction
is found between the NAO and AO in terms of the relative importance of the tropical

and/or extratropical forcing in accounting for the variance in their respective indices.



