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Abstract

This dissertation is concerned with the use of multiple antennas in advanced wireless
communication systems. In particular, investigations are focused on the equalization ap-
proaches for the multiple-input and multiple-output (MIMO) finite impulse response (FIR)
fading channels. New transceiver strategies are derived and compared to existing ones
using theoretical derivations and simulation results.

Two major challenges in developing wireless networks are bandwidth efficiency and the
system resilience to channel distortions. By transmitting multiple signal streams simultane-
ously in the same frequency band via the multiple spatial subchannels, a MIMO transceiver
can significantly increase bandwidth utilization over that of the conventional single-input
single-output (SISO) transceiver. In general, multi-antenna techniques (i) will enable high
data rate services in band-limited systems; or (ii) will provide increased fading resistance
in power-limited systems. In this dissertation, we deal with both kinds of MIMO systems
which are referred to as spatial multiplexing and space-time coded systems, respectively.

To accommodate the higher data rates exceeding the channel coherence bandwidth, the
frequency selective MIMO channels have to be compensated. The proposed equalization
algorithms exploit the signal structure which is either induced at the transmitter by design
or is built into the received signal by the multipath channel. The signal structures, such
as block-Toeplitz, constant modulus and circulant characteristics, enable spatial-temporal
data processing to efficiently recover transmitted information either with or without channel
estimation. The deterministic methodology presented can operate on a small number of
signal samples obtained within short time duration. This is in contrast with the statistic
approaches that rely on the statistics of a large number of received signal samples.

The dissertation introduces three equalization schemes which operate in one of the two
modes: the training-aided and the blind. The first frequency domain scheme with the single
carrier signaling achieves MIMO spatial multiplexing. It offers the advantage of reduced
constraints on the power amplifier linearity over MIMO orthogonal frequency division mul-
tiplexing (OFDM) while offering a comparable performance. The second scheme is appli-
cable to unitary differential space-time modulations. It can operate blindly with quasi-static
time-varying channels where channel estimation is costly. The third scheme combats inter-
symbol-interference (ISI) with a new space-time modulation. It has the feature that, by
delegating the signal processing to the transmitter, the ISI mitigation at the receiver is sim-
plified dramatically. Therefore, the receiver algorithm is computationally efficient, which
is favorable for forward-link communications.

The simulation results demonstrate the robust performance of the developed schemes.
In particular, the influence of different system parameters, such as the number of transmit
and receive antennas, frame length, as well as the different maximum channel lengths,
on the BER performance are documented. With the contribution of the three new MIMO
equalization schemes, this dissertation demonstrates how the space dimension, in addition
to time and frequency, can be taken into account when exploring the MIMO signal structure
for channel equalization using algebraic methods of signal processing.

xvii



Chapter 1

Introduction

‘ N J IRELESS networks offer the convenience of mobility and flexible access beyond

the reach of any wire-line network. With the increasing acceptance of wireless
services, the goal of the next generation digital radio systems is to provide broadband mul-
timedia communications with improved performance over that of the existing systems. In
provisioning the high-data rate services, the main challenges arise from the harsh wireless
signal propagation environment, which is characterized by (i) the time-varying random fad-
ing; (ii) the convolution distortions due to the multipath propagation; and (iii) the informa-
tion signal being corrupted by thermal noise and in-band interference [1]- [4]. Traditionally,
the digital communication systems assume a classic setup of radio interface equipped with
single transmit and single receive antenna, and in order to mitigate channel propagation
impairments, signal processing algorithms in time/frequency domains are deployed. How-
ever, these approaches are becoming incapable of accommodating the increasing demands
for channel capacity in the congested spectrum which is a finite resource.

Digital communications using multiple transmit and receive antennas has recently emerg-

ed as one of the most significant technical breakthroughs in modern communications [5]-
-[7]. These multiple-input multiple-output (MIMO) systems are widely considered to be
the most promising avenue for significantly increasing bandwidth efficiency of wireless

data transmission systems as they have the potential to break the capacity limit described



in Shannon’s theory on single-antenna systems [8]-[11]. The multi-antenna systems ac-
commodate multiple bit streams in the same frequency band, and in order to recover them,
the transceiver exploits the unique spatial signatures of the received information bearing
waveforms. With this feature, by adding ‘space’ as the third domain or dimension, MIMO
systems established a new paradigm in digital signal processing (DSP) for wireless com-
munications. This new degree of freedom motivates innovative transceiver designs (1) to
gain benefits from increased MIMO system bandwidth efficiency without sacrificing power
efficiency; and (ii) to overcome the unreliable radio environments [12]-[14]. In particular,
the space dimension in MIMO systems not only creates a diversity gain, but also is a key
feature to turn multipath propagation, traditionally a pitfall of wireless transmission, into a
benefit for the user [15].

The general MIMO system theory has been investigated for a number of years, e.g.,
in control theory and circuit design. However, substantial advances in MIMO space-time
communications have only emerged for about ten years. Currently, the research in MIMO
transceivers concentrates on flat fading channels, which assumes that the signals only expe-
rience the random attenuation of the envelope and are not affected by the memory effects in
the channel. This assumption is valid if the transmission rate is less than the channel coher-
ence bandwidth. However, in future wireless networks, the real-time multimedia services,
such as video conferencing, require data rates on the order of 2-20 Mb/s. After the time
division multiplexing to accommodate multiple users, the symbol rate is even much higher
than this data rate for each user, and as a result of this high symbol transmission rate,
the channel exhibits time-dispersive effects, which have to be taken into account in the
transceiver design. This is because the transmitted symbol duration in this case is becom-
ing comparable to or much smaller than the delay difference of the signal copies received
along multiple paths [16], [17]. The assumption for the flat fading characteristics on the
channel modeling will not hold any longer. Therefore, it is critical to focus further inves-
tigations into MIMO radio systems to compensate for the time-dispersive fading channels.

This process is referred to as MIMO channel equalization.



This dissertation contributes three effective schemes and algorithms for MIMO chan-
nel equalization within several typical transmission scenarios. The main theme for these
algorithms is deterministic channel equalization which does not impose any assumption on
the statistical properties of the signal sources at the multi-element antenna transmitter. This
differs from the statistical methods, which take advantage of some statistical properties of
the signal sources. The MIMO channel considered in this dissertation is finite impulse
response (FIR) and may be viewed a limitation of the algorithms developed. We feel, how-
ever, that since the proposed algorithms are computationally efficient, the channel length
in the channel identification stages can be adjusted so as to capture the most significant
characteristics of the channel.

In one of the proposed algorithms, to take advantage of three dimensions for signal
processing, the induced circulant signal structure is exploited in the context of MIMO setup
to accomplish the ISI mitigation and separation of the spatially multiplexed signals. In a
space-time coded scheme, we demonstrated how to connect the equalization for the FIR
time dispersive channels with the known solutions for flat fading channels by applying
direct signal subspace estimation.

The increase in the capacity of MIMO transceivers comes at the expense of the com-
plexity of the terminals, when compared to traditional modems offering similar data rates
with a larger bandwidth. The motivating factor when developing the algorithms in this
dissertation was to keep this complexity at a minimum. Despite the implementation costs,
it has been suggested that at some point in the future, multi-antenna techniques may also
enable high data rate services for those systems that do not have bandwidth in abundance.
On the other hand, if high data rates are not required, the increased fading resistance or
diversity inherent in multi-antenna transceiver concepts can be used to increase system
coverage. It is expected that the results obtained in this dissertation will be valuable in the
design of future MIMO transceivers.

Because of the profoundness of the wireless communication theory and the broad range

of its applications, it is impossible to touch on all the areas related to this dissertation



within a short background introduction. The remainder of this chapter emphasizes only
the theoretical advances and research trends in channel equalization which are critical in
the development of the main ideas in this work. The first section of this chapter, Sec-
tion 1.1, presents the objectives and contributions of this dissertation as well as the outline.
Section 1.2, highlights the issues in channel capacity, the challenges of wireless commu-
nications at the physical layer, and the significance of advanced digital signal processing.
Section 1.3, reviews briefly the two main types of signaling schemes in MIMO systems,
namely spatial multiplexing and space-time coding. It also contrasts MIMO systems with
beamforming approaches. The mathematical underpinnings for modeling fading and time-
dispersive channels in both the single-input single-output (SISO) and the MIMO systems
are given in Sections 1.4 and 1.5. Section 1.6, lays out the state-of-art in channel equaliza-

tion for frequency selective fading channels.

1.1 Dissertation Objectives, Contributions and Outline

1.1.1 Objectives and Organization

The main contributions are now briefly presented. The overall objective of this dissertation
is to find the efficient methods for the transmission over frequency selective fading channels
with multiple antennas on both sides of the transceiver. Novel transmission strategies are
pursued in two cases: (1) when the MIMO channel impulse response (CIR) is available
at the receiver; and (2) when the MIMO channel effects have to be mitigated in a blind
fashion. The equalization schemes for both spatial multiplexing transceivers and space-
time coded communications are sought. The investigated approaches exploit space-time
channel diversity and signal structures so that the deterministic solutions for the estimation
of the transmitted data could be evoked.

The performance metric for comparing different schemes in the dissertation is the bit
error rate (BER). The BER curves as a function of signal-to-noise ratio (SNR) considered

in this dissertation are demonstrating the power efficiency of the analyzed schemes. In



addition to this performance measure, similarly as in conventional digital communications,
one should be concerned with bandwidth efficiency, i.e., the bit rate supported in 1 Hz
of bandwidth. In this dissertation, when comparing different schemes in terms of power
efficiency in the simulations, we ensured that the bandwidth efficiency was the same.

When necessary, we discuss the computational complexity of different algorithms so
better insight into the operation of algorithms could be obtained. The combination of
different signaling schemes and assumptions about the MIMO CIR knowledge offer the
communication system engineers the design choices that will affect the final performance
of the overall system.

Because of the increasing size and complexity of the new transceiver schemes, it be-
comes extremely difficult or even impossible to only use analytical methods for evaluating
the overall performance of the new transmission link [18], [19]. On the other hand, at
an initial design of the system prototype, it is cumbersome to construct all the candidate
schemes with possible numerous parameter changes for verifying the functionality. How-
ever, the flexible software-based simulations can expeditiously handle this challenging task.
In this dissertation, all the proposed schemes and algorithms were validated and compared
through a large number of computer simulations in the Matlab® computing environment.

Next, an overview of the dissertation is given chapter by chapter.

Chapter 2

The second chapter studies a frequency domain equalization method with single carrier sig-
naling communications for MIMO spatial multiplexing. The main feature of this scheme
is to fully exploit the induced signal structure to mitigate ISI at the receiver using efficient
processing. OFDM has a high peak-to-average power ratio (PAPR) and demands the use
of highly linear power amplifiers (PA). The proposed scheme offers the advantage of re-
duced constraints on the PA linearity. It is shown, via Monte-Carlo simulations, that this
approach is able to achieve comparable performance to that of MIMO-OFDM schemes .

This scheme is suitable for multiple-path rich-scattering and high SNR environments, in



which the transceiver simultaneously transmits the multiple data streams within the same
frequency bandwidth, and the receiver makes use of the unique spatial signature to separate

the different streams. The multiple spatial subchannels achieve a high total capacity.

Chapter 3

The third chapter presents a blind channel equalization algorithm for unitary differential
space-time modulated transmissions (DSTM). This transceiver system differs from that
in the second chapter in that it is a differential space-time coded system. The focus is
on a non-coherent receiver scheme exploiting the block Toeplitz signal structures and the
constant modulus property to recover the transmitted signal without prior knowledge of
channel impulse response. The new scheme falls into the category of the deterministic
algebraic algorithms and it can accommodate the quasi-static time-varying channels for

mobile transmission links.

Chapter 4

The fourth chapter considers a space-time modulation to combat the time-dispersive effects.
The major concern in this chapter is to accomplish the ISI mitigation in the same time as
maintaining the spatial diversity for fading resistance. By inducing a special space-time
signal structure on the transmitted signal frames at the transmitter, this scheme substantially
relieves the equalization burden of the receiver. It is especially suitable for forward-link
communication, where the base-station conducts sophisticated processing and coding, and
the receiver structure of mobile devices should be relatively simple. This scheme builds into
the transmitted symbol frame a unique circular structure so that ISI mitigation processing is
integrated with the detection of the differential space-time codes. The new, low complexity,

transceiver is based on cyclic group codes and a non-coherent reception.



Chapter 5

The fifth chapter concludes this dissertation. It emphasizes the major features and impacts

of the algorithms and schemes developed in this dissertation.

1.1.2 Research Impact

The results from this dissertation in the form of research papers are submitted for publi-

cations in refereed journals and their conference versions were already published in the

respectful research conferences as follows:

Refereed Conference Proceeding Publications

[C-1]

[C-2]

[C-3]

[C-4]

Zhan Zhang and Jacek Ilow, Frequency Domain Equalization for MIMO
space-time transmission with single carrier signaling, to appear in the IEEE
International Symposium on Personal, Indoor, and Mobile Radio Communica-
tions, PIMRC 2003, Beijing, Sep, 7-11, 2003.

Zhan Zhang and Jacek Ilow, A receiver algorithm for unitary space-time
differentially encoded transmissions of FIR multipath channels, the 4th
IEEE International Workshop on Mobile and Wireless Communications Net-
work, Stockholm, Sweden, Page(s): 429 -433, 2002.

Zhan Zhang and Jacek Ilow, Frequency Domain Equalization with Multiple
Receiving Antennas for Single Carrier Signaling, Communication Networks
& Services Research (CNSR) 2003 Conference, Moncton, New Brunswick,
Canada, Page(s): 10-13, May, 15-16, 2003.

Zhan Zhang and Jacek Ilow, Multiwavelet-based fractal modulation, Proceed-
ings of the IASTED International Conference Wireless and Optical Communi-
cations, Banff, Canada, Pages: 267-271, July, 17-19, 2002.

[SC-1]Zhan Zhang and Jacek Ilow, Differential Space-time Transceiver for Un-

known Multi-path Time-Dispersive Channels, Submitted to IEEE ISSPIT



2003, Darmstadt, Germany, Aug. 2003.
Papers Submitted to Refereed Journals

[SJ-1] Zhan Zhang and Jacek Ilow, MIMO Channel Equalization based on the In-
duced Signal Structure of Block Circulant Matrix, being submitted to IEEE
Trans. Veh. Technol., 2003.

[SJ-2] Zhan Zhang and Jacek Ilow, Signal reception for Space-Time Differentially
Encoded Transmissions over FIR Rich-Multipath Channels, submitted to
EURASIP Journal on Applied Signal Processing, Dec., 2002. and its revised
version submitted in Aug. 2003.

In each of the publications mentioned above, the author of this dissertation initiated and
carried out the research and was the principle author during composition of the papers.

The research contributions from this dissertation can be classified into three areas cor-

responding to three main chapters of the dissertation. The specific papers and the chapters

are listed below:

Chapter 2 Frequency Domain Equalization for MIMO Space-Time Trans-
mission with Single Carrier Signaling
The frequency domain equalization approach for spatial multiplexing schemes

in Chapter 2 is described in: [SJ-1], [C-1] and [C-3];

Chapter 3 Blind Channel Equalization for DSTM Signaling Transmissions
over Rich-Multipath Channels

The blind channel equalization receiver algorithm for DSTM signaling in Chap-
ter 3 is described in: [SJ-2] and [C-2];

Chapter 4 Differential Space-Time Modulation for Transmissions Over Un-
known Time-Dispersive Channels

A differential space-time coded modulation scheme in Chapter 4 is presented in:

[SJ-1] and [SC-1];



In addition, as a special modulation scheme, a multiple-fractal modulation is
introduced and discussed in [C-4]. This contribution is not included in this dis-
sertation but it is in the area of radio interface techniques that is the same general

subject as that of this dissertation.

1.2 Evolution and Characteristics of Wireless

Communications

The demands for the ubiquitous personal communications, mobility and multimedia sup-
port, drive the development of new radio systems with claiming capacities. This results in
a congested spectrum and puts high requirements on the transceiver designs. Within the
framework of the conventional SISO transceiver design, we have almost reached the theo-
retical limits, and the new designs in this area arrive at the phase of diminishing returns for
performance improvement.

This section describes the channel capacity for single-antenna systems and shows how
the multiple-antenna transceivers break this barrier. It also points out the challenges for
communication system designs associated with the provisioning of increasing data rates.
At the end of the section, it is argued that advanced DSP is a tool that has to be used to
achieve the limits promised by the MIMO capacity theorems and to overcome the radio

channel challenges.

1.2.1 Channel Capacity

A new era of information theory and wireless communication begun when Dr. Claude
Shannon published his paper titled: “ A mathematical theory of communication”, in 1948.
In this paper, he first proved the following theory, which applies to SISO systems, where a

communication link is modeled as illustrated in Fig. 1.1.
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Theorem 1 [20] The capacity of a channel of band W perturbed by white thermal noise

with power N when the average transmitter power is limited to P, is given by

P+ N
C=Wlo .
&N
Illsg?,lrrrélgtlon Transmitter -/—\ Receiver Destination
Signal Received
Signal
Noise
Source

Figure 1.1: A System Modeling in Shannon’s Channel Capacity Research.

Shannon first pointed out this theoretical limit of channel capacity that single antenna
systems can achieve. Since then, the research has been conducted in an effort to approach
this capacity limit. A variety of advances in coding/decoding, modulation/demodulation,
noise suppression and signal detection have been made to reduce gaps between the trans-
mission rate and the ‘Shannon limit’.

Nowadays, more potential wireless applications are emerging in a larger scale, such as
virtual navigation, tele-medicine, crisis management, distance learning [21]. Wireless local
area networks (LAN) and multimedia personal digital assistants (PDA) are deployed with
a higher density of terminals than ever. This results in severe spectrum congestion. The
contradiction between limited frequency bandwidth resource and the increasing number
of wireless users is a rigorous challenge that the wireless system design has to face. At
present, the effort in approaching the Shannon capacity at the cost of higher processing
complexity has reached a point of diminishing returns as the achieved transmission rate
gets gradually closer to the capacity limit. Hence, the progress within the framework of
single-antenna radio interface is slowing down.

Encouragingly, the recent research indicates multiple-antenna systems at certain con-

ditions are able to achieve much higher bandwidth efficiency than that of single antenna
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systems assumed by Shannon. The rest of this section presents a mathematical formulation
of this capacity increase.
Spatial-temporal MIMO transceiver systems have multiple antennas in both sides of

the transmission link. The relation between the generic received signal vector Y and the

Additive

{ Channem}ggj
I

Transmitter Recei
antenna array ceerver
antenna array

Figure 1.2: Multi-Element Antenna Transceiver System Modeling.

transmitted signal vector X over a flat fading channel, in systems with the K transmitter

antenna elements and the M receiver antenna elements, can be expressed as follows:

Yumx1 = H(t)mxxXrex1 + Naxa (1.1)
where _ -
hu(t)  hi(t) - hik(t)
H(t) = h21. (t) h22.(t) ' hzlf(t) 12)
|hai(t) hae(t) - huk(t)]

The matrix H(t) captures the time-varying channel gain information at the time in-

stant . In the discrete-time domain, after matched filtering and sampling, the generic
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Y arx1 1s replaced by Y (z), and Xk« is replaced by X (¢) where

— - - . — -

Y1(3) X1 (4) n1(7)

}/QZ XQZ ngl
vo - | V] xa= [, Nay= |0

| Yar(d) | | Xk | | n () |

The vectors Y (i) and X () respectively are the received and transmitted vector at the 5%
symbol timing slot of a data stream, the vector N(2) is a noise component vector. Usually,
the element of transfer matrix H is assumed to have an i.i.d circularly symmetric complex
Gaussian distribution h;; = (z;; + jyi;) ~ CN(0, 6?) [8]. In addition, the noise vector N
also is assumed to have the same distribution.

A spatial multiplexing or space-time modulated transmitter simultaneously transmits
multiple streams in the same time and frequency band. The signals arrive at the receiver
antenna array along different propagation paths. The receiver gathers multiple copies of
the signals from every antenna element.

For a MIMO channel with the aforementioned flat fading modeling, the ergodic capac-
ity of the channel is calculated by [8]-[11]:

C = Eg{log,[det(Ly + —I%HHH)]} bps/Hz (1.3)

where p is average transmission power.
By examining this formula, it can be deduced that the MIMO channel has the lowest

capacity when all the subchannels are completely correlated [14]:
Clow = log,(1 4+ Mp) bps/Hz (1.4

The maximum capacity of the channel occurs when all the subchannels are of full rank

and SINR is high [14], and it achieves the value:
, Mp
Chigh = min(M, K) log,(1 + —R—) bps/Hz (1.5)

The full-rank cases happen normally when the multipath scattering is rich at the location

of the receiver array. This equation indicates that the MIMO capacity has the potential to
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Figure 1.3: Modeling of a General Wireless Communication System.

achieve an increase with a multiplicative factor proportional to the smaller of the transmitter
and receiver antenna numbers. This definitely is a huge capacity enhancement that other

signaling techniques are unable to offer.

1.2.2 Challenges in Wireless Communications

A digital wireless communication link normally consists of a digital source, a source en-
coder/decoder, a channel encoder/decoder, a digital modulator/demodulator, and a channel
contaminated by noise and interference. Figure 1.3 illustrates a radio communication link
including these essential elements. The error rate of the symbol detection over a time-
dispersive fading channel is one of the most important factors considered in this disserta-
tion.

The following are the challenges that wireless communication design is facing:

* In mobile communications, the mobility of the transceiver and the multi-path prop-
agation of the signal cause a time-varying frequency-selective environment for the
wireless transmission. Channel linear or nonlinear distortion on the signals, multiple
access interference (MAI) and noise contamination pose severe difficulties in term
of achieving a low detection error rate. In this aspect, radio interface is of enormous

significance and the high performance of the wireless networking is provided at the
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cost of the complexity of its radio-interface.

 The wireless resources such as available bandwidth are more and more becoming a
limiting factor due to an increasing number of users.

» Mobile devices are required to be designed with limited battery capacity and small
portable sizes.

» Synchronization of the timing, phase, and frequency has to be accomplished with-
out reducing the transmission efficiency in a multipath fading environment impaired
by time-dispersive characteristics, multi-access interference, low SNR and Doppler
effects.

« Security, flexible and reliable networking, and optimization of resource allocation are

also the main concerns of wireless systems.

1.2.3 Advanced Digital Signal Processing

Digital signal processing is an enabling factor to advance the wireless techniques. The sig-
nal envelope fading, MAI, ISI, Doppler effects, inter-channel interference (ICI) and noise
perturbation constitute the main causes of the errors in signal detection at the receiver.
Signal processing approaches in a mathematical theory framework are the most effective
leverages to mitigate the channel distortion, to increase the SNR, to achieve signal synchro-
nization, so as to improve the overall network performance.

“The fundamental theory behind detection, classification, and estimation has its home
in mathematical statistics and decision theory” [22]. The progress of digital signal process-
ing in channel coding, statistics, optimization, adaptive theory, and detection theory have
brought a variety of technical solutions and enhancements to wireless systems. The thriving

wireless applications are embodiments of the success of the underlying signal processing

algorithms.
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1.3 Spatial Diversity and MIMO Systems

This section highlights the recent developments in MIMO channel coding and signal pro-
cessing. Some breakthroughs in the MIMO system research are also reviewed. A com-
parison between beamforming and MIMO schemes is conducted to clarify their unique
performance advantages and implementation feasibility in the different scenarios.

There have been many significant advances in channel coding and signal processing
in the last fifty years, such as the development of convolution code and Viterbi algorithm
(VA) [23] [24]. Particularly, the invention of the turbo code and turbo-processing theories
due to the excellent work of Claude Berrou in 1993 [25] [26], have been widely regarded
as a groundbreaking progress in the coding theory in the last ten years, which is a ‘near
optimum error correcting coding and decoding’. All of these are representatives of the
successful breakthroughs in the research to reduce the gap to Shannon’s capacity limit
against noise and interference.

However, there is much more to be achieved in the design of communication transceivers,
specifically, the development on space-time signal processing and MIMO channel verifies
that spatial characteristics of the channel and signals can be exploited along with their
time and frequency patterns to substantially enhance the transceiver capacity and system

resilience to the signal fading effect [8]-[11].

1.3.1 Spatial Multiplexing and Beamforming Schemes

This section reviews the spatial multiplexing and beamforming systems. A brief compari-
son between them is presented to highlight their different characteristics.

As a typical example of the spatial multiplexing systems, BLAST (Bell Laboratories
Layered Space-Time) experiments demonstrated a 20-40 bps/Hz transmission with a real-
istic SNR (22 dB to 34 dB) and error rate in an indoor experiment in 1998 [5], [7], [27].

By exploiting the spatial-temporal signature of subchannels and receive diversity, BLAST
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successfully verified that the spatial characteristics of the received signals can be taken ad-
vantage of to divide the channel into multiple spatial subchannels. Moreover, it also clearly
indicates that simultaneous transmitting of multiple signal streams through different low-
powered subchannels is more beneficial than using only a single high-powered channel
[4].

Optimal cancellation and detection processing techniques enable the MIMO channel to
be layered into several subchannels allowing simultaneous parallel transmissions of mul-
tiple data streams [28]. In spatial multiplexing, a multiplicative capacity increase as com-
pared to that of single antenna systems can be achieved, provided the channel is of rich
multipath scattering.

The recent research on MIMO channels has its origin from beamforming techniques
[29]-[31] and spatial filtering. A variety of algorithms of array signal processing emerged
in the last 20 years [32]. The latest research exploits both the array structure and the sig-
nal space-time-frequency characteristics. The investigation aspects include array manifold,
time manifold, constant modulus, source independence, finite alphabet, and block Toeplitz
structure [12], [13]. This leads to receive diversity algorithms for multiple access inter-
ference (MAI) cancellation, channel equalization [33]}- [36], and blind beamforming {37],
[38].

As pointed out in the paper [10], ‘smart antenna’ or beamforming normally refers to
the techniques exploiting the signaling or processing of data at one side of the transmission
link. ‘Smart antenna’ normally is employed at base stations because of the limitations of
size, complexity, power and cost of the mobile devices.

Later research and engineering development indicated that, in rich multi-path scattering
environments, MIMO schemes, which process at the both sides of the communication links,
are able to provide higher capacity and fading resistance than what ‘smart antenna’ can
offer. The other aspects of the difference between ‘smart antenna’ and MIMO schemes are

enumerated as follows:

1. MIMO techniques stem from the ‘smart antenna’, but they may establish multiple
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spatial sub-channels to gain higher capacity increase. The magnitude of the capac-
ity increase through spatial multiplexing of MIMO channels depends on the channel
scattering environment. In the cases where the channel exhibits high-rank character-
istics, a maximal capacity increase can be achieved. The key point of ‘smart antenna’
is ‘beamforming’, which normally focuses the beam to the desired direction in order
to maximize the signal SNR. This processing is conducted at either the transmitter
or receiver through optimal weighting on the signals to be transmitted from each el-
ement of transmit MEA or by optimally combining the signals from each element of

the receive MEA.

2. ‘MIMO’ normally needs uncorrelated antennas which should be spaced as far as the
space limitation allows while ‘smart antenna’ usually tends to use closely spaced

antennas as an array with certain geometric characteristics.

3. ‘MIMO’ usually has a small number of antennas while ‘smart antenna’ MEA typi-

cally has a large number of antennas for better beamforming aperture.

4. ‘MIMO’ concentrates on data stream spatial multiplexing or diversity maximization
while ‘smart antenna’ focuses on the average SNR improvement and spatial filtering

to reject the interference.

5. ‘Smart antenna’ has superior performance for open space or line-of-sight (LOS)
propagation dominated environments. On the other hand, ‘MIMO’ needs a rich-
scattering environment, which imposes distinct spatial signatures to the signals trans-

mitted from every single antenna.

Therefore, for different transmission scenarios, a proper scheme of beamforming and
MIMO should be chosen by taking advantage of the different characteristics of ‘MIMO’
and ‘smart antenna’ to achieve the optimal effects.

In summary, transmit and receive diversity achieved by multiple antennas will improve
the signal quality by the diversity gain and array gain [39] which are effective in both mo-

bile and fixed broadband wireless access (BWA), especially for the multi-user interference
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suppression and equalization. “ Whichever multiple access technique is employed, the ulti-
mate performance limitation is the system’s susceptibility to interference” [40]. Hence, the
spatial-temporal methodologies, including beamforming and MIMO, enhance the overall

wireless network performance.

1.3.2 Space-Time Coded Schemes

“ Space-time trellis and block codes enjoy a rich structure that should be ex-
ploited in a multi-user broadband wireless modem to enhance its performance

and reduce the complexity of receiver signal processing functions”. [41].

While Foschini has been focusing on the spatial multiplexing for higher capacity [5],
Alamouti started a new field of space-time transmit diversity coding to achieve higher fad-
ing resistance for lower bit error rate in low SNR situations [42]. From then on, transmit
diversity and space-time channel coding became important subjects to combine both spa-
tial and temporal dependencies of a channel to maximize the fading resistance, and at the
same time, to maintain as low as possible a receiver complexity. This area also has been
attracting intensified research interest.

The discussion on ST coding design criteria was initialized in [43], [44], which pointed
out the crucial rank criterion and determinant criterion to achieve the maximum diversity.
Space-time block code, ST trellis code and the concatenated codes based on ST codes have
good performances with low-complexity signal reception schemes, especially for the codes
with unitary ST constellation [45]-[50]. Based on the unitary ST block code, the differential
group code and unitary differential ST modulation (DSTM) were proposed for noncoherent
detection so that the signal could be detected without the knowledge of channel impulse
responses (CIR) [51]-[54]. The modified version of DSTM was discussed in [55], [56] for
better interference suppression.

Space-time coding is an effective method in increasing both bandwidth and power effi-

ciency to exploit full spatial diversity. The theoretical and experimental investigations show
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that the large diversity gain could be achieved by unitary ST code in the fading channels
provided the SNR is mild to high [47].

1.4 Multipath Propagation Environment

1.4.1 Multipath Characteristics

h(t)

5(t)

() h(t)

. Channel .

t IR

Figure 1.4: Channel Impulse Response Illustration.

In wireless communications, each transmitted symbol generates a large number of
echoes because of the numerous electromagnetic scatters in the environment of the sig-
nal wave propagation. The multiple signal echoes arrive at the receiver along different
propagation paths with a different delay. For high-speed transmissions driven by the im-
mense throughput demanding, the symbol duration is comparable to or even much smaller
than the multipath delay difference of the echoes. Therefore, the echoes have a delay large
enough to collide with the subsequent symbols. The received symbols at the receiver are
not the original symbols sent by the transmitter with only a magnitude attenuation but are
the superposition of the transmitted symbols and their echoes. Hence, the multipath causes
the symbols to overlap in time domain. This phenomena is called “time-dispersive channel”

effect, which generates inter-symbol-interference (ISI) and is the major channel distortion
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on the signals and results in poor signal quality. Fig. 1.4 illustrates the discrete time im-
pulse response of a time-dispersive channel, which could be modeled as a discrete-time
linear filter, as demonstrated in Fig. 1.5. The output of the channel is a convolution of
input signal with channel impulse response. Section 1.4.2 presents more detail in regard to

the mathematical modeling of time-dispersive channels.

channel output

Figure 1.5: Equivalent Discrete-Time Linear Filter Model of FIR Channel.

For MIMO systems, there is more than one source of input into the channel so that not
only the ISI exists but also multiple-source interferences appear. Hence, it is more difficult
to mitigate the IS at the receiver. The main focus of this dissertation is on the approaches

in removing ISI within the framework of MIMO systems.

1.4.2 Time-Dispersive Channel Modeling

“Fading dispersive channels are usually best described as random linear

time-varying filters.” [2]

This section considers the time-dispersive channel modeling and classification, which
are the theoretical basis in the discussion of MIMO equalization schemes later on in this
dissertation. As a dominant barrier to support high bit rates, the time-dispersive channel is
the most critical problem to be tackled when introducing high date rate services, and hence

is of tremendous research interest.
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Time-spread due to the multiple propagation paths (scattering echoes) of the signal
wave results in severe ISI effects and frequency selective fading channels. There are two
important factors that cause the small-scale fading effects in additional to the large-scale
fading. [57]:

« A small location change (travel) will give rise to the rapid variation on signal magni-

tude, especially for the case without line-of-sight paths for signal propagation.

» Doppler effect due to mobility and the variation of media physical parameters will

form random modulations on the signals.
A linear fading channel can be modeled as a time-varying filter. The relationship between

the transmitted signal and the received signal normally is expressed as follows [58]:

 Transmitted signal can be written as:
S(t) = Re{8(t)e’? 1} (1.6)

where 5; is an equivalent low-pass signal and f, is the carrier’s frequency.
* A multipath fading channel can be characterized by its impulse response with a ran-

dom magnitude of coefficients a,(t) and the random delays 7, as follows:
c(r,t) = Zan(t)eﬂ“f”"(t)é(T — 1) = afr;t)e e (1.7)

where a(7;t) represents the attenuation of the signal components at delay 7 at the
time instant of £.
* The received signal can be modeled as a convolution of transmitted signal and time-
varying channel impulse.
o0
z(t) = Re{ [/oo c(r;t)s(t — 'T)d’l'] ejz"ﬂt} (1.8)
* The time-variant transfer function of the channel is:

C(f,t) = / N c(r;t)e > Tdr (1.9)

-0
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« Under wide-sense stationary assumption, the autocorrelation function is

8ol i, f 1) = SEI(C* (f,0Cfoit + A (1.10)

and the scattering function of the channel is:
[e.o] o0 . .
S(r,\) = / / be(Af; Ar)e I2 A =ITAT GALIA f (1.11)
—00 J —00

where 7 is a parameter for time delay and A is a parameter for a Doppler frequency.
Both the correlation function and scattering function systematically describe the chan-
nel situation. The received signal is a convolution of transmitted signal and the time-
varying channel impulse response without considering noise components.

The classification of the multipath channels can be done using different criteria [1].
The channel falls into the category of frequency-selective fading if the multipath delay is
comparable or greater to the symbol time, otherwise it is called flat-fading channel.

On the other hand, the channel belongs to the category of slow fading if the channel
fading rate is much smaller than the symbol rate, otherwise it is called fast fading channel.
Slow fading means the Doppler frequency is low and coherence time is large compared
to the symbol time. According to the statistical distribution of the SNR, flat slow fading
channel can be classified further as Rayleigh fading channel, Rician fading channel, or
other categories. The channel behavior is the critical factor influencing the wireless system

performance.

1.5 MIMO Channel Characterization

This section presents the mathematical modeling and characterization of MIMO channels
relevant to the derivations of the algorithms proposed in this dissertation. In particular, the
vector form for the input-output convolution relation is elaborated on. In Section 1.5.1 we
review a flat fading channel model, while, in Section 1.5.2, we extend it to the frequency-

selective fading channel cases.
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1.5.1 MIMO Flat-Fading Channel Modeling

MIMO channel modeling is important in predicting channel capacity and system perfor-
mance, and provides motivating insights into system design and simulation. There is a
variety of characterization and modeling methods for the MIMO channels, which can be
classified according to different criteria, e.g.,(i) the measurement based modeling vs. the
scatter based modeling; (ii) the physical models vs. the non-physical models; (iii) the }lat
fading MIMO channel vs. the frequency-selective fading MIMO channel [59].

In some cases, the MIMO characteristics are not sufficiently described by a small num-
ber of physical parameters, such as direction of arrival (DoA), direction of departure (DoD),
and time of arrival (ToA). Among the different modeling of MIMO channels, the channel
characterization based on distributed scatter models and channel analysis in [60] brought
insight into MIMO capacity prediction and system design. The modeling proposed in [9]

and [60] classifies the MIMO channel in the following categories:

1. Uncorrelated high rank MIMO channel: the elements in channel matrix H in (1.2)

are uncorrelated and with independent and identical distribution (i.i.d) of CA/(0, 1).

2. Uncorrelated low rank MIMO channel (‘pin-hole’ or ‘key-hole’ channel): H =
gr:8;, Where g, and g are independent column vectors. The vector g, is of
the distribution CA(0,I). The vector g, is of the distribution CN(0, I). There-
fore, the channel has a rank of 1, and it loses the multiplexing gain but still achieves

certain diversity gain.

3. Correlated low rank MIMO channel: H = g,,9;, U, Uj, , where g,; and g, arei.i.d.

variables of CN/(0,1), and, U,, and U}, are fixed vectors of unit modulus entries.

At this situation, MIMO channel can only offer array gain.

In the transceiver scenario illustrated in Fig. 1.6, a channel model to characterize the

statistical behavior of the MIMO channel was proposed as in [9] and [60], which is as
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Figure 1.6: Visualization of the MIMO Scatter Modeling.

follows:

1 1 1 1
H-= ﬁRozr,d,Gngs,wr/sGtRi,dt (1.12)

where Ry, 4. is a M x M receive correlation matrix. In the case of rich-scattering (rich-
multipath), (i) the receive angle spread is large, and (ii) the matrix Rg, 4, will converge
to identity matrix. The matrix Ryg, op,/s is an S x S correlation matrix determined by
scatters of the wave propagation. The matrix Ry, 4, is a K x K transmit correlation matrix
to characterize correlation of the transmit antenna elements. The matrix G; is an S X K
matrix, whose element is i.i.d. of CN(0,1). The matrix G, is a M x .S matrix, whose
element is i.i.d. of CN(0, 1) as well.

As analyzed in [60] and characterized by (1.12), rich-multipath scattering normally
causes wide angle spreads. In this situation, the channel gain matrix can be modeled as a
high rank matrix. For outdoor MIMO channels, a formula suggested in [60] to predict a
high rank channel situation is:

2Dy 2D, >&
K-1M-1 M

(1.13)

where (i) Dy, D, stands for the transmit and receive scattering radius, respectively, as il-

lustrated in Fig. 1.6; (ii) R is the distance between transmitter and receiver; and (iii) A is
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the wavelength. This formula indicates that a large number of scatters (and large antenna
spacing), large angle spreading and small range R will easily build up the high rank MIMO
channels, which offer significant spatial multiplexing and diversity gains [14].

The ‘pin-hole’ channel refers to the situation where the MIMO channel is rank deficient,
though the antenna elements for both transmit and receive MEA are uncorrelated. The ‘pin-
hole’ channel situation occurs when Ri,z D, /s is rank deficient in the cases of large R and
small D; or D, or scatter free line-of-sight cases.

Rank-deficiency of MIMO channels occurs when the scatter angle spreads become
small. The scatter radii and range R will determine the rank of the MIMO channel rather
than the physical spacing of the antenna elements, unless the spacing is too small to keep
the element uncorrelation. Whenever, the scattering is absent, the antenna spacing becomes
a determining factor to the channel capacity. Increasing the antenna spacing at this situation

will help to achieve a high rank of MIMO channels.

1.5.2 MIMO Time-Dispersive Fading Channel Characterization

At the receiver, each element of the antenna array receives a superposition of signals sent by
different transmitter antennas. For the unique pair of transmit and receive antenna elements,
the signal from the transmit antenna element arrives at the receiving antenna element along
many paths with different delays and different signal attenuation. SNRs at the receive
antenna elements are also different.

The MIMO channel can be expressed using a tapped delay line model in a matrix format

as follows [60]:
H(r) =) Hib(r —n) (1.14)
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Figure 1.7: Visualization of the Multipath Propagation and Scattering.

where matrices {H;,l = 0,1,2,---, L} are used to capture the channel impulse re-

sponses:
[ 1 1 0
MM
1 1 1
o I R
1 1 1
iy Rhy e Bk

[ is a delay index, hﬁlk represents the gain from the k** transmit to the m*" receive antenna.
7, is the delay amount for the [-th delay. According to the stochastic modeling expressed as

a— 1
= f

Therefore, the relation for the continuous-time transmitted signal and received signal

1 \3 ! 3 ~lolll 13
H, (RY 4 ) GURY ) GYRY )2 (1.15)

is:

V() = / H(r)X(t — 7)dr (1.16)
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where Y(t) = {x1(t), %a(t), - - - ym(t)}" and X(t) = {z1(t), 2o(t), - - @ ()}
The equation (1.15) holds under the condition that both the mean DoA at the receiver
and mean DoD at the transmitter are zero, see Fig. 1.6. When the directional properties

are captured in the stochastic model, the equations (1.12) and (1.15) should be modified as

follows:
1 1 1 1
H= $W7(¢T)R3T’dTGTR;S’2DT GRS 4 Wi(r); (1.17)
1 1 1 1
Hy = %WT(@)(REEA,)?GL”(RL‘!,QDT/S)ZG&”(Rgl,dt)"’wt(@) (1.18)
where _ .
(1
wr " (dy) 0 0
0 wil(¢r) 0
Warxn(dr) = , _ ; (1.19)
|0 wi(4,)
w£1](¢t) 0 0 W
0 wl(e 0
Wi () = @) . ; (1.20)
|0 wi(¢r) |

wyl and wl denotes the phase shift relative to the first antenna while the mean DoD is
¢; and the mean DoA is ¢,. Therefore, the modified version of H and H; captures the
directional properties.

Provided that the MEAS are the uniform linear antenna array (ULA),
w = f(¢)exp[—j(m — 1)dA"2msing] (1.21)
where f[%(¢,) is the complex radiation pattern of transmit antenna element ;
wil = fB (¢ )exp[—j(m — 1)dx"2nsing,); (1.22)

where T[i] (¢r) is the complex radiation pattern of receive antenna element 7 [60].
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The discrete-time input-output relation of the MIMO time dispersive channels can be

described through the following equation in the z-domain [28] :
K
Ym(2) = ) Hui(2)Xi(2), 1<m<M (1.23)
k=1

where Y,,(2), Hni(2), Xk (2) are polynomials of 2, as illustrated in Fig 1.8. .

~ - Hu V4 ~ -
_T :L‘1(Z) ;‘::_--Hl—((_,z_)}:;f yl(z) L
Rv

M T O] I =

MG Et— 3N 2] |

Figure 1.8: MIMO System Input-Output Relations in the z-domain.

This relationship in a matrix format becomes:

Y(z) = H(2)X(z), (1.24)
where
[ Hu(2) Hil?) Hix(2) |
o | En) ) e Ha() |
| Hin() Hunle) - (@)
Yi(2) X1(2)
vo= | PPl xe=| PP
| V(o) | | X |
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H,.;(z) denotes the transfer function from the k** input to the m** output; Y(z) stands
for the multiple-output (received signals) of the MIMO system; and X(z) represents the
multiple-input (transmitted signals) to the MIMO system.

In a MIMO system, the interpretation of the z-transform can be expressed in a matrix

form as follows:

L
H(z) = > h(l)z™
=0
where _ .
[4 [4 [4
R e alk
pl gl gl
hW)y=| = % K0 1=0,1,---, L. (1.25)
[4 1
| B Re o B |
X(z) = Y x(1)z7" where x(1) = [z:(1) z1(1) - zx ()]
l=—00
Y(z)= > y(0)z™" where y(I) = [12(1) va (1) yne(1)]"
l=—00

In the time domain, the relationship between inputs and outputs of a MIMO system is:

y()= > h(i)x(l—i)= Y h(l-i)x(i) (1.26)

t=—00 1=—00

The received signal vector sequence y(I) is a convolution of the transmitted signal
vector sequence x(¢) and the channel impulse response matrix sequence h() [28]. In order
to cancel the echoes caused by the multipath, a de-convolution of the multichannel signals
is required.

Figure 1.9 illustrates the z-domain and time domain input-output relations in the time-

invariant MIMO system for the first and last receive antenna based on (1.23) and (1.26),

respectively.
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Y1(2) = Yrey Hik(2) Xi(2)
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Figure 1.9: Mathematical Modeling of a MIMO System with K Transmit and M Receive
Antennas.

1.6 Channel Identification and Equalization

In this section, a short review of multiple channel identification and equalization methods
is presented.

The development in MIMO transmission systems indicates that it is beneficial to exploit
the time, frequency, and spatial detail characteristics of the wave propagation. Hence,
an active research trend in MIMO transceiver design is to optimally take advantage of
these fine details instead of some ad hoc approximation to recover the signal from channel
distortions. Developing advanced methods for multiple-channel identification is part of
these investigation endeavors, and, channel identification is a prerequisite to some channel
equalization approaches which assume the prior knowledge of the CIR.

Among all the approaches, the blind identification and equalization algorithms, which
only have access to the received signals, have a self-start (self-recovery) feature. Blind

methods facilitate the transmission efficiency because they do not need training sections
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and are preferable in time-varying fading channels.

In the past twenty years, the signal subspace analysis based channel identification meth-
ods are among the algorithms which have attracted a lot of research attention, [61]-[65].
Deterministic subspace methodology has a superior performance when the channel order
is known. However, its performance will degrade severely when the channel order is over-
estimated or under-estimated. When the noise statistics is assumed to be spatially colored,
many subspace-methods assuming noise to be both temporally and spatially white are not
feasible. There are many other algorithms with various features, different processing com-
plexity and assumptions, such as outer-product methods in [66] based on the prediction
error methods for improved performance, joint data and channel estimation methods [67]
and a mutually referenced filter method in [68]. Higher order statistic cumulant subspace
method [69] became a recent contribution on multiple channel identification.

System performance loss due to channel frequency-selective effects will not be recov-
ered by increasing the transmission power. A variety of channel equalization algorithms
serve as a main methodology to recover the signal from frequency-selective channel distor-
tions. These approaches initially were proposed for the SISO transceivers and are general-
ized to MIMO systems nowadays.

Several examples of the blind or training-aided equalization approaches are as fol-
lows [58], [70]: Linear equalization algorithms were constructed according to criterion:
Zero-Forcing, ML [58], [71] with FIR filters. With improved performance, the decision-
feedback equalization (DFE), [72], [73], [74], has been attracting enormous research efforts
in MIMO framework. The performance degradation due to error propagation and the high
complexity of the receiver structure in the scenarios with MIMO channels are the limiting
factors to this type of schemes. Recursive LS equalization [70], [75] brings adaptivity in
the signal reception, but there are major concerns on the convergence rate and complexity.
Equalization based on signal property forcing, such as constant modulus algorithm (CMA)

[76] offers blind algorithms, but it still has to deal with the convergence issues.
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OFDM is a special kind of scheme with high resilience against frequency selective fad-
ing channels [77], [78], [79], which distributes the symbols along the frequency axis instead
of time axis. As such, it splits a broadband channel into multiple narrow-band channels so
that the frequency-selectivity of the channel could be efficiently compensated or mitigated
by differential amplitude phase shift keying (DAPSK). Several combined schemes such as
CDMA-OFDM, MIMO-OFDM [80], [81], have be shown to possess the superior perfor-
mance.

Instead of processing signal at a symbol rate, using fractional-sampling to exploit
the cyclostationarity, blind identification and equalization based on second-order statis-
tics (SOS) was proposed in [82], [83], which started a new branch of SOS methods. Blind
second order deconvolution proposed in [84] offers an improved robustness against the
channel order estimation error.

Blind least-squares approach in [67] offers a new insight to the joint estimation of the
data and the channel at a cost of high complexity. As a recent development based on
this approach, an adaptive solution using deterministic maximum likelihood was presented
in [85].

For high-mobility radio systems, channel characteristics vary rapidly, and make the ap-
proaches assuming time-invariant channels impractical. For time-varying channels, the ba-
sis expansion models and space-time techniques for blind equalization have been presented
in [86]. Another algorithm which circumvents the channel identification by the direct signal
subspace estimation discussed in [87] is also preferable for high-mobility fading channels.

Two of the schemes proposed in this dissertation are blind channel equalization schemes
and one of the schemes falls into the category of direct signal subspace estimation methods.
All of them are the deterministic approaches which can operate on a small number of
samples, i.e., the signal samples within a short time period when the MIMO channel is
assumed to be stationary. Because of this feature of the proposed approaches using quasi-
static channel modeling, it is possible to deal with the time-varying channels that is static

over the duration of a few frames.
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In addition, several modulation and multiple access schemes have less vulnerability
to the frequency selective channel impairment, i.e., Frequency-Hopping-CDMA-SS and
Direct-Sequence-CDMA-SS inherently have the interference suppression property. There-
fore, ISI can be mitigated to some extent by employing such robust modulation/access
methods. Combination of coding and modulation such as TCM, multiple TCM also are

effective tools in improving the signal quality.



Chapter 2

Frequency Domain Equalization for
MIMO Space-Time Transmissions with

Single Carrier Signaling

HIS chapter presents a space-time MIMO transceiver scheme for reliable transmis-
T sions over frequency selective fading channels using conventional single-carrier M-
ary PSK or QAM modulations. The main feature of this scheme is to exploit the induced
signal circulant structure at the receiver to mitigate the ISI effect in the context of MIMO
channel. Through a large number of Monte-Carlo simulations, it is demonstrated that the
performance of this scheme over time-dispersive channels is comparable to that of MIMO-
OFDM. Because the OFDM scheme has high peak-to-average power ratio (PAPR), and as
a result, it demands the use of highly linear power amplifiers (PA), the proposed scheme is
an excellent alternative as it offers the advantage of reduced constraints on the PA linearity.
In general, it is difficult to implement the high-power PA at the transmitter to meet both
constraints of linearity and power efficiency.
The chapter consists of six sections: Section 2.1 briefly describes the background of the
research in this chapter. Section 2.2 details the signaling proposed in the scheme. Section

2.3 derives the receiver algorithm for SIMO channel cases, which has a single antenna

34
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at the transmitter and multiple antennas at the receiver side. Section 2.4 generalizes the
SIMO cases to the MIMO channel scenario, where the multiple antennas are assumed to
be employed at both sides of the transmission link. Section 2.5 demonstrates the systems
performance via simulation results and related analysis. The final section summarizes this

chapter.

2.1 Motivations

The ever-increasing transmission rate of wireless applications places demands on the equal-
ization algorithms to be even more efficient in terms of convergence, complexity and adapt-
ability. For high-rate wideband communications, the channel time-spreading could be very
large compared to a symbol time slot. Conventional time-domain decision-feedback equal-
izers (DFE) have to have a large number of taps to equalize such kind of channels. For
the case of MIMO spatial multiplexing, in which multiple data streams are simultaneously
transmitted within the same frequency band exploiting spatial signatures in a rich-scattering
environment [5], [9], [15], [60], [88], the computation of the optimal coefficients of MIMO-
DFE for long time-spreading channels is very demanding and costly [72]- [74]. Moreover,
the feedback data error propagation problem always degrades the performance of MIMO-
DFE.

In the last ten years, owing to its unique signaling structure to facilitate efficient channel
equalization, OFDM became one of the most prominent schemes in time-dispersive chan-
nels [77], [79], [81], [78]. However, the OFDM advantages in channels impaired by ISI are
offset by its high PAPR. Nonlinear distortions of the channel or transceiver cause dramatic
OFDM performance degradation as they give rise to severe inter-carrier-interference (ICI)
[89].

The single carrier frequency domain equalization (SCFDE) scheme [90] employs the
M-ary PSK or QAM single-carrier signaling and has comparable performance over time-

dispersive fading channels as OFDM. This chapter extends the SCFDE from SISO to the
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MIMO cases. The proposed scheme has a favorable tradeoff between the channel equal-
ization performance and the processing complexity. This scheme has the advantage that it
does not face the high PAPR problem as MIMO-OFDM, and has a same overall transceiver
complexity as that of MIMO-OFDM. It is practical and capable of fully removing ISI via
efficient processing in the frequency domain. Its signaling frames possess a circular suffix
segment and the receiver exploits the signal structure of circulant matrix. It is this special

signaling frame structure that facilitates the ISI mitigation at the receiver.

2.2 Transmission Signaling

In the SCFDE, N information-bearing M-ary PSK or QAM symbols sg-k], j=1--- N
are assumed to be carried in the k-th frame time slot SH = [si¥ s W1 slF) he
transmission procedure is illustrated in Fig. 2.1. Rather than transmitting the data vector
Sk, G circular-shift-suffix symbols (or fixed symbol sequence) are appended following the
data symbols in the guard time interval T;. Appending a fixed symbol sequence is favor-
able for the purposes of semiblind channel estimation, tracking, and synchronization [91].
Without losing generality, we assume a circular-shift-suffix is transmitted here. Hence,

what enters the channel is the f;ﬁflme defined as:

-

7

Pl = [l sl R ISR IR SR SR , 5% where W = N + G is the frame

length; G = % > L; and L + 1 is the maximum length of the multiple channels. The
transmitted signal in the k** frame from a transmit antenna is modulated with a single

carrier as expressed in the following equation:
w
s(t) = R{D gt — (w— )T, — (k= 1)Ty) x Fig e fel-w-T-(-0T0} - (3 1)
w=1

where g(t) is a shaping pulse, f., T, T are the carrier’s frequency, the time interval for a

frame and the time slot for a symbol, respectively.
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Figure 2.1: The Timing of the Transmitted and Received Signal Streams.
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2.3 Receiver Algorithm for SIMO Cases

In this section, M antennas are assumed to be employed at the receiver and transmitter only
has a single antenna. For a quasi-static discrete-time modeling of single input and multiple
output (SIMO) channels as demonstrated in Fig. 2.2, in the time domain, a matrix H is

used to capture the impulse responses of the multiple channels [57]:

3 T
h[IO] h[ll] o h[lL]
plob pl o gl
Hyxen=| . -~ 2.2)
0 1 L
ERCT
= [n©) B() - n()]

where hg } represents the gain from the transmit antenna to the ¢* receive antenna, and i is

a delay index. The vector h(3) is the i*" column of the matrix H Mx(L+1)-

Tx AN ~ Rc

Figure 2.2: Single-Input Multiple-Output System.

In the proposed scheme, the received signals, after down-converting and base-band
filtering, are sampled at the symbol rate and arranged in a matrix Y!* within the £ frame
interval between ¢, to t, as illustrated in Fig. 2.1, where samples from the same receive

antenna are in one row. Without noise, the sampled data matrix Y is a convolution of
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discrete-time channel impulse response with the transmitted signals. In a matrix format,

this relationship could be expressed as follows:

yl[\I:I]xW = HMX(L+1)X([§]_{.1)XW + NMXW (2.3)

where A stands for the noise component matrix, and Y and XK are the matrices as

follows.
[ [k] (K] (k]
Yoy Ya2 0 7 Yaw
T O
Y = Yo Yoo Yow)
X . . . . .
G [k] (K]
Yy Y2 T Ymw),
(k) 3 U (R
Foy  Fp Fow)
[k-1] [k} [k}
e Fw)  Fo Fw )
(L+1)xW . .
k—1] k-1 1alk] (k]
Fow-rey  Fwy Fo o Faop]

The first processing of proposed receiver is to remove the first G columns from the

received data matrix Y] so that a shorter data matrix Y*! is obtained:

[ 1K (k] R
Yae+y Yae+2) Y,w)
] (k] L (k]
YS\"} v = Yeie+1) Yec+e) Yo,w)
X . . . . .
S %] L
| Ymer) Y642 Yomw) ]
such that
YH o —H XK N 2.4
MxN Mx(L+1) A y1yxn T NMxN (2.4)
and
[ K [K] k]
F(G+1) F(G+2) a v » . e F(W)
(k] (k] (k]
X . . . . . :
(k] (k] (k]
_F(G—L+1) F(G—L+2) oot F(W—L)_
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Furthermore, from (2.2) and (2.4), YE@]X v 1s expressed as follows:

L+1
YECI]XN = Zthl(i - 1)X£’§};) + Nprxn (2.6)

=1
where X; ), the i*" row of X, is a circularly shifted version of Sk}, This fact can be observed
from matrix (2.5) and the definition of F'*!. Hence,

L+1
YE\,fI]xN = Z thl(i - I)S(Ué]—ﬂ-l) + Numxwn (2.7

i=1

where 8({5] stands for S®((n + 1))y, a left circularly shifted version of SI¥l. The follow-
ing properties and theorem about the Discrete Fourier Transform (DFT) and the Inverse
Discrete Fourier Transform (IDFT) are useful for further analysis of the signal structure
and the derivation of the receiver algorithm. If x = [z(1),z(2),z(3),---,z(N)] and
X = [X(1),X(2),X(3),---,X(N)] are the DFT pair: xy -’351» Xy. The DFT rela-

tion can be written in a matrix format as follows:

1

DFT: Xy =xyV, IDFT: xy = NXNVH (2.8)
1 1 1 1
1 v V2 V-1

Vyxn =11 2 vt p2AN-1) (2.9)
1 oN-1 2(N=-1) | . L (N-1)(N-1)

Vo« is a Vandermonde matrix with v = e~727/N [58]. In this case, V is also a Fourier

transform matrix.

Theorem 2 [92] If z(n) DTFT> X (k),

z((n — )y D—;“L X (k)e 92mk/N (2.10)



From Theorem 2, it could be concluded that:
St = IDFT((Q(i) © DFT(SK)))

where © stands for element by element product and

Qi) = [ej27ri/N, ej27r2i/N, ej27r3i/N’ . 6j27rNi/N]

Hence,

Sto_ipy = QUG —i+1)s¥
where ) ]

M0 .0
(k]
Sk — 1 0 7 0 vH
0 0 ™
and [y}, A, /89, N = [, S5, s, L SV
From (2.7) and (2.13),
L+1
Y v =3 hiali— DQG — i+ 1)SH + N

i=1

and this relation in matrix form is:
YE\ISI]xN = CS[k] +N
where
L+1
C=>) hya(i—-1)Q(G—i+1)=HQ,
i=1

and

Q = [Q(G)T’ Q(G - I)T’ Q(G - 2)T’ R Q(G - L)T]T'
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2.11)

(2.12)

(2.13)

(2.14)

(2.15)
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The signaling structure described by (2.11) and (2.15) facilitates direct and efficient pro-
cessing to be conducted in frequency domain to achieve channel equalization and the sym-

bol detection. The parameter matrix C can be expressed as:

[~ 1
cll Cl2 ot clN
c=|™> ™ (2.16)
_C'M1 Cyvma -+ CMN_

= [C(:> 1), C(;,2),---C(;, N)]
where C(:, ¢) is the column vector of C. From (2.15), it is concluded that:
YV = bi'C(, 10, 47C(, 2), -+ N €l M) + NV @.17)

Therefore, the estimation of %[k] via maximum ratio combining method can be expressed
as follows:
W = O, i) [¥VadenVlea/ (C(:, )7 CC, 1) (2.18)

Eventually, once fy}{k] is calculated, the original symbols in the time domain are obtained

via IDFT:

St — [ g gl
=S(IDFT{[ﬁi’“]ﬁé'“]ﬁé’“‘,-- A (2.19)

where £ stands for the detection of the symbol. The proposed detector for SIMO cases

~L

requires calculation of ;" as in (2.18), and the original symbols are obtained using (2.19).

2.4 MIMO: Spatial Multiplexing Cases

This section extends the SIMO signal reception scheme from Section 2.3 to the case of
MIMO spatial multiplexing, in which K transmit antennas and M receive antennas are

employed, and each of the transmit antennas independently sends a data stream within the
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same frequency band. This scheme is demonstrated in Fig. 2.3 where ‘DF’ stands for ‘Data

Frame’.

[DF [ DF [ DF | II?FIDFIDFI
]
|

: :
: : ‘5\::"}f""7
E Eﬁa“" _T \‘:\><}%C?;613(1f -->__DF |

TX (_/_/_.____\x:____\;-\ RC
~ 7N

b >

L o e e

Figure 2.3: Spatial Multiplexing Transceiver.

The received signals at the receiver antenna array are the superposition of all the signals
from different transmit antennas. Hence, based on (2.17), the following equation holds for

the cases of spatial multiplexing with multiple transmit and receive antennas:

K
YtV = Zv“’“} (- 1), Zv“” (52), 5 Y ANIC, N+ Nagn V (2:20)

where superscript [4, k] denotes the signal components of the k%" frame from the ith transmit
antenna. C;, ¢ = 1,2, - -- , K plays the same role as C in equation 2.16, and it corresponds

to 5" transmit antenna. In matrix format, (2.20) becomes:
Y WV =[G, Gl TR + Nasen V 2.21)

where,
- [Cl(:,j))c2(:)j): e 7CK(:)j)]?
and

k k & N k .
T = o8, A8, AR =12, N,
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As a sub-optimal solution, to reduce the receiver complexity, each I‘g.k] ,j=1,2,---,N,
is estimated separately. Hence, the block-wise maximum likelihood (ML) estimator for I‘Ekl
is:

T = (CTR;'C,) *CTR Y (YE v V) (2.22)
where {NpyxnV}( ) is assumed of Gaussian distribution CA'[0,R;],5 = 1,2,---, N.

Similarly, the least squares (LS) estimator for each I‘Ekl is:
I = (€] €))7 CF (Yaew Ve (223)

From the relationship in (2.19), S can be obtained from T for each data stream through the
IDFT.

However, as mentioned in [S], [7], the layered processing by signal nulling and can-
celing outperforms the processing via only nulling. The optimal ordering of detection and
canceling is conducted according to the SNR of each data stream from a single transmit an-
tenna. A larger subchannel gain for a data stream results in a greater SNR. The channel gain
is parameterized as |H,||, p = 1,2, -, K, for each data stream, which is proportional to
IColl, p=1,2,-- K.

We propose the following procedure for symbol detection in the MIMO-SCFDE scheme.

1. Calculate and sort {g, = ||C,||,p =1,2,- - - , K} decreasingly to obtain the optimal

ordering {Op,p = 1,2, --- , K'} for detection and cancellation;

2. Detect the Opth data stream and cancel it from the received signals, the finite alphabet

(FA) property of the transmitted signaling is exploited implicitly here. Mathemati-

cally, it can be formulated as follows:

(a) MLE (block-wise):

~[Op & 1 \- -
oM = ((CTR;'C;)'CTR; )0, /D

(:,4)°
or LSE (block-wise):
~[Op .k _ k
M = (CTC) o, 9D
where 9H =Y¥ v j=12... N;
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(b) §[Op,k] [S (Op, k] ~[Op k- ~[Op k]]
[0y, K| ~[Opk ~o,,, ~[Op, k11
= IDFT{[fﬁ P ,'y£ P ],fy[ ],... ny\,” ]]},
(C) §[OP7 k] = g{g[oz’: k]};
~[Op, k] ~[O Op, k ~[Op, k Op, k] A[Op, k 50m
(d)[["k],’yg”k],’y[ ], ",'71{\[ ]] DFT{[[p ], [Op, ]’ .. [p ]]}

© {DH = [C1(, O™, Cali, O™, -, (e, OpaN" "1} = D,

(f) Column vector C;(:, Op) is removed from C; forj =1,2,---, N.

3. Continue on procedure 2 according the ordering of {O,, p = 1,2,--- , K} until all

the data streams are detected;

4. Decode the detected symbol sequence if an encoding scheme is employed. The in-
terleaving and coding will bring substantial performance enhancement against the

time-selective magnitude fading effects of the wireless channels.

There are numbers of methods to estimate the channel via blind or semiblind methods as
well as their adaptive versions for time-varying channels. Full discussion on how to apply
these methods in the proposed scheme is beyond the scope of this chapter. Owing to the
nature of the SCFDE scheme, there is an efficient method to estimate the channel impulse
response (CIR) of MIMO channels. A procedure for estimating CIR with block-wise linear

minimum mean-squared estimation after [93] is:
-1 .
1. CJ :R(g(’]),P])R(PJ’FJ),] = 1’2""7N'
2. C;, {j=12,...,N}=C;,i=1,2,--- , K.
according to their definitions.
3. H; = CiQH(QQH)_l, 1=1,2,--- K.

It is feasible to make use of detected signal frame in updating the estimation of Rr, r;)
and Ry, ., r;) so that the channel variance could be tracked continuously. H; is the CIR

matrix corresponding to the it* transmit antenna.
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2.5 Performance Simulations

In order to verify the performance of the proposed MIMO-SCFDE scheme in multipath
fading environments, extensive simulations were conducted to obtain the Bit Error Rate
(BER) as a function of Signal-to-Noise Ratio (SNR). The SNR values in the figures of the
simulation results throughout this dissertation is SNR per bit per receive antenna defined as:
SNR =10 loglo(%), where &, is the signal energy per bit obtained from a single receive
antenna, and /Vy is the one-sided power spectral density of the white noise. The channel
model in the simulations is a Rayleigh fading FIR channel. The typical BER results and
the symbol constellations before and after equalization are illustrated in Figs. 2.4, 2.6, 2.5
and 2.7. In the simulations, the maximum number of symbols contributing to the ISI given
by the parameter L was assumed as indicated in the figures. Parameters M = 4,5, 6, and
K = 4,6 were assumed for different simulations as denoted. The modulation schemes
applied are QPSK and 16-ary QAM, respectively. The simulation results were statistically
averaged over all the cases of random multipath delays, random channel states, random bit
streams and random additive Gaussian noise components.

The performances of SIMO cases were also simulated and the typical results for BER
as a function of SNR are illustrated in Fig. 2.8 and Fig. 2.9 for QPSK and 16-ary QAM
signaling, respectively. Symbol constellations before and after channel equalization are in
Fig. 2.10 with certain typical SNR values.

For comparison purposes, the performances of QPSK-OFDM and 16QAM-OFDM
were simulated as well with the same transceiver antenna setup and time-dispersive fad-
ing channels. The results are reported in Fig. 2.4 and Fig. 2.6 with curves being labeled as
OFDM. It can be observed the MIMO-SCFDE achieved a robust performance for MIMO
fading channels which is comparable to the performance of OFDM schemes with the same
transmission rates, provided that the number of receiver antennas is greater than that of the
transmitter antennas.

From the symbol constellation diagrams for the signals before and after the equaliza-

tion in Figs. 2.5, 2.7 and 2.10, it can be observed that (i) before the equalization, the
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constellations of the transmitted symbols were drastically distorted by the ISI caused by
the time-dispersive channels; (ii) after the equalization, the noise instead of ISI becomes
the dominant limiting factor resulting in the detection errors.

From the performance curves in Figs. 2.4 and 2.6, it is evident that, with the same
transceiver antenna setups, the BER of the proposed scheme drops as fast as that of the
corresponding MIMO-OFDM scheme does when the SNR increases, provided that the
receive antenna number is larger than the transmit antenna number. When the transmit an-
tenna number and the receive antenna number equal, the BER performance of the proposed
scheme is inferior to that of the corresponding MIMO-OFDM systems. This situation does
not exist in SIMO cases where the receive antenna number is always no less than the trans-
mit antenna number.

By increasing the receive antenna number, the power savings could be obtained to a
certain extent depending on the BER operating point of the transceivers, signal constella-
tion employed, and the numbers of the transmit and receive antennas. In Figs. 2.4 and 2.6,
the increase of M = 5 to M = 6 brought 3.5 dB and 4 dB power savings for the QPSK
and 16QAM constellations at the BER operating point of 1073, respectively. With the same
transceiver antenna setups, at the BER of 1074, the power savings are 4.5 dB and 4.8 dB
for the schemes with the QPSK and 16 QAM constellations, respectively.

It also can be observed that the power savings contributed by the increase of receive
antenna number conforms to the law of diminishing returns. The smaller the receive an-
tenna number is, with the same signaling, the greater power savings could be obtained by
the same increase of M.

Through the comparison of the Figs. 2.4 and 2.6, it is observed as well that, at the same
BER operating point, the scheme with the QPSK constellation requires a smaller SNR than
the scheme with the 16-QAM constellation. For example, at the BER operating point of
1073 with £k = 4 and M = b5, the scheme with the QPSK constellation requires SNR
to be 8.5 dB while the scheme with the 16-QAM constellation needs SNR to be 13 dB.
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This is similar to the cases of the conventional SISO transceivers with the QPSK and 16-
QAM constellations. However, the bandwith utilization is higher with 16-QAM. When the
symbol transmission rate is same, the bit rate of the schemes with 16-QAM is a double of
that with QPSK.

There is a variety of other configurations for the proposed MIMO-SCFDE schemes in
terms of different number of receiver antennas, modulation levels, frame lengths and guard
time intervals. These parameters should be properly chosen by taking into account channel

length, SNR and time-varying characteristics of the channel.

2.6 Summary

This chapter proposed an efficient sub-optimal transceiver framework for MIMO trans-
missions over time-dispersive fading channels. This scheme achieves a comparable perfor-
mance to that of MIMO-OFDM when the number of the receive antennas is greater than that
of the transmitter antennas. Because the scheme is based on the conventional modulations
as PSK and QAM, it does not require a highly linear PA as in the case of MIMO-OFDM.
With a proper choice of parameters W, N, T and the guard time T¢;, the proposed MIMO-
SCFDE scheme is able to fully mitigate the multipath time-dispersive impairments. The
simulations demonstrate (i) the MIMO-SCFDE’s robust performance over the multi-path
fading channels and (ii) the scheme insensitivity to the different channel lengths provided

the T > LTs.
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Figure 2.4: The BER Performance over Multipath Fading Channel (MIMO cases: QPSK-
SCFDE, QPSK-OFDM).
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Figure 2.5: Symbol Constellations Before and After Equalization (MIMO cases: QPSK-
SCFDE, M=4, K=4, SNR=15.2 dB for upper figures, SNR=20 dB for lower figures).
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The BER performance comparison in mumpam tading channels. (IGQAM)
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Figure 2.6: The BER Performance over Multipath Fading Channel (MIMO cases: 16QAM-
SCFDE, 16QAM-OFDM).

Figure 2.7: Symbol Constellations Before and After Equalization (MIMO cases: 16-ary
QAM SCFDE, M=4, K=4, SNR=18 dB for Upper Figures, SNR=22.2 dB for Lower Fig-
ures).
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Figure 2.8: The BER Performance over Multipath Fading Channel (SIMO Cases: QPSK-
SCFDE, QPSK-OFDM).
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Figure 2.9: The BER Performance over Multipath Fading Channel (SIMO Cases: 16QAM-
SCFDE, 16QAM-OFDM).
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Chapter 3

Blind Channel Equalization for DSTM
Signaling Transmissions over

Rich-Multipath Channels

“For broadband transmissions, equalization is indispensable for mitigating
inter-symbol interference. STC makes equalization more challenging because
it generates multiple correlated signals that are transmitted simultaneously at

equal power.” [41]

ITH sophisticated signal and information processing algorithms, air-interface
W with space-time (ST) coding and multiple antennas improves the reliability and
the capacity of wireless links. This chapter proposes a new receiver algorithm with ST pro-
cessing for differential ST coded transmissions over FIR rich-multipath fading channels.
The symbol detection introduced in this chapter is a deterministic subspace-based approach
in a MIMO system framework. The receiver (i) assumes non-coherent reception; (ii) oper-
ates in a blind fashion without estimating the channel or its inverse; and (iii) recovers the
data directly from the received signals. The scheme proposed in this chapter employs a
multiple element antenna (MEA) at both sides of the transceiver and exploits both the an-

tenna diversity and the multiple-constant-modulus characteristics of the received signals.

53



54

The proposed receiver is able to blindly mitigate the ISI in a rich-multipath propagation
environment, and this is verified through the extensive Monte-Carlo simulations.

This chapter has five sections: Section 3.1 briefly presents the motivations and charac-
teristics of the receiver algorithms in this chapter; Section 3.2 reviews the unitary differen-
tial space-time modulation; In Section 3.3, derivations about the new receiver algorithm is
provided; Section 3.4 presents the performance simulation results; Section 3.5 summarizes

this chapter.

3.1 Introduction

Among a variety of ST coding schemes [45] [46], differential space-time modulation (DSTM)
and differential space-code modulation (DSCM) are ones of the most promising schemes
for wireless fading channels [48, 51, 53, 55, 56]. Of particular interest to this chapter
is differential unitary group codes introduced in [48], [51], and [53]. These differential
schemes can work whether the channel state information (CSI) is available or not, and
this is what makes them very attractive. When an accurate estimation of the CSI is dif-
ficult or costly, the differential space-time modulation schemes are obviously preferable
than the other schemes which assume full knowledge of the CSI. The precision of the CSI
estimation will substantially affect the performance of the equalizer that is based on the
CSI knowledge. Small estimation biases or errors will cause a severe degradation in the
equalization process. In the cases of mobile wireless channels, the channel CSI changes
quickly. A frequent training for the CSI estimation will degrade the transmission efficiency.
Therefore, in this chapter, we assume that no CSI is available either at the transmitter or
receiver.

Both schemes, DSTM and DSCM, were designed to maximize the diversity advantage
of code pairs while maintaining a receiver implementation to be as simple as possible.
However, a flat fading channel model was assumed in the design and analysis of their

receivers in [48] and [51]. In this chapter, we consider reception of the DSTM signals under
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more realistic channel conditions in a rich multipath environment. Multipath scattering and
reflection effects characterize most of wireless channels. They cause both time and angle
spreads. As a result, most wireless channels are selective in time, space, and frequency,
this is a reason why this chapter addresses multipath scattering impairments in the design
of the ST receiver.

In this chapter, for transmissions over multipath frequency selective channels, a new
transceiver scheme exploiting DSTM signaling properties is proposed, which consists of
(i) a DSTM transmitter, (i) an equalization algorithm based on direct input signal subspace
estimation, and (iii) a non-coherent detection. In general, the proposed receiver mitigates
the multipath time-spread impairments without CSI estimation. The approach used to re-
cover the data relies on the modified version of subspace based method introduced in [87].
The novelty of this chapter stems from integrating (i) subspace based signal de-convolution
and (ii) the exploitation of constant modulus property to facilitate the non-coherent detec-

tion of DSTM signaling in rich-multipath environment.

3.2 Review of the Differential Space-Time Modulation

In this section, the differential space-time modulation and unitary group codes presented in
[51] are briefly described. A transmitter equipped with K antennas and a receiver equipped
with M antennas are assumed to constitute the transceiver system. The unitary space-time
codeword matrix Cmy; of size K x K is transmitted in the 3-th time slot T; of duration
T. = K - T,, where %Z is the symbol rate. Each code matrix Cyy, is of the form C(y) =
DG where (i) Gy € G = {G(m)IG(m)ng) = I} represents user data; (i) D is called

the initial matrix, and (iii) m is a codeword index (m = 1,2,--- , M). The code has the
property:
Cm)Clry = Klxxxk G.1)

It was proved in [53] that DD = KIxyx if DG is an optimal K x K space-time group

code. Moreover, full-rank unitary group codes with M = 2" codewords are equivalent
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to either cyclic group codes or dicyclic group codes. Assuming the unknown flat fading
channel being characterized by H € Cpr«k, the received data of a differential ST coded

signal at a multi-element antenna (MEA) is given as [51]:
Y; = HX; + N;. (3.2)

where (i) the coded signal X; = X,_1G;, 7 =0,1,2,3,---,J —1; (ii) J is a frame length
in codewords; and (iii) N; stands for the matrix version of AWGN. In such a flat fading
channel model, the channel state H and the noise term IN; are independent. When the
CSI is not available, G, can be estimated by observing the last two received data blocks
Y, = [Y;-1,Y;]. With this modeling and a flat fading channel, a maximum likelihood
(ML) decoder derived in [51] is:

Gm) = arg max R{Trace{Gm Y] Y;1}} (33)
(m})

3.3 New Receiver Algorithm for Transmission over FIR

Rich-Multipath Fading Channels

3.3.1 Basis Representations of the Transmitted Signals

In what follows, after a frame-based transmitter is proposed, the discussion will focus on
an algorithm for the equalization based on direct input signal subspace estimation.

Our transmission scenario proposed in this chapter for MIMO rich-multipath channel is
a frame-by-frame transmit/receive scheme illustrated in Fig. 1.2 and Fig. 3.1, where T, is

a time slot for a codeword, and T = LT, is a frame guard interval to avoid the inter-frame

interference (L is the maximum channel length).
Initially, the continuous time received signal vector Y (¢) is sampled at the symbol rate

(1/T;) after down-converting and receive filtering. For a period of each signal frame (TF),
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Figure 3.1: Transmitted Signal Frame Structure and Timing.

the sampled data sequence of Y(¢) at a receiver is arranged in a matrix form as follows:

- yl(o) yl(l) yl(N+L_1) -
2 9 o(N+ L —
Yux(n+r-1) = [Yo, Y1, ¥v+r-1] = w(0) ) ya(N + L —1)
| ym(0) yu() - ym(N+L-1) |

where (i) N is a transmitted frame length in symbols; (ii) L is the maximum channel length
of the multi-channels; and (iii) y; is a column vector of sampled data at the receiver MEA.
We assume the quasi-static channel, i.e., over the duration of one frame, the MIMO channel
is time-invariant.

In this section, motivated by the direct input signal subspace basis estimation in [87],
we develop a modified input (transmitted) signal estimation algorithm for the deconvolution
of the ST multichannel signals, which facilitates the detection of the unitary differentially
encoded signals over frequency-selective fading channels.

For MIMO channels of maximum length L, to capture the channel states, a matrix

sequence {h(z),7 = 0,1,--- L} is used as in (1.25). From equation (1.26), if the noise
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effects are temporarily disregarded and with the proper arrangement of data, we get the

following input-output relation in a matrix format for the kt* frame:

Yg\q} x(v+zy = Haxx (L+1)Xl[g](L+1)x(N+L)) (3.4)
where
Hyxx(z+y = [0(0), h(1),- -, h(L)];
[ x(0) x(1) --- x(N-1) 0 - 0]
X}?gL%-l)x(N%—L) = 0 X0 XN =2 Do ° )
| 0 - 0 x(0) x(1) -+ x(N-1) |

the x(4) is a column vector x(i) = [z, (i), z2(2), - - - x (8]

In order to retrieve input (transmitted) signals from the observation of the convoluted

(received) signals, first, an auxilary matrix sequence {)®|k = 0,1,2,---, L} is formed
such that

D® = [ye, Y1, Yrenv-al;  k=0,1,2,--L. (3.5
9® k=0,1,---,L,can be viewed as the vector sequences of [yo, y1, - - - Y v+£-1] Within

a sliding window of width N corresponding to the shiftk = 0,1,---, L.

For every 2™, we calculate a matrix £®) which consists of the spanning row vector set
for ®, i.e., the rows of Z*) are the orthonormal basis for the subspace spanned by the
rows of 2. The matrix S*) can be obtained by singular value decomposition (SVD) or

some other efficient estimation methods. This processing is denoted in this chapter by:
PE—=®) £ =0,1,2,---, L. (3.6)

Proposition 1 Let row vector subspace of Xgxn = [x(0) x(1) - --x(N — 1)] be denoted
by Sx. In absence of the noise, the intersection of the row vector subspaces of = k) k=
0,1,---, L, is equivalent to Sx with a probability of 1 for transmissions employing unitary
ST group codes, provided H is of a full column rank and the signal frame length N is

sufficiently large for matrix X to have full row rank.
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Let Sy denote the row span of = *), k=0,1,2,---, L. If His of a full column rank,

from (3.4), it could be concluded that:

» k=0,
([ x(0) x(1)
0 x(0)
S@m) = row_span ﬁ
0
\ L
o k=1,
([x(1) =)
0 1
Sy = row_span < x(0) (1)
0
\ L
s k=1
e k=1,
Sy =
([ x(z) x@+1)
x(L-1) x(L)
row_span 4
RV

By observing the above relationship, it is evident that:

Sx C Sy respectively for ¢ =0,1,2,---, L.

Therefore, according to set theory,

x(2) *(3) x(N-1) | ]
x(1) x(2) x(N - 2) .
0 x(0) x(1) x(N — L) |
3.7
x(N = 1) o |
X(N - 1) g
x(0) x(1) x(N—-L+1)| ]
3.83)
x(N=1) 0 o |
x(N —1) 0 >
x(2) x(N — 1)_ )
3.9
(3.10

L
Sx C {ﬂsm(i)}

1=0
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Consider Sy () Sy, which is equivalent to the intersection of row-subspaces of :

x(0) x(1) x(2) o0 e e e x(N—l)j
0 x(0) x(1) x(2) -+ - - x(N-2)
| 0 x(0) x(1) x(N —L)]
and ]
x(1) x(2) -+ -+ x(N-1) 0
x(0) x(1) x(2) --- x(N —-1)
| 0 - x(0) x(1) e x(N—L+ 1)_

If frame length NV is sufficiently large, the rows in X'™*! are independent with probability
of 1. Observing a block Toeplitz structure of above matrices, the rank of the intersection is
(K(L + 1) — K). Therefore, the number of basis vectors of Sya) [ Sy is also (K (L +
1) - K).

Following the similar verification procedure, it could be observed that the number of
basis vectors of Sy [ Sy [ Sy is (K(L + 1) - 2K).

Moreover, the number of basis vectors of {ﬂf’zo SQ)@)} is K, which is equal to the

number of basis vectors for Sx. Hence, from (3.10), it is concluded that:

L
Sx = {ﬂsw} (3.11)

=0

g

. - L ..
Defining a new matrix = whose row vectors span [ };_, Sm(i), from Proposition 1 , we

have that the rows of = also span subspace Sx with probability 1. Therefore,
Xgxn = WkxkEBxrxN (3.12)

holds with probability 1, where W g, is a weight matrix. Hence, with a proper W, the

transmitted signals could be recovered completely from 2)® by finding the spanning vector
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set in the light of Proposition 1. In the other words, the transmitted data could be recovered
from 2*) within the ambiguity of a transformation W.

The above observation is a fundamental point in this chapter for the direct input signal
subspace estimation. The estimation of W will be discussed later in Section 3.3.3.2.

The full column rank assumption of H could be met with probability of 1 if it is a matrix
with a row number larger than the column number. Evidently, if channel length increases,
accordingly, the number of receive antennas should be increased. The improved methods to
meet this assumption is discussed in Section 3.3.2. This assumption is a sufficient condition
for the algorithm we proposed in Section 3.3.3.1, however, it is not a necessary condition
to apply the algorithm.

As a matter of fact, for the proposed algorithm, it is only assumed that some matrices
among h(i),s = 0,1,---, L, individually have a full column rank. This normally is true
with probability of 1 for rich-multipath environment and the number of the receive antennas
being larger than that of the transmit antennas. This assumption could be relaxed by the

data stacking discussed in Section 3.3.2.

3.3.2 Column Rank Assumption of Channel Matrices and Oversam-
pling

Regarding the assumption for the column rank of h(z), the following discussion is in order.
As discussed in paper [60], rich-multipath scattering normally causes wide angle spreads.
For MIMO flat fading channels, the criterion (1.13) could be applied to predict a high-rank
channel situation where channel gain matrix can be modeled as a high-rank matrix.

For MIMO frequency-selective channels, the prediction method (1.13) can be adopted
to predict the high-rank property of those channel matrices among h(z),s = 0,1,--- , L,
that do not have zero columns. Therefore, it still brings insight to investigation of the
MIMO frequency-selective channels and the scheme discussed in this paper.

It is possible to arrange the received sample data for each frame by stacking the data v

times as follows, to facilitate using minimum receiver antenna number to meet the channel



YE?/IIUX(N+L+1)—1)
[yl yld

il _ 0 yg’]
0 0

[ 1(0) h(1)
L |0 n
0 o0

xldl (0) x4 (1)
xld =

0 0

0 x[‘I](O) x[q](l)

matrix full column rank requirements:

62

= Haroxx (L+v)X[1?(L+v)x(N+L+v—1)> (3.13)
y[‘I] 0 0 i
N+L-1
y[lq} YE(\II]+L—2 0
0 ygﬂ YE%]+L—1 |
h(L) 0 0|
h(1 h(L -1 0
1) ( ) (3.14)
0 h(0) h(L)
xl(N-1) 0 0
x[(N - 2) 0
(3.15)
0 xl(0) x@(N - 1)

The arrangement of received data in the matrix above is different from that of [87] for

improving signal detection at the first and last L symbols in each transmitted frame.

If a large receive antenna number is not feasible, oversampling and larger reception

bandwidth could be considered as an alternative approach to meet the necessary channel

matrix full-rank condition. If the over-sampling rate is P, P — 1 times more data can be

obtained and arranged as follows:

[Fo, 91 INtL—1] =

y(N+L-1)
y(N+L—-1+1%)

y(N-!—L—l—i—%)
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where the index i+ 3?.} stands for the jth sample in the ith symbol. Therefore, with a MIMO

channel characterized by:

[ 1) h(1) h(L)
[h(0), B(1)---B(L)] = h(1) h(l+3) h(L + 1)
Lh(f‘;—l) h(l—!—%) h(L—}-Ple-)_

and the effects of transmit shaping filtering and receive filtering being encompassed into the

channel [h(0), (1) - - - h(L)], the input-output relation in the over-sampling case becomes:

Y patoxc (v Lto—1) = Hpaos g (L40) XK (Ltv)x (N+L4v-1) (3.16)
where
y([)ql 3_'[1(1] cee e S’E?r]+L—1 0 0
Sl sl =ldl
B 0 . e 0
¥ = Yoo Y1 YN+L-2 ’ (3.17)
I 0 0 0 y([)‘ﬂ y%]+L—1 ]
h(0) h(1) h(L) 0 0
_ 0 h(0) h(1) h(L - 1) 0
H =
0 0 0 h(0) oo -oo h(L)

and Xg (. +v)x (N+L+v-1) 18 as in (3.15).

In the over-sampling case, it is possible to meet the full-rank requirement with a re-
ceiver antenna number smaller than that of transmitter antenna at the cost of oversampling
complexity and wider reception bandwidth. The latter factor also causes degradation in

SNR.
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3.3.3 Estimation of the Multiple Transmitted Signals from Received
Data in Presence of Noise and Rich Multipath Channels

The sub-channels of the ST channel are normally of different lengths and the multipath
signals are contaminated by the noise. In the presence of noise, Sx may not necessarily be
the subspace intersection of Z(¥). However, we can still try to search orthogonal vectors
whose linear combinations can approximate row vectors in Sx based on derivations in
the previous section. The following sub-optimum algorithm is proposed for determining a
spanning vector set from the received signals to approximate the transmitted signal vectors.

This scheme is verified later through simulations to provide a robust performance.

3.3.3.1 The Basis Estimation and Approximation of Transmitted Signals

In the description of the receiver algorithm, the following notation is adopted:

* [A; B] stands for the a matrix formed by a stacking of matrices A and B;
» L is the maximum length of the ST multiple sub-channels and is assumed to be known

to the receiver;
¢ [ng,q] = Mirs= {£@}|, denotes the following computation procedure:
1. Calculate singular value decomposition:
UuxqQ = 3]}1)([5(1); z0.... ;E(imaz)])
2. q = Qqn,,}, Where ny, is the number of singular vectors whose corresponding

singular values > 7 . Qjq.5,) denotes a matrix consisting of the rows from ath to

b** of matrix Q.

The proposed algorithm to estimate Sx proceeds in three steps as follows:

Algorithm Procedure:

e (Step a)

l. iz =L +v, 7=0;



65

2. Calculate [n,, q] = M7 {ED}H, _0.06(\mas—1) WHere Apmag I8 the current largest

singular value;
3. VO =q; r4+1=r;
Ifn, < K, goto (b);
else go to (c);
e (Stepb)
Ifimaz > 1,
1. %maz = tmas — 1
2. calculate [n,, q] = M2 {Z®}|,=0.96(Amas—1) WheTe Apqy is the current largest

singular value;
3. VO =q; r+1=1;
4. if n, < K, repeat (b), else go to (c);

Else go to (c).
* (Step ¢)

1. Calculate [n,,q] = rm;':l{V(i)}ln:o.gs;

1h

2. 2=q.

In the above algorithm, if there is not noise and the H is of full column rank, A, is
equal to v/imq,. However, for the cases that there is noise and H is column-rank deficient,
this relation does not hold. This is the reason for calculating \,,,, at each step, which is
important and is one of the major features of this algorithm.

Once the matrix = is obtained, the transmitted signal matrix X g can be extracted
by exploiting the constant modulus property of multiple signals. Similarly as in (3.12), the

relation between X iy and Egy v can be expressed as follows:

Xixn = WrusBsxn, 9> K (3.18)
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where (i) = stands for a matrix whose row vectors are the estimated basis, and (ii) X
represents the estimate of signal frame after deconvolution. The number of row vectors
in & may be equal or greater than the number of the transmit signal subspace basis in the
above procedure due to the noise effects. As a result, the matrix W is not necessarily a
square matrix as W in (3.12).

The weight matrix W can be calculated using the alternating projection iterations algo-

rithm presented in the next subsection.

3.3.3.2 Multiple Signal Composite Property Projection

DSTM employs PSK signaling so that transmitted signals have multiple constant modulus
characteristics. Therefore, the alternating projections procedure from [94] is adopted here

to calculate W in the following way:

Algorithm Procedure:

Forj=0,1,.--,n:

1. X%)XN = V/‘\71(r?><sé5><N

2. X9 = Proc.G_S{XW}

3 XD = ADKO) (I — AD)X6)
4. RG+D) = X0) /X))

s W= XEEL

where Proc_G_S means the Gram-Schmidt orthogonalization procedure, and A% is a di-
agonal relaxation matrix. The initial matrix WO could be either determined using pilot
signals or choosing randomly a high-rank matrix. As mentioned in [94], the Gram-Schmidt

orthogonalization procedure is applied here to prevent the algorithm from being biased to
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certain signals of strong power. The iteration stops when WU) reaches a stable state, i.c.,

norm(W0u+1) — W) < ¢ where ¢ is an arbitrarily chosen small constant.

3.3.3.3 Signal Detection

In the presence of noise, the transmitted signal could be approximated as in (3.18). The

relation between the original coded signal frame X = [x;,X2,X3 - - - , X.] and the estimate
X = [X1,X2,X3- - - , X.] can be modeled as:
X = AX + N, (3.19)
Xi=Ax;+n;, i=12---,c (3.20)

where A is an admissible matrix and x; is a ST group code matrix.

definition 1 /94] If oy, € {a| |ax| =1,k = 1,--- ,d} C C and P is a permutation matrix,

the matrix W = (diag(ay, oz, - -+ , aq)P), is an admissible transformation matrix.

Noise elements are assumed to have i.i.d. circularly symmetric complex Gaussian dis-
tribution CN (0, 6%) with zero mean.
The ambiguity represented by A between X; and x; can be removed by the differential

signaling and differential detection. This processing is formulated as follows:
Xi=Ax; + 15 X = AX 4415 X = XGs

Therefore
Xit1 = XiGm) + 1y where Ny = ngy — 0;Gpy)

The dependence between Xj..; and X indicates a differential relation with the multiplica-
tive matrix Gy,,). Hence, the detection of G| can be carried out using a least square error

detector:

GF = arg min |[Res1 — %Gy 3.21)
[r]

where, for the G matrices, the matrix subscript is a ST code-word alphabet index, and the

superscript is a time index of the ST code-word.
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From (3.21), we get:

G+ = arg rénn Trace{(Xx+1 — Xk G 7 (X1 — XGpry)
fr)

= argmin Trace{Xf,,(Rk+1) — ReGirp) Rip1 — Rer1) T (XkGppy)
[r]

+ X Gp) T XkG) }

Because Trace{(X,G)? (XxGyy)} is a constant for different Gy, 2 non-coherent detec-
tor for DSTM’s differential signaling is:

G+ — arg max R{Trace{(%Gi)" (Res)}} (3.22)
[r]

3.3.3.4 Summary of the Receiver Algorithm

The complete receiver algorithm for DSTM signaling over the FIR rich-multipath channels

can be summarized into the following four steps:

1. Estimate direct input signal subspace basis and signal approximations according to

3.3.3.1;

2. Calculate W by iterating the alternating projections exploiting ‘Multiple Constant

Modulus’ using the algorithm presented in 3.3.3.2;
3. Determine X = Wé,

4. Perform signal detection according to (3.22) as described in 3.3.3.3.

Exploiting the block Toeplitz structure and the constant modulus property of the sig-
nals, the above processing procedures detailed in Sections 3.3.3.1, 3.3.3.2 and 3.3.3.3 can
accomplish the data recovery from the received signal over the time-dispersive channels
in a rich multipath environment without channel estimation. The procedures in Sections
3.3.3.1 and 3.3.3.2 mitigate frequency-selective effects, and the differential detection of
symbols described in Section 3.3.3.3 removes the ambiguity of an admissible transform A

in (3.19).
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3.4 Performance Simulations

Simulations of the new receiver algorithm were conducted to verify the BER performance
in the presence of AWGN and Rayleigh FIR fading channels. Figs. 3.2-3.7 illustrate the
signal constellation of the signals before and that after the equalization for different values
of SNR per antenna. From Figs. 3.3, 3.5 and 3.7, it is evident that enforcing the constant
modulus property in our algorithm causes the constellation of signals after equalization to
have the appearance of a circular gathering shape.

The representative simulation results with the parameters {K = 4,M = 5,6, N =
256, P = 1} are illustrated in Fig. 3.8, Fig. 3.9 and Fig. 3.10 for the maximum channel
lengths of the sub-channels L = 3, 5, 7, respectively. The multiple channels were simulated
to be the time-dispersive Rayleigh fading channels.

In the simulations, the parameter N was chosen to be 256. At the circumstances of the
L =3,5,7, and K = 4, this choice of the parameter N met the requirement that N should
be sufficiently large so that matrix X had a full row rank with a probability of 1.

The simulations were carried out by employing a (M;ky,--- ,k4) = (4,1,1,1,1)
cyclic group code [53] and Q-PSK signaling. The results were statistically averaged over
all possible cases of random path delays, random ST channel states, random bit streams
and random additive noise components. The SNR values in Fig. 3.8, Fig. 3.9 and Fig.
3.10 are the spatially and temporally averaged SNR per antenna for all data acquired from
different receive antennas.

For comparison purposes, the performance of DSTM signaling with the previous re-
ceiver’s algorithm were simulated with time-dispersive channels. From the figures, it is
evident that the schemes (without equalization) derived under the assumption of the flat
fading channels fail in the frequency selective fading channels considered in the simula-
tions (curves are labeled as ‘without equalization’ in the figures). On the other hand, the
proposed algorithm (with equalization) maintains a robust performance in rich-multipath
time-dispersive fading channels.

When the channel length is increased, it is more difficult to remove the ISI effects: this
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is evident by comparing the performance curves in Figs. 3.8, 3.9, and 3.10 where the length
of the channel is L = 3,5, and 7 respectively. From these figures, we can observe that in
order to obtain the same performance of BER of 103 using the same transceiver setup, the
SNR has to be increased from 4 dB to 7dB and 15 dB, respectively.

When comparing the curves in the Figs. 3.8, 3.9 and 3.10 individually, it can be ob-
served that the increase of the receive antenna number from 5 to 6 results in approximately
1dB to 2dB improvements at the BER of 1073. The power savings by increasing the re-
ceiver antenna number depends on the BER operating point of the system .

Similarly, for different N = 64, 128, 192, the simulation results with the parameters
{K = 4, M = 5,6, P = 1} are illustrated in Fig. 3.11, Fig. 3.12 and Fig. 3.13 for
the maximum lengths of the sub-channels L = 5,6, 7, respectively. From these figures,
we could observe the different choices of N with a large value difference have an evident
influence on the system performance. Generally, for the short channel length cases, within
a certain range, a relatively larger N facilitates the higher performance. But, for the cases

of long channel length, this trend does not exist.

3.5 Summary

This chapter proposes a blind space-time receiver algorithm for DSTM transmissions over
quasi-static time-dispersive fading channels. The algorithm derived is suitable for different
number of antennas. Simulation results demonstrate the new receiver algorithm’s robust
performance with unknown rich-multipath time-dispersive fading channels. With a proper
design of the transceiver parameters in the new scheme, the symbol detection error drops
significantly when SNR passes certain thresholds despite the delay spread of the multipath
channels.

The proposed receiver is not subjected to the effects of the channel state changes pro-
vided the channel states are invariant within one frame time slot. This is because the new

detection algorithm does not rely on the CSI knowledge. In contrast to the methods based
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on the statistics of the signals, it is capable to operate with short sample data of the signals.

Recaived signal i 7, M=6,

18,5706d8)

Figure 3.2: Received Signal Constellation
Diagram{ L=7, M=6, K=4, P=1, SNR = 18.5

dB.}

386708)

Figure 3.4: Received Signal Constellation
Diagram {L=7, M=6, K=4, P=1, SNR =19.3

dB.}
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7, M=, 570608)

N N " i "
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Figure 3.3: Signal Constellation Diagram
After Equalization {L=7, M=6, K=4, P=1,
SNR= 18.5dB.}

7, Mab, 286748)

Figure 3.5: Signal Constellation Diagram
After Equalization {L=7, M=6, K=4, P=1,
SNR=19.3dB.}
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Receivod sign 7,M26, ? A040B)

Figure 3.6: Received Signal Constellation Figure 3.7: Signal Constellation Diagram
Diagram {L=7, M=6, K=4, P=1, SNR =214 After Equalization {L=7, M=6, K=4, P=1,
dB.} SNR=21.4 dB.}
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Figure 3.8: System BER Performance in Time-Dispersive Fading Channel (L=3, K=4,
P=1).
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The BER performance comparison. K=4, P=1,L=5
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Figure 3.9: System BER Performance in Time-Dispersive Fading Channel (L=5, K=4,
P=1).

The BER performance comparison. K=4, P=1,L=7

10 T T T T
...... WM W W
M=5
- M=6
- without equalization
107" 4
]
o
o«
g
v}
E—3
@ _2
10°F b
107k .
L
0 5 10 15 20 25

Signal to Noise Ratio (S/N)

Figure 3.10: System BER Performance in Time-Dispersive Fading Channel (L=7, K=4,
P=1).
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The BER Comparison in Multipath Fading Channels (L=5, K=4).
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Figure 3.11: System Bit Error Rate Performance in Time-Dispersive Fading Channel (L=5,
K=4, M=5, 6, P=1).
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Figure 3.12: System Bit Error Rate Performance in Time-Dispersive Fading Channel (L=6,
K=4, M=5, 6, P=1).
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The BER Comparison in Multipath Fading Channgls (L=7, K=4).
T T T T

T
M=5, N=64
M=5, N=128
M=5, N=192
M=6, N=64

M=6, N=128
M=6, N=192

q4QvboDo

Bit Error Rate

8 9 10 11 12
Signal to Noise Ratio (S/ND)

Figure 3.13: System Bit Error Rate Performance in Time-Dispersive Fading Channel (L=7,
K=4, M=5, 6, P=1).



Chapter 4

Differential Space-Time Modulation for

Transmissions Over Unknown

Time-Dispersive Channels

HIS chapter presents a new differential space-time transceiver over multiple-input
T multiple-out (MIMO) time-dispersive channels. The underlying idea is to transform
the block Toeplitz signal structure caused by the finite impulse response (FIR) multipath
channels into a block circulant matrix structure through the special signaling transmitted
through multiple antennas, and then to exploit this signal structure by using the efficient
space-time processing at the receiver to mitigate the channel multipath effects. The new,
low complexity, transceiver is based on cyclic group codes, and a differential ST modula-
tion and demodulation. The proposed scheme falls into the category of the deterministic
approaches that are able to operate on short sample data of the signals without the conver-

gence issue. Due to the nature of the scheme, it is capable to accommodate the quasi-static

channels with proper parameter setting.
This chapter has five sections: Section 4.1 describes the background information and

methodology for the development of the scheme in this chapter; Section 4.2 details about

76
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the transmitted signal frame structure and its modulation; Section 4.3 considers the recep-
tion algorithm for this type of signaling; Section 4.4 presents the simulation results for the

performance evaluation; The final section, Section 4.5, summarizes this chapter.

4.1 Motivation and Methodology

The ST coded transmission and ST signal processing are the most effective techniques in
improving fading resistance. However, the computational complexity of channel equaliza-
tion for such type of systems is fairly high for the existing ST transceivers, which demand
much higher processing capacity on the receiver than those of conventional SISO cases.
Therefore, the real-time processing for high-data-rate schemes is challenging.

Most current ST encoding schemes were designed with a flat fading modeling. This
modeling assumes no ISI in the received signals. The DSTM schemes reviewed in Section
3.2 are regarded as a natural generalization of the standard differential phase-shift keying
(DPSK). In this scheme, the receiver can decode the data in flat fading environments with-
out knowing the MIMO channel gain matrix as long as the channel remains constant over
the duration of two consecutive data frames.

However, a severe system performance degradation of DSTM will take place when
channel is time-dispersive. To solve this problem, the DSTM can be combined with OFDM
in the same way that Alamouti’s ST coding was combined with OFDM in a scheme pro-
posed in paper [95]. In this solution, it is only possible to apply the original detection al-
gorithm at the receiver if each ST code is sent by different antenna but with the same tone.
Namely, if each ST code is transmitted through same frequency subchannel from different
transmit antennas of OFDM system, we could still utilize the low-complexity detection
algorithm, originally designed for flat fading channels, for the DSTM signaling reception
over the frequency-selective fading channels. However, transmitting with the same tone
has two major drawbacks: (i) in a case of the spatial subchannels having a common deep

null at the frequency of a tone, severe detection errors occur; (ii) in case of the interference
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with a relatively strong component within a narrow band at the frequency of a tone, even
the average SNR in the whole bandwidth is still high, the transmit diversity gain is offset
drastically by the interferences.

This chapter presents a new differential space-time transceiver (DSTT) scheme which
not only has the merit of the full transmit diversity but also is able to mitigate the ISI
impairments of channels. This scheme has a reduced processing complexity at the receiver
for channel equalization. Therefore, the proposed scheme is preferable for the forward-link
transmission from the communication base-station to mobile devices.

In order to take into account the time-variability of the channel and to improve the
transmission efficiency, the research described in this chapter focuses on exploiting the
signal structure without relying on the CIR knowledge. The proposed transceiver is a dif-
ferential ST modulation approach. This new solution is with a scenario of frame-by-frame

transmitting and processing.

4.2 DSTT’s Signal Frame and Modulation

This section describes the DSTT’s encoding procedure which maps the information bits
into the signaling frames. It is assumed again that the transmitter is equipped with K

antennas and the receiver is equipped with M antennas.

4.2.1 Encoding the Information Bits to the ST Frames

First, the information bits are encoded using Cyclic Group Codes [53]. A cyclic group code

set with parameters (M, ki, ks, . .., ki) is: g = {I,g0,82,-- - , 83"} where

- -

e27rjk1/M 0 o 0

0 e2nike/M |, 0
0=

L 0 0 ce. e2mikr/M
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In the proposed DSTT scheme, each batch of J such ST codes will be accommodated and

sent within a frame. An auxiliary matrix G4 is constructed for the ¢'* frame as follows:

- .
gg]) o --- 0
(a)
Gy = @ @1
L (N

where gE‘g is the it" ST code in the ¢** frame and N = J K. In order to facilitate blind detec-

tion of signals, each frame F!¢ is differentially encoded with its previous frame according

to:

pla+l] _ %F[qu[qH] (4.2)
Qo+l = vGlatiyvH 4.3)

where ¢ = 0,1..., P and V4 is a Vandermonde matrix as in equation (2.9). The initial

frame F is:

FlO = zQU 4.4)

where _ 3

10 0 O 0 0

0 0 0 1 -+ 0 - --- 0
Zygyn = (4.5)

0 0

00 - 0 0 - o 1 --- 0

Matrix Z is a simple selection matrix, which only has non-zero element at the coordinates

of (4, (i — 1)J + 1) where {i = 1,2,3,--- , K}.
G[O] = INxN; Q[O] = NINxN
The matrices of interest have the following, unitary-like, properties:

QYQYH = N?Iy.n (4.6)
Fld((F)DH = TN T,k 4.7



80

4.2.2 Extending the ST Frame Circularly and Modulating the Sym-
bols

Rather than transmitting F19 directly, what enters the channel is X!9 which is an extended
frame of F!9 by appending it at the tail with the head segment according to the following
mathematical expression:

F Cw—N) ifw>N
where w = 1,2,..., W, W is the frame length; Without losing generality, let W = (N +
L); and L is the maximum length of the multiple channels. The transmitted signal from the

4" antenna in the ¢** ST frame is:
9‘*{2 g(t — (w — V)T, — (g — 1)Ty) x X[ 2rfelt=tw=0T=(-1T} - (4.9)

where ¢(t) is a shaping pulse, f., T, T, are respectively the carrier’s frequency, the time
interval for a frame and the time slot for a symbol. The frame structure is illustrated in Fig.

4.1.

L—->Tf <—-~l|

Frame 1 | Frame 2 [ _____________________

. =~ -
. ~-

(S iz ] L[]

[ 1
b= Ty <-4
! !

Figure 4.1: The Timing of the Symbol Stream in the Transmitted Frame.
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4.3 The Receiver Algorithm

4.3.1 The Received Signal Structure

In the proposed DSTT, the received signals, after down-converting and base-band filtering,
are sampled at the symbol rate and arranged in a matrix Y!? so that data from the same

receive antenna are in one row. For MIMO channels of maximum length L, to capture the

channel states, a matrix set as the one in equation (1.25), {h(z),7 = 0,1,2,..., L} is used,
where
WL R all ]
pll Rl
h(?,) = 21. 22_ . 21{: ) 1= 0’1727"' L)
_hk/]n h%/]m h’k/]IK ]

and ¢ is a delay index, hgl represents the gain from the r** transmit to the p'* receive
antenna. The input-output relation between the sampled data matrix Y/ (within the ¢**

frame interval) and the transmitted frames X4 is:

Y%}xw = HMX(LH)KX?EH)KxW + Nga}xw (4.10)

where N stands for the noise component matrix,

HMX(L+1)K = [h(O), h(l), e ,h(L)] and

4} lq] 4]
Xen  Xeo Xew)
lg-1] [q] q]
XE‘QH)K o X(:,W) X(:,l) X(:,W—l)
X . . .
lg—1] -1
X(?,W—L+1) T XE?,W]) XE?,]1) tr XE‘:I]W—L)

The Toeplitz structure of XE‘Q KXW is generated by the FIR channel. The following the-

orem is useful for further analysis of the signal structure and the derivation of the receiver

algorithm.
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Theorem 3 [96] For a matrix A = diag{\1, \a,--- ,An}, if Cyxy = VAVH, where V
is the Vandermonde matrix as in (2.9), Cnxn is a circulant matrix defined by the row

N-1 i
[Cl, Co, - ,CN] and >‘i = 0 cre JZmIc/N.

Theorem 3 describes a DFT relation between the row elements of a circulant matrix Cyxn
and the elements of a diagonal matrix A. From (4.3), it is evident that QU4 has a circulant
structure.

The data matrix Y9 is processed by removing the first L columns so that a shorter data

matrix YE@}X ~ 1s obtained and from (4.10):

Y = By kX nmoy + N 4.11)
where
XMy X o X0
T XEE”]L) XE‘:’}.LH) XE?’]V;V_U @12
Xgy Xy Xy o X{wep

As a matter of fact, matrix XE‘Q H)KXN is a block circulant matrix because of the trans-
mitted signaling structure. Furthermore, with proper arrangement in (4.11), YE?,}X N 18 ex-

pressed as follows:
L+1

Y v =D b — DmxxF@ + Nauw (4.13)
i=1
where {IEE?) = 32?2—1) ririrpt = L2, L+ 1} are circularly shifted versions of F4).
The latter observation results from (4.8), (4.12) and the definition of f(%’g
From (4.2), it can be observed that :

~ 1 o
F% - NF[q IJQ%’ q=1,2,...,P. (4.14)

where QEI) is a circularly shifted version of Q9, with the same shift as when obtaining FI%

()
from Fl9,
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A circulant matrix remains circulant after a specific circular shift operation on each row.

Hence, QE‘% is still circulant. From (4.1), (4.3) and theorem 2 and 3, it could be concluded

that
QY = VGUdiag{e 7}VT, i=1,2,..., L. (4.15)
i 0 ... 0 |
: 0 e—J2% ... 0
where diag{e %} = . . . (4.16)
0 0 o eV

and &; is a factor caused by different circular shifts. Thus,

Fii = %F[Q’IIVG["]diag{e’j&}VH (4.17)
Because Gl is a diagonal matrix,

F = %F[q_”Vdiag{e'j&}G[‘”VH (4.18)

From (4.13) and (4.18) and the fact that ViV = NI,

L+1
1 : ~
Y4 = 5 S bk (i — )P Vdiag{e #}GIVH + N

i=1

Therefore, provided the channel remains invariant within two frame intervals and temporar-
ily dropping the noise term, with the help of (4.2), (4.3) and Theorem 3 , Y[I'f:}\], is expressed
as follows:

1
Vi = 7 Yatan Q" 4.19)

4.3.2 Signal Detection

Even though X9 is transmitted over the time-dispersive MIMO channels, the dependence

[g+1]

between Y- A and QY in (4.19) indicates such a relation as if data of the matrix YB{’AII]V

are received from MIMO flat fading channels. This results from: (i) the DFT relation

between rows of Q9 and the diagonal structure of Gl9); (ii) processing in (4.8) and (4.11);
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and (iii) the differential encoding of Fl4 as in (4.2). Hence, the detection of Q9 can be
carried out using a least square error detector:
o~~~ ].
QY = argmin || Yl — —vYEIQy| (4.20)
Q) N
where the matrix subscript in [] is a code-word alphabet index and the superscript is a time

index. From (4.20),

~ 1 1
QY = arg Igin ’I‘I'ace{(Y[q+1] — —NY[q]Q[r]) X (YMH] - NY[qu[rl)H}
[r]

1
= arg %ﬂn Trace{y[qﬂl(quﬂl)H — NY[QH] (Y[qu{rl)H
Ir)

1 1
— 5 (YHQ) (Y -+ ¥l Qy (Y1 Qp) )
Because
’I‘race{Y[q]Q[T](Y[q]Q[T])H } = N®Trace{ Y (Yld)")}

is a constant for different Q[T], a least-square-error detector for DSTT’s differential frame

signaling can be obtained as:

QU+l = arg max R{Trace{ Y4 Qy (Y )H}} 4.21)
[r]

According to the definition equation (4.3), the following equation holds.

QletY = arg max R{Trace{YIVG (Y IV)H}} (4.22)
[l

Furthermore, the above detection criteria is equivalent to what follows:

Bl | = argmax R{Trace{D{Dem (D )71} (4.23)

where
23[(3]) = (Y[qlv)(1:M,1+(i—1)K:'iK)7 1= 1) 2? 3’ T J.

Provided that the maximum delay spread is less than (W — N)Tj, the special signaling

structure of X9 enables the efficient algebraic data recovery without channel estimation.
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This feature is very desirable for transmission over quasi-static frequency-selective chan-
nels.

Additionally, DSTT can have a different version as discussed in the following. It can
be observed that, instead of using the single carrier modulation described in (4.9), if the
Xlal is treated as a special type of ST signaling being directly sent to D/A converter for
transmissions as same as an OFDM system does, this version of DSTT system becomes an
system very similar to ST-OFDM system. However, it transmits each ST symbol through
multiple tones and multiple antennas. Hence, in case of common deep fading of the spatial
subchannels at the frequency subband of one tone, it still remains strong fading resistance
via the access of the spatial subchannels at the other subbands. In case of narrow-band
interference or noise at the subband of a certain tone, for this system, it is also possible
to suppress such type of subband interference by filtering prior to detection without severe
system degradation. An additional advantage is that it only needs the sample data of the
last two ST symbols for receiver processing whereas a DSTM-OFDM combining scheme,
mentioned in Section 4.1, has to keep much more sample data of the OFDM symbols for

receiver processing.

4.4 Performance Simulations

The proposed scheme DSTT also has been examined by the computer simulations. The
typical results with parameters {M, ky, k2, k3} = {8,1,1,3}, {K, M, J} = {4,1,12}
and {K, M, J} = {4,2,12} are illustrated in Fig. 4.2 and Fig. 4.3. Besides, Figs. 4.5
and 4.7 demonstrate the simulation results with {M, k1, k2, ks, ka} = {4,1, 1,1, 1}, where
{K,M,J} ={4,1,4} and {K, M, J} = {4, 2,4} were respectively assumed.

The maximum lengths of the multiple-channels were chosen in the simulations as a
parameter. The typical L is assumed tobe L = 3 and L = 5 times of a symbol interval with
the performance curves labeled accordingly in the figures presented. The simulation results

were statistically averaged over all the cases of random length of the spatial subchannels,
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random channel CIR, random bit streams and random additive noise components.

For comparison purposes, the performance of the DSTM systems [51] with the same
transceiver antenna setups but in flat fading channels was simulated as well. These simula-
tions were conducted by employing the optimal cyclic code: { M, k1, ks, ks}, = {8, 1,1, 3},
R = 1bit/s/Hz and {M, ki, ko, ks, ka} = {4,1,1,1,1}, R = 0.5bit/s/Hz. The results
are reported in Figs. 4.2, 4.3, 4.5 and Fig. 4.7 with curves being labeled as DSTM.

It can be observed that, over the MIMO time-dispersive fading channels of different
channel lengths, the DSTT achieves the same performance as a DSTM scheme does over
flat fading channels, provided the channel lengths are smaller than (W — N)T;. Namely,
over frequency selective fading channel, the proposed scheme can offer the same transmit
diversity gain and coding gain as same as the DSTM does in the flat fading channels.

For different communication scenarios, the proposed DSTT scheme may have different
setups in terms of the numbers of transmitter and receiver antennas, bandwidth utilization
and ST frame lengths. These parameters should be properly chosen by taking into account
channel length, SNR and time-varying characteristics of the channel.

To examine the time-dispersive channel effects on the DSTM systems with the same
antenna setups, Figs. 4.4 and 4.6 demonstrate that DSTM transceiver fails when it is applied
directly in the frequency-selective fading propagation environment. DSTM scheme was
designed based on the flat fading channel modeling. Because of the existence of strong
ISI, its BER remains above a certain lower bound regardless of the SNR increase. In
contrast, Figs. 4.5 and 4.7 demonstrate the BER of DSTT systems drops rapidly when SNR
increases. This shows DSST’s superior capacity in removing ISI caused by the frequency-
selective fading channels.

From the simulation results, one can also observe that the different configuration of
antenna numbers of the transmitter and the receiver have a distinct influence on the system
BER performance with respect to SNR. The difference between the transceiver antenna
setups in Figs. 4.5 and 4.7 is that M = 1 is increased to M = 2. From these figures, one

can observe that at the BER operating point of 1072, the SNR is required to be 8 dB and 4
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dB for M = 1 and M = 2, respectively. This indicates a 4 dB performance improvement
by increasing the number of receive antenna by one.

From the performance curves, we can observe that the improvements by increasing
antenna numbers depend on the operating point of the modulation scheme. It has the trend
that, at the lower BER operating points, the higher power savings could be achieved by
the same antenna number increase. Besides, the smaller the antenna number is, the higher

power saving could be obtained by an antenna number increase.

4.5 Summary

Through the derivation and discussion of the DSTT, this chapter demonstrated how the in-
duced block circulant matrix structure of the ST signal can be taken advantage of efficiently
in an algebraic methodology for transmit diversity system design over frequency-selective
channels. The strategy exercised in the design is to jointly develop the ST transmission
signaling and the ST receiver algorithm to mitigate the multipath effects. It provides a
favorable trade-off between the complexity and the performance. In a fashion of deter-
ministic signal processing, the new transceiver can blindly operate with a small number
of the signal samples over the frequency-selective channels. Therefore, it is suitable for
quasi-static time-varying channels, and does not have the convergence problems.

The design of DSTT is aimed at the gaining of high system resistance to both ISI and
signal fading in unknown MIMO-FIR channels. The simulations verify (i) the high perfor-
mance of the scheme over the multi-path fading channels and (ii) the insensitivity to the

different channel lengths if the L < (W — N).
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Chapter 5

Conclusions

NTER-SYMBOL interference caused by time-dispersive radio channels where the
I symbol rate exceeds the coherence bandwidth, is a limiting factor to any high-speed
radio communications, including MIMO systems. Removal of the ISI effects has a decisive
impact on the performance of the entire wireless system. In the congested spectrum envi-
ronment where bandwidth is at a premium, computationally efficient algorithms for MIMO
channel equalization are fundamental in the deployment of future wireless networks to meet
the performance requirements far exceeding those achievable by SISO transceivers. This
was the motivation for the work in this dissertation.

In MIMO spatial multiplexing systems, there are multiple correlated signals transmitted
within the same frequency bandwidth from multiple antennas placed in different locations.
The channel equalization in this case has to facilitate the source separation from the spa-
tially multiplexed signals in a similar fashion as multi-user detection. This problem adds
substantial complexity to the MIMO channel equalization, as compared to the SIMO and
SISO equalization scenarios.

The overall goal of this dissertation was to utilize deterministic algorithms to mitigate
the channel ISI on the received signals in the context of spatial multiplexing or space-
time coded communications. The derivation and analysis of the algorithms are from the

digital signal processing perspective, exploits signal structure and properties. The schemes
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proposed are able to fully mitigate the time-dispersive effects to facilitate the detection of
the spatial-multiplexed symbols or space-time block codes. In a radio communication link,
the signal radio-interface constitutes an essential factor to the performance of the entire
wireless networks. Hence, the research contributed on channel equalization has a crucial

impact on the detection error rates and throughput of wireless networks.

5.1 Dissertation Summary

This section summarizes the results in this dissertation, chapter by chapter.

Specifically, in Chapter 2, this dissertation proposed a frequency-domain equalization
approach for spatial multiplexing transceivers employing single carrier signaling. The new
scheme offers the advantage of reduced constraints on the PA linearity and signal frequency
synchronization when compared to MIMO-OFDM schemes. The simulation demonstrated
that, in general, it had a comparable BER to SNR performance to that of MIMO-OFDM
systems with the same overall transceiver complexity. In the simulation results illustrated
in Chapter 2, a common phenomenon observed is that the BER of the proposed SCFDE
scheme drops relatively faster than that of OFDM schemes when the SNR passes certain
thresholds, which are dependent on the transceiver configuration. For both OFDM and
SCFDE systems, the increase of the receive antenna number provides a diminishing re-
turn. Therefore, the trade-off between diversity gain offered by receiver antennas and the
processing complexity is one of the main concerns in the system design.

In Chapter 3, the dissertation presented a blind receiver algorithm for unitary differen-
tial space-time modulated signaling. The new receiver algorithm exploits the block Toeplitz
signal structure and the signal’s constant modulus property to directly estimate the signal
frame without channel CIR knowledge. This algebraic approach is especially suitable for
the communications over time—varying quasi-static channels where the channel estimation

is then ineffective or has prohibitive complexity. The proposed scheme circumvents the
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channel estimation by applying the direct signal subspace estimation. In this receiver de-
sign, the main computational complexity comes from the intersection basis estimation of
the subspaces. An improved computation method with reduced complexity for such basis
estimation other than the SVD approach described in this dissertation is of great interest
for future research.

The final part of this dissertation introduces a new space-time modulation method to
combat the time-dispersive effect of unknown channels. One of the important features is
that the receiver burden due to the channel estimation and equalization can be removed
or alleviated in this approach. Therefore, this scheme is an advantageous candidate for
forward-link transmissions where the receiver structures of the mobile devices need to be
of a low complexity and a low power dissipation. From the simulation results, it can be ob-
served that its BER to SNR performance remains robust over the different channel lengths
as long as the channel length is less than (W — N)T.

In general, this dissertation proved again that by incorporating a number of antennas in
the radio-interface of a wireless communication link, the performance of the system could
be significantly improved for the communications over the time-dispersive fading chan-
nels. The space-time algorithms based on the digital signal processing, and the space-time
channel coding and modulation, can achieve a high diversity gain and coding gain that
other methods could not offer. This actually becomes a trend in the transceiver design for
future-generation wireless networks. For the high data rate radio transmissions, the deter-
ministic space-time channel equalization approaches proposed in this dissertation provide
the efficient candidate systems of high resistance to ISI and signal fading for several typical

communication scenarios.

5.2 Future Directions

This dissertation has presented the mathematical derivations, discussed the features, and

also demonstrated the superior performance of the proposed MIMO equalization schemes.
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However, there are still some issues to be explored. What follows are the topics that we
believe are worth pursuing for future investigations:

First of all, in the simulations, the samples from the different antennas are assumed to be
statistically independent. Rich scattering of the signal wave propagation and large antenna
separations result in independent fading across space. Normally, the spatial subchannel
gains are assumed stationary random processes which are independent of each other if
the transceiver is in rich scattering environments and separation of the antennas is larger
than the carrier wavelength. This is a realistic assumption in this dissertation. Further
studies should be conducted to examine the influence of correlation of the samples from
the different antennas (spatial non-whiteness) on the systems performance and choices of
system parameters.

Second, the simulation and derivation were made using the reasonable assumption of
white additive complex Gaussian noise. The analysis and simulations with other modeling
of the noise with different statistical distributions could be further investigated.

Third, the CIR modeling in this dissertation is based on quasi-static FIR filters with
equal-space sampling. For some special wireless channels having a power profile of echo
groups with long delays, the variant-space sampling FIR or infinite impulse response (IIR)
modeling of the MIMO time-dispersive channels should be established and applied in the
analysis and simulation of the proposed schemes.

Additionally, the application-specific system implementation that facilitates the algo-
rithmic computation of the proposed schemes in real-time is yet another aspect for future

research.



Appendix

Definition of Channel Capacity:

The capacity C of a noisy channel should be the maximum possible rate of transmission,
i.c., the rate when the source is properly matched to the channel. We therefore define the
channel capacity by C = Maz(H(z) — H,(z)) where H(z) is the entropy of the source
and H, is a conditional entropy of z [20].

Complex Gaussian Random Variables and Vectors:

The random variable x = u + jv is a scalar complex random variable. The complex
Gaussian probability density function (PDF) assumes u and v are independent of each
other and they respectively have the normal distribution of N (g, ”—;) and NV (py, "—;) The

PDF of a scalar complex random Gaussian variable z is :

1

1 2
p(z) = —zexp[~—lz — ]

where 4 = E(x) = py, + ju, and E stands for the mean of the random variable [97].

Usually, the complex Gaussian PDF for a scalar complex random variable is denoted as
CN (i, 0%).

A complex random vector x = u+ jv has n complex variables and both of u and v are
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n x 1 real vectors. Random Vector x has the PDF:

u Cuu Cuu
~N1 [P
\'2 ll'u Cvu CVV
and
Cuu = va;
Cuv = “Cvu-

then, random vector x has the complex multivariate Gaussian PDF [97] , which is denoted

as x ~ CN (i, Cy) where

B= oy + Jhby;
Cx = 2((juu +iju);

Cuu = E((v — E(v))(u — E(u))¥), Cyu = E((u — E(u))(u — E(u))"), and the PDF
P(x) = ey Pl (e~ #) O x — )]

where ‘det’ stands for determinant.

Singular Value Decomposition (SVD):

A general matrix A € C™*" can be decomposed as
A =UDV#

where both U € C™*™ and V € C"*™ are unitary matrices, and D € C™*" is a diagonal
matrix in the form of D = diagonal(8,6s,- - ,8,), and p = min(m,n). Usually, the
SVD algorithm order §; in the order of {§; > 82 > --- > &, > 0} [98]. Hence, matrix A

could be expressed as a summation of several decomposed matrices as follows:

p
§ : H
A= (5iuiV1:
i=1
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where U = [ug, Uy, -+ ,u,,] and V = [vy, vy, - - -, v,,], and also the Frobenius norm of A

can be expressed as a summation:

Y4
”A”%'rob = Z 512
i=1
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