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ABSTRACT 

Development of instrumental neutron activation analysis (INAA) 

methods for simultaneous detennination of multielement concentrations 

is reported in this thesis. Emphasis is placed on the use of short-

lived nuclides. 

A correction method for count losses (coincidence losses) due 

to both analyser dead-time and pulse pile-up in gamma-ray spectrometry 

of short-lived nuclides was developed. The method consists of simul-

taneous measurements of two time variables using a multichannel scaler: 

the ADC dead-time and the total count rate at the single channel 

analyser output of the ADC. This correction method was successfully 

applied to nuclides with half-lives as short as 0.72 s ( 38mcl) at 

rapidly varying initial total count rates as high as 60,000 ops. 

A pseudo-cyclic INAA (PCINAA) method which can be used to 

improve the sensitivity of short- and medium-lived nuclides with half-

lives longer than approximately 10 s was developed. An automated 

rapid cyclic transfer system is described for the measurement of very 

short-lived (half-life < 10 s) activities by cyclic INAA (CINAA). 

A mathematical fonnula is proposed and used to correct for coincidence 

losses in CINAA. This procedure considerably simplifies data manip-

ulation without sacrificing the accuracy. 
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An epithennal INAA (EINAA) method to reduce interfering 

activities of thermal neutron activation products is reported. A 

novel boron shield to cut off thermal neutrons was developed. This 

shield can be constructed easily in any chemical laboratory and 

applied advantageously over conventionally used cadmium foils. 

Precision and accuracy of the above INAA methods were evaluated 

by analysing several standard reference materials. These methods were 

successfully applied to several other matrices of biological and 

environmental interest. Further improvements are proposed. 

Theoretical aspects of the limits in high count rate ganma-ray 

spectrometry are described. 
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CHAPTER I 

INTRODUCTION 

Nuclear activation analysis is being continually developed as 

an analytical technique since the first neutron activation experiment 

reported by Hevesy and Levi in 1936 (36Hl). With the development of 

high-resolution radiation detectors and computerized multichannel 

analysers, activation analysis has become a very sensitive analytical 

tool especially for simultaneous multielement determinations. 

Increasing popularity of the detection of minute quantities of elements 

by activation analysis is evidenced by the continuous growth of the 

number of papers published in the literature. Non-destructive 

activation analysis using gamma-ray spectroscopy has been applied to 

various fields such as archaeological, biological, criminological, 

environmental and geological sciences. 

Basically, in activation analysis a sample is irradiated in a 

flux of elementary particles, such as neutrons, protons, eta., or in 

radiations such as bremsstrahlung (photons), and the intensity of 

induced radioactivity is measured with an appropriate detector-analyser 

system. Various nuclides produced in the sample possess characteristic 

parameters such as half-life, type and energy of emitted radiation 

which enable one to perform qualitative as well as quantitative 
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analyses for more than 70 elements in an equally varied number of 

matrices. 

A. Neutron Activation Analysis (NAA) in General 

Among the activation analysis techniques, neutron activation 

analysis (NAA) is the most common type where neutrons are employed as 

the bombarding particles to induce radioactivity. With the development 

of nuclear reactors capable of producing neutron fluxes of the order of 

1012 to 10 15 n am- 2 s- 1 , sensitivity of this technique for quantitative 

determinations of elemental concentrations has been improved to as low 

as picogram, or parts per trillion levels in some cases. 

Neutron activation analysis can be performed in a variety of 

ways depending on the nature of the background matrix and the nuclides 

of interest. In some cases, the element of interest is concentrated 

from an interfering matrix prior to irradiation with neutrons; the 

technique is then termed as preconcentration neutron activation 

analysis (PNAA). In opposite instances, the irradiation is followed 

by a chemical separation of the desired element; this procedure is 

then known as radiochemical neutron activation analysis (RNAA). 

Application of these techniques to natural matrices involves a number 

of steps such as digestion of the sample followed by wet chemical 

separations. Therefore, both PNAA and RNAA are time-consuming and 

hence inconvenient for routine analysis. Furthermore, in RNAA special 

precautions (such as addition of carriers) have to be taken in order 



3 

to correct for errors due to loss of the elements of interest whereas 

PNAA does ·not take advantage of the capability of reagent blank free 

determinations of NAA. Moreover, RNAA has an added disadvantage of 

not being able to make use of short-lived nuclides due to relatively 

long experimental times involved. However, PNAA and RNAA can be very 

useful for analyzing certain matrices. 

In contrast to PNAA and RNAA, non-destructive (i.e., no pre-

or post-irradiation chemical separations) or instrumental neutron 

activation analysis (INAA) technique offers the advantage of multi-

element analysis without any physical destruction of the sample by 

using recently developed high-resolution detectors. When high-reso-

lution Ge(Li) detectors are used, the specificity of INAA is usually 

excellent as the purity of the nuclide measured can be checked by its 

characteristic half-life and the energy of the ganma-ray emitted. 

Thus the primary advantages of INAA over most of the other analytical 

techniques are its non-destructive nature, freedom from reagent 

blanks, excellent selectivity and sensitivity, high accuracy and 

precision, and capability of simultaneous measurement of multielement 

concentrations. 

In recent years, these advantages of INAA have been utilized 
\ 

in developing nuclear analytical methods for solving a diverse type of 

analytical problems. Several INAA methods have been developed and 

subsequently applied to study the translocation of trace elements in 

agricultural (74Cl), atmospheric (74Gl, 75Pl) and aquatic (77El) 
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environments. 

The basic acti.vation equations are appltcable to all types of 

NM procedures. 

depends on (i} 

The induced activHy· at the end of an irradiation, A , . 0 

abundance of the target isotope (6), (iil cross sec-

tion (cr-J , whi eh is a measure of probabtl tty for the particular reaction, 

(Hi) decay constant of the nucltde betng measured ('AJ, (iv l flux 

of bombarding neutrons C4>1, and (v l irradiation time {t .J. For 
'Z, 

grams of the element wi"th the atomtc mass, M, the induced activtt.t 

can be given as: 

A = 
0 

4> er m e 6. 023 x 1023 (1 - e~'AtiJ 
. M 

The activtty, A, after an elapsed time, ta, is given by: 

A = 

I-1 

I-2 

Assuming a 100% efficient pulse processor, the number of counts, c, 
accumulated in the photopeak area withtn a counting time, ta, is given by: 

C = 

= 

t a 
y c: A I e-'At dt 

0 

')..t y c: A {1 - e- a) / A I-3 

Where y and ta are the branching ra,ti.o of the parttcul ar garnrna .... emtsston 

and the efficiency of the detector, respectively. Combining equations 
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1-1, I-2, and f-3, one obtatns: 

C = y Et am e 6.023 X 1023 (1 - e~Ati)(e-Atd)(l - e-Atc; 1-4 
AM 

By measuring c for known timing parameters, viz. ti, td and tc, 

the amount of the element present, m, can be calculated. A reliable 

determination of m requires prior knowledge of accurate values for 

e, a, A, t and E. Since these parameters are not generally known 

with a high degree of accuracy, this absolute activity treatment does 

not provide a highly reliable value form. 

Quantitative determinations of superior accuracy in NAA are 

normally done using the comparator method where the specific activity 

of a nuclide in a sample is compared with that of a sample of known 

composition (called a comparator standard) under identical experimen-

tal conditions. 

A complex material, after irradiation with neutrons, contains 

a mixture of nuclides with varying half-lives (Fig. I-1). In order 

to detect a desired nuclide of a given half-life, timing parameters 

need to be carefully selected. The choice of timing parameters depends 

on, among other factors, the half-lives of the background activities 

and that of the nuclide of interest. It is evident form Fig. I-1 that 

in the presence of background activities it may not always be advan-

tageous to irradiate a sample to the saturation activity of the nuclide 

of interest and count until it decays almost completely. Irradiation 
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for a long time enhances the activity of interest with respect to a 

shorter lived background which attains saturation activity sooner. 

At the same time, activity of interest relative to the long-lived 

background diminishes because the latter activity increases almost 

linearly with irradiation time. On the other hand, irradiation for 

a short ti has the exactly opposite effects. Similar effects are pos-

sible when t is changed. In the presence of high background acti v-a 
ities due to short-lived nuclides, making the decay time ta as short 

as possible may not be advantageous. -Particular attention should 

therefore be focussed on selecting optimum timing parameters so that 

maximum possible sensitivity (number of counts), C, with a minimum 

possible background activity (Es+ Bz) can be achieved. 

There are several elements which produce fairly long-lived 

nuclides (half-lives longer than several days) whose determinations 

require lengthy irradiation, decay and counting times leading to total 

experimental times of several weeks. Alternatively, short-lived 

isomers of the long-lived nuclides can be assayed. For the purpose 

of this thesis, short Zived nuaZides are referred to as those with 

half-lives less than approximately one minute. Since the total analy-

sis time is of much importance in cases such as medical and environ-

mental research, there has been a growing interest in the utilization 

of short-lived nuclides in INAA. 
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_B. Instrumental NAA Usi_ng Short-Lived Nuclides 

1. Advantages 

At a given neutron flux, the activityA0 of a particular 

nuclide produced is directly proportional to its reaction cross-

section (a) and the saturation factor. 

A a: 

I The maximum attainable activity for a given value of a is 

achieved when the irradiation factor, (1 - e-0 • 6932ti/t½;, attains its 

maximum value of unity for which ti has to be several times larger 

than t 1 • For t ./t, equal to 1, 2, 3, 4, • • • , the corresponding 
-'2 'l, -'2 

values for the irradiation factor are 1/2, 3/4, 7/8, 15/16, ••• 1. 

Therefore, for a short-lived nuclide one can easily extend the 

irradiation time so as to approach its saturation factor within seconds 

to minutes in contrast to a long-lived nuclide (with a half-life of the 

order of several days) ,where very long irradiations are required for 

a chi evi ng the same value of saturation factor. 

Depending on the available sample transfer facility, short 

half-lives can offer greater flexibility in selecting the timing 

parameters when discrimination of half-lives is necessary to avoid 

interferences. This can best be illustrated by considering an example, 

say, determination of Ag in the presence of relatively large amounts 
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of As. The nuclide llOAg has a-half-life .of 24 seconds and its most 

populated ganma-ray is at 658 keV. This photopeak can be interfered 

with by the 657-keV ganma-ray of 76 As which has a half-life of 1.12 d. 

After a short irradiation, the activity of the short-lived llOAg can 

be measured; if any interference from 76As is suspected, it can be 

quantitatively determined by counting the sample again after a decay 

for a few minutes when this gamma-ray is emitted by only 76As. On the 

other hand, the long-lived counterpart of ll0Ag, 11omAg with a half-

life of 120 days also emits the same 658-keV ganma-ray which is its 

most abundant gamma-ray. Therefore, if Ag is to be determined via the 

long-lived 11omAg isomer, one has to wait for several days or weeks 

until the 76As activity decays almost completely. 

In general, nuclides produced by short irradiations also have 

short half-lives. Consequently, the irradiated sample becomes virtu-

ally inactive after few minutes or hours depending on the composition 

of the matrix. Then, the same sample can be re-irradiated and analysed 

under identical conditions in situations where the evaluation of the 

precision of measurement or where standard addition techniques are 

desired. Furthermore, under these conditions, as the sample activity 

is short-lived and hence virtually free from radioactivity after a 

short time, one may use the same sample.for other experiments which 

may or may not involve radioactivity. The production of short-lived 

nuclides in ordinary nuclear analytical laboratories essentially 

eliminates the problem of radioactive sample waste management. 
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For some elements, INAA via short-lived nuclides is the only 

or the most sensitive method available;e.g. determinations of F, 0, 

Se and Pb. For elements where both short- and long-lived neutron 

activation products exit, the use of short-lived nuclides offers not 

only time saving but also considerable financial saving. 

Some of the major as well as interfering elements, such as Na, 

Mn, Br and La which are generally present in most matrices analysed 

by INAA, do not create serious problems in measurements of trace 

elements via short-lived nuclides. In situations where the decay time 

is over 2-3 seconds, even Cl does not offer much interference. 

Some research reactors can be operated in the pulse-mode 

thereby producing very high f1 ux of neutrons momentarily. Consequently, 

the activity enhancement for short-lived nuclides is higher than that 

for long-lived ones. This phenomenon has been advantageously utilized 

to improve sensitivities of short-lived nuclides (76Ml). 

Although there are many advantages, if the problems associated 

with the measurements of short-lived activities are not carefully 

attended to, unreliable results can outweigh the favourable aspects 

as commented earlier. 

2. Analytical Problems 

The sensitivity of measurement depends on the number of 

counts c accumulated under a photopeak. The factors that limit one 
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from obtaining the maximum value of c for a particular analysis can 

be recognized from the expression derived for c (equation · I-4). 

Assuming that all components of the analyser-system other than the 

detector are 100% efficient: 

C = 

= 

e: A 
0 

-0.69J2t/t¾ e 2 dt 

I-5 

where e: is the detector efficiency _and A0 is the activity of the 

nuclide corresponding to the photopeak under consideration at the end 

of irradiation and counted for a time ta after a decay time of ta. 

The counting factor (1 - e-0•6932talt½; approaches unity as 

t lt.i is maximized. This does not create much problems for short cf "2 

half-lives, except when t has to be optimized in order to suppress a 
unnecessary accumulation of long-lived background activity. In con-

trast, the decay factor (e- 0• 6932ta/t½; reaches its maximum value as 

ta,!t½ tends to zero. Since ta is practically finite for reactor 

irradiation one has to make ta,lt½ as small as possible. Therefore, 

the lower limit of half-lives that can be successfully handled 

depends mainly on how rapidly one is able to transfer the sample from 

the irradiation site to the detector position; and hence it is 
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essential to have a fast as well as a reproducible transfer system. 

Moreover, the need for the timing parameters ti, ta and t 0 to be of 

the order of the half-life of interest - which can range from milli-

seconds to seconds - demands precision timing of very short time 

intervals in order to obtain reproducible results. Next consider-

ation is the maximization of the most critical parameter, A0 • Obviously, 

for an optimum irradiation time, A0 can be increased by increasing the 

sample size or the neutron flux. However, the analyser should be able 

to cope with the high activity. This becomes a serious problem when 

the average time interval between two pulses to be processed approaches 

the pulse resolving time of the analyser where significant coincidence 

losses of pulses can occur due to pulse pile-up and multichannel 

analyser dead-time. A satisfactory solution to these problems becomes 

very complicated especially when there is a rapidly decaying high 

activity due to a mixture of long- and short-lived nuclides. These 

important phenomena of coincidence losses due to pulse pile-up and 

dead-time are explicitly treated in Chapter III and IV. 

C. Objectives 

In this thesis, development of INAA methods is considered with 

an emphasis on the improvement of sensitivity of detennination using 

short-lived nuclides. Hence, the primary objective is to develop a 

correction method, for both dead-time and pulse pile-up losses, which 

can be applied to short-lived nuclides at rapidly varying count rates 
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so that high activities can be properly treated. Once the correction 

method is successfully developed~ one does not have to restrict total 

count rates to considerably low values; thereby sacrificing the sensi-

tivity and the precision of measurement, in order to minimize errors 

due to coincidence losses. 

However, even .if one has a highly accurate correction method 

or an ideal analyser with a 100% efficiency (i.e. with no coincidence 

losses), still the question remains that whether or not these measures 

can solve all the problems in INAA. Even if the analyser accurately 

processes each and every detector event, in the presence of a high 

background activity, photopeaks with small number of counts diminish 

in relative size due to random fluctuation of the high background 

counts. In fact, in order to make a proper correction one has to first 

detect the photopeak of interest at high activities. The masking 

effect on the photopeak by high background activity is corrmon in INAA. 

INAA mehods which enhance the relative activity of nuclides of interest 

with respect to the background are needed. Hence, another objec-

tive of this work was to develop methods for such an enhancement. 

Two different approaches will be ·taken. One approach deals with the 

development of pseudo-cyclic and cyclic INAA (PCINAA and CINAA) 

methods for measuring elemental content through highly active short-

and very short-lived nuclides. The other approach involves the 

reduction of interfering activities contributing to high background by 

developing epithennal INAA (EINAA) methods. 
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CHAPTER II 

PRINCIPLES OF CYCLIC AND EPITHERMAL NEUTRON ACTIVATION ANALYSIS 

In modern times, CINAA and EINAA methods have become popular 

for the discrimination of undesirable activities against to those of 

nuclides of interest. For the relative enhancement of the desired 

activities the fundamental criterion used in CINAA is the differences 

in half-lives, whereas EINAA makes use of the fact that the variation 

of cross-section with the neutron energy is different for different 

nuclides. 

A. Pseudo-Cyclic and Cyclic INAA of Short-Lived Nuclides 

1. Evolution 

Cyclic instrumental neutron activation analysis (CINAA) tech-

nique is used to enhance the sensitivity of short~lived nuclides by 

improving counting statistics of the photopeaks of interest. This is 

done by repeating irradiation - transfer - counting process of a sample 

for a suitable number of cycles; the ganma-ray spectrum of each cycle 

is recorded to finally yield a cumulative spectrum. Using a pneumatic 

sample transfer system, this approach was first introduced to activa-

tion . analysis by Anders (60Al) who used the 19F(n,a.) 16N reaction to 
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determine fluorine via the 7.4 second-16N nuclide. Anders (61Al) 

later used the same technique for measuring a few other selected 

elements. The term ayatia activation analysis was originally given by 

Caldwell and co-workers (66Cl, 70GI) to a technique of electronic 

cycling of activation and counting for neutron activation analysis with 

a pulsed neutron generator. This term is currently used for repeated 

analysis by mechanical transfer (69Gl, 71Jl, 69Wl); the mathematical 

treatment is basically the same in both types of recycling. The theory 

of CINAA has been well described by Givens et al. (70Gl),more recently 

by Spyrou and Kerr (79S2). Recently, Spyrou et al. (74S1, 76El) Grass 

et al. (77Gl, 78Gl) and Chatt et al. (80Cl, 81Cl) have applied CINA . .!\ 

technique for trace analysis using reactors as neutron sources. The 

CINAA technique often requires rather expensive automated equipment 

which are not commonly available in most nuclear analytical labora-

tories. During the initial stages of this work .a non-automated 

pseudo-cyclic instrumental neutron activation analysis (PCINAA) method 

(79C2) was developed and successfully applied to biological materials 

for detecting nuclides with half-lives ranging between 10 sand 65 s. 

In the PCINAA method, dead-time corrections were carried out by reading 

the average dead-time from a meter and subsequently calculating a 

correction factor for each cycle. Possible errors, due to not using 

an elaborate correction method were minimized by maintaining the dead-

time at a low value (~10%). However, after the design and installa-

tion of an automated sample recycling system (described in section V.B) 
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which can handle much shorter half-lives (of the order of milliseconds), 

the need for a more reliable correction method for coincidence losses 

was immediately recognized. Moreover, most CINAA methods reported in 

the literature use the average dead-time method for calculating correc-

tion factors where significant errors may be encountered at rapidly 

varying dead-times. A correction method for dead-time and pile-up 

losses in CINAA has been developed in this study and described in 

section VI. D.2. Before going into details of the correction method 

developed, it is imperative at this point to describe the basic theory 

common to CINAA and PCINAA. 

2. Theory 

a. Basic Equation 

In simple terms, a sample containing the element to be determined 

is irradiated in a source of neutrons, transferred onto a detector and 

counted, and the process is repeated for an optimum number of cycles in 

PCINAA and CINAA. 

Let us consider a cycle of period T, where T is defined by 

T = II-1 

where, 
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t. = irradiation time; 
i. 

td = de cay time between the end of irradiation and the 
start of counting; 

t = counting time; a 

ta, = delay between end of counting time and the start of 
irradiation. 

The definitions of these timing parameters and the variation 

of a short-lived activity are shown in Fig. II-1. 

Assuming that there are no coincidence losses for the first 

cycle, the expression for the detector response (number of counts 

accumulated) is the same as equation I-4,derived for the conventional 

case. Thus, using the same parameters as before, the detector response 

C0 (1J, for the first cycle can be written as: 

where, 

Q = 8 cr m 6 x 6.023 X 1023 
>. M 

II-2 

II-3 

The accumulated number of counts, c (2) is due to the activity produced 
0 

during the second cycle and that remained from the first cycle. 

Therefore, c (2) can be given as 
0 

II-4 
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Similarly, the detector response at the nth cycle, C0 (n) is_ given by: 

C (n) = 
0 

= 
-nAT 

C (1/( 1 - e ) o -AT 
1 - e 

The cumulative detector response after n cycles will be: 

C (a) = C (1) + C (2) + ••.• + C (n) 
0 0 0 0 

II-5 

II-6 

II-7 

Combining equations II-6 and II-7 one can arrive at an expression 

for C (a): 
0 

C (a) = 
0 

Then the final expression becomes: 

C (a) = 
0 

A M 

{; 1 [, _ -AT(l-e.-nATlUU X -AT n e -AT 
-e 1-e 

II-8 

II-9 

To obtain the maximum c (cJ, one has to select suitable timing 
0 

parameters and number of cycles. In the presence of interfering bac.k-
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ground, these parameters should be optimized to achieve maximum signal 

to background ratio. Mathematical treatments (79Tl, 71J1) and computer 

simulations (81Tl) for the optimization of timing parameters have been 

reported. 

B. Epithermal Neutron Activation Analysis 

1. Epithermal (Resonance))Neutrons 

Neutrons produced in a fission reactor can generally be classi-

fied according to their energies as thermal ~neutrons _ (E <-O. 4 eV), 

epithermal neutrons (0.4 eV < E < l MeV) and fast neutrons (E > 1 MeV). 

The typical shape of a moderated reactor neutron spectrum is shown in 

Fig. II-2 (70Cl). In spite of the relatively low magnitude of the . 

flux, in some cases epithermal neutrons can be advantageously used for 

elemental determinations. 

The formation rate of a nuclide depends, among other factors, 

on the magnitude and the distribution of the neutron flux as well as 

the variation of its cross-section with neutron energy. Generally, 

majority of the nuclides in the thermal neutron region follow the so-

called 1/v law,which means that their activation cross-section is 

inversely proportional to neutron velocity or the square root of neutron 

energy. Several other nuclides possess large resonances in the 

epithermal region, which means that the cross-sections of these nuclides 

can reach very high values within small neutron energy intervals. For 
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this reason epithennal neutrons are sometimes referred to as resonance 

neutrons. Thus, for these riuclides, activities can be selectively 

enhanced relative to those with higher therma 1 cross-sections by screen-

ing the thermal neutrons during irradiation. 

2. Cadmium Ratio 

Cadmium has a very high absorption cross-section of about 

20,000±300 barns (72D2) for neutrons with energies less than 0.4-0.5 eV 

due to the reaction 11 3Cd(n,y)l 14 Cd. Cadmium is virtually transparent 
I 

for the neutrons with higher energies. The product nuclide 114 Cd is not 

radioactive. The effective Cd cut-off energy depends on the foil 

thickness and the geometry. If a sample is covered during irradiation 
I 

with a Cd-foil of thickness 0.5-1.0 mm, the thermal neutrons can be 

screened out so that the nuclear reactions are only possible with 

epicadmiwn neutrons. If the sample is not shielded with cadmium, acti-

vation occurs due to· therina.l as well as epithennal neutrons. The . 

measured ratio of the two activities produced with and without Cd 

shield, for a given irradiation position is called the cadmium ratio (CR) 

of the nuclide of interest, which can also be used as a measure of 

epithennal (resonance) to thennal flux ratio at the irradiation 

position. 

CR = Activity ZJithout Cd foil 
Activity ZJith Cd foil 

II-10 
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It is obvious that the measured CR depends on the relative 

sensitivities of the monitor for resonance and thermal neutrons. The 

CR va 1 ue is often measured using gold as the monitor. In DUSR, CR 

values .have been measured to be 2.2 for the inner irradiation sites and 

5.3 for the outer sites (78Rl). 

3. Advantage Factors 

The enhancement of the activity of interest against that of the 

interfering background elements i:s generally described by means of the 

so called advantage factor, which as defined by Brune and Jirlow (64B1) 

is given by: 

AF = II-11 

where (CRJi and (CR)b denote the two cadmium ratios measured with 

respect to nuclide under investigation and background nuclides, respec-

tively. In situations where a number of interfering nuclides are 

considered, the expression II-11 becomes fairly complicated as the 

value of AF then depends on the relative contributions from each back-

ground nuclide. In an attempt to avoid this difficulty, a simplified 

form of advantage factor is commonly used as described below. 

It has already been stated that cross-section varies consider-

ably with the energy of bombarding neutrons. However, the principles 

and activation equations derived in earlier sections for thermal 
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neutrons apply equally well to EINAA • . The total activation reaction 

rate Rr of an isotope at infinite dilution is given by: 

where, 

R = 
1' 

0 th = 

4>th = 

q,res = 

I = 

I = 

+ q,res I 

cross-section for thennal neutrons ; 

conventional thermal flux; 

epithennal flux for unit Zn E; 

resonance integral which is defined as: 

00 

f a (E) dE 
Ea E 

E is the lower cut-off energy generally set at 0.4 eV. a 

II-12 

II-13 

Since I is a measure of the probability of reaction with 

epithennal neutrons, one would expect nuclides with higher I/ath ratios 

to be advantageously determined by EINAA. Thus, in a simplified fonn, 

advantage factor for a particular nuclide can be expressed by means of 

its I/ath ratio. Table II-1 shows the nuclear data and advantage 

factors for some selected nuclides of varying half-lives (77R2). It 

should be noted that several interfering elements such as Al, V, Na, 

Cl and Mn, which are commonly present in most matrices analysed by INAA, 

have relatively low advantage factors. Therefore, EINAA can be used 



Table 11-1. Nuclear data for several elements of interest in epithermal instrumental neutron 
activation analysis (77R2) 

element nuclide half-life resonance therma 1 advantage 
activation neutron cross factor, 
integral, (b) section, (b) I/ath 

Cl 38Cl 37.3 min 0.17 0.43 0.40 
Sc 46sc 84 d 11 25 0.44 
Cr 51Cr 27.8 d 8.5 16 0.53 
V s2v 3.8 min 2.7 4.9 0.55 
Na 24 Na 15 h 0.31 0.528 0.59 

Al 28Al 2. 3 min 0.17 0.232 0.73 
Mg 27Mg 9.5 min 0.030 0.038 0.79 
Ca 49Ca 8.8 min 0.90 1.1 0.82 
K 42K 12.5 h 1.28 1.48 0.86 
Ba 139Ba 83 min 0.30 0.35 0.9 

Cu 66Cu 5.1 min 2.5 2.2 1.1 
Fe 59Fe 45 d 1.20 1.14 1.1 
Mn 56Mn 2.58 h 14.0 13.3 1.1 
La l'+OLa 40.2 h 11 9.0 1.2 
Co 60Co 5.25 a 75 37.5 2.0 

N 
u, 



Table 11-1. (continued} 

element nuclide half-life resonance thennal advantage 
activation neutron cross factor, 
integral, (b} section, (b} I/oth 

Zn 69mzn 13.8 h 0.24 0.07 3.4 
Sr 87m$r 2.83 h 4 0.8 5.0 
Se 75Se 120 d 500 55 9.1 
Th 233Th 22.2 min 82 7.4 11 
w 187W 23.9 h 420 37 11 

Cs l3i+mcs 2.9 h 30 2.6 12 
As 76As 26.5 h 63 4.4 14 
Sm 153Sm 47 h 2900 210 14 
Ba 135mBa 29 h 24 0.16 15 
Br aosr 17.6 min 125 8.4 15 

In l 16min 54 min 2600 161 16 
Tb 160Tb 72.1 d 400 25 16 
Tm 170Tm 130 d 1700 106 16 N 

°' Br 82Br 35.5 h 50 3.0 17 
Rb 88Rb 17.8 min 2.3 0.12 19 



Table II-1. (continued) 

element nuclide half-life resonance therma 1 advantage 
activation neutron cross factor, 
integral, (b) sect ion, (b) I/ath 

Gd 159Gd 18 h 80 3.5 23 
I 128y 25 min 150 6.2 24 
Sb 122sb 67.2 h 180 6.2 29 
Lu 176mlu 3.69 h 600 18 33 
Ti sir; 5.8 min 5.5 0.179 37 

Nb 94mNb 6. 3 min 8.0 0.15 53 
Mo 99Mo 66.7 h 7.5 0.14 54 
Sn 12smsn 9. 7 min 9 0.14 64 
Zr 97zr 17.0 h 5.0 0.05 100 
u 2 39LJ 23.5 min 280 2. 72 103 

y 90my 3.1 h 0.9 0.001 900 
N 
-...J 
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advantageously for analyzing matrices such as, coal~ coal- and oil-fly-

ash and air particulates, which consist of elements such as Al and V 

in percentage amounts. The advantages of epithennal over conventional 

thermal neutron activation for elemental analysis of geological mate-

rials have been well reviewed by Steinnes (71S1). 

4. Shields for Epithermal Neutron Activation 

In the past, EINAA technique has been used by wrapping samples 

with Cd foils for determining a few selected elements in biological, 

geological and coal fly-ash samples {79Gl, 77Hl, 75Al, 76S1). Although 

the product nuclide, Il 4Cd of neutron absorption reaction Il3Cd(n,y)ll 4Cd 

is non-radioactive, the Cd-shield becomes highly radioactive after 

irradiation due to formation of nuclides from other isotopes of Cd. 

Hence, it is necessary to take the sample out of the Cd-shield before 

counting. One has to allow decay times of at least several minutes for 

opening of the capsule, removal of sample and placing it in a proper 

counting geometry. Consequently, EINAA where the sample is wrapped in 

Cd-foil cannot be used for detecting short-lived nuclides. For this 

reason, application of EINAA has been limited to nuclides with half-lives 

longer than several minutes, except where specially designed and 

installed facilities for epithermal neutron irradiations are available 

(79Gl, 76Ml). Therefore, if EINAA of short-lived nuclides is to be 

performed using normal irradiation facilities, one should have a shield 

which does not become highly radioactive so that counting can be done 

immediately after irradiation and without the removal of the sample 
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from the shield. 

Bor'on is al so an efficient absorber of thermal neutrons for 

which the absorption cross-section follows a 1/v relationship and 

reaches a small value at approximately 280 eV {72Rl). Dependency o·f 

absorption cross-section on neutron energy for Cd and Bare shown in 

Fig. II-3 {72D2). Table II-2 gives the possible nuclear reactions and 

relevant nuclear data for these two elements. The added advantage of 

B over Cd is that a few seconds after irradiation, B becomes virtually 

non-radioactive and hence non-interfering. Therefore, B has the poten-

tial of being a thermal neutron shield for short-lived nuclides. 

Although the most commonly used shield material for thermal 

neutrons is Cd, B has also been used by several authors {79Gl, 77Hl, 

79Jl). For the analysis of biological materials, Hanna and Shahristani 

{77Hl) shielded both the sample and the standard by a boron compound 

and placed in an irradiation container for simultaneous activation. 

Then the standards and the samples were counted separately. In this 

method irreproducibility or non-uniformity of the shield does not cause 

significant errors because the standards and the samples are irradiated 

simultaneously inside the same shield. However, this approach cannot 

be adopted for short decay intervals as the sample and the standards 

have to be taken apart before counting, and measured separately. 

Gladney and Perin {79Gl) analysed silicates by conventional EINAA using 

boron filtered epithermal neutrons. They irradiated samples inside a 

permanently installed epithermal irradiation facility. This approach 
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Table II-2. Nuclear data for thermal neutron reactions of Band Cd (64Fl) 

parent isotope abundance cross-section nuclear reaction t 1 of product decay mode 
(%) {b) '2 nuclide 

10B 19.7 4017 10B(n., a) ~Li ... stable 
5 ... 10B(n.,y)llB . .. stable 

... 10B(n p)lOB ., It 7.5x10y 8 

11B 80.3 0.005 11B(n., y) 12B 20 ms 8 , y 
... 11B(n.,p) i ise 13.6 8 8 , y 

11B(n.,a)~Li 0.84 8 
-8 

11B (n., 2n )1 °B ... stable 

106Cd 1.22 1.0 106Cd(n., y )107Cd 6.7 h + EC, 8 , y 48 

1oacd 0.87 ... 108Cd(n.,y)l09Cd 470 d EC 

110Cd 12. 39 0.2 1 lOCd(n., y) 111mcd 49 m IT, y 
110Cd(n.,y)ll1Cd ... stable 

w 
I-' 



Table II-2. (continued) 

parent isotope abundance cross-section 
(%) (b) 

lllCd 12.75 ... 
112cd 24.07 0.03 

113Cd 12. 26 20000 

11'-+Cd 28.86 0.14 
1.1 

116Cd 7.58 1.5 

EC - electron capture 

IT - internal transition 

nuclear reaction t 1 of product 
'2 nuclide 

111cd(n, r) 112cd . .. 
112cd(n, y) l l 3mCd 14 y 
112Cd(n,y)ll3Cd ... 
l l 3Cd(n, y) 11'-+Cd ... 
11'-+Cd(n, y) 11smcd 43 d 
11'-+Cd(n, y) 11 scd 2.3 d 

l 16Cd(n, y) l l 7mcd 2.9 h 
l 16Cd(n, y) ll 7Cd 50 m 

decay mode 

stable 

8 
stable 

stable 

8 , y 
8 , y 

8 , y 
8 , y 

w 
N 
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can be used for short-lived nuclides. However, it needs considerable 

modification of the irradiation facility. Furthermore, duri_ng 

irradiation~ the. sample cannot be completely covered with the shield 

material to obtain maximum filtering efficiency, as a passage for the 

sample insertion and withdrawal has to be kept open. Jones et aZ. 

(79Jl) used a sample capsule fabricated from hot-pressed boron nitride 

for the determination of Si in plant materials. Although this technique 

can be used for short-lived nuclides, in addition to being expensive, 

contamination is possible during fabrication (machining) of the shield. 

There exists a necessity for developing a suitable shield which should 

be relatively free from contaminants and can be used for EINAA of 

short-lived nuclides. 
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CHAPTER III 

COINCIDENCE LOSSES 

There is a finite time interval in any instrument which 

outputs infonnation after receiving some input data. While processing 

a pulse, some circuitry in the analyser system may be inactive for 

further input data thereby resulting in loss of information only on 

the subsequent pulses. On the other hand, there are some components 

of the system that are always active to any input data. In the latter 

case, if more than a single pulse approaches the device within the 

resolving time, then all the pulses would be subjected to distortion 

and hence would consequence in loss of correct infonnation about all 

the pulses. In order to understand the causes and effects of these 

two types of coincidence losses, viz. dead-time and pulse pile-up 

losses, it is perhaps pertinent to briefly describe the basic compo-

nents of a spectrometric system. 

A. Origin of Dead-Time and Pulse Pile-Up Losses 

A block diagram of the basic components of a gamma-ray 

spectrometer is shown in Fig. III-1. The interaction of photons with 

the semiconductor detector promotes electrons from the valence band 

to the conduction band or to higher energetic bands. This excitation 

takes place in a very short time, viz. of the order of 10- 12 s (70Cl), 
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Figure III-1. A block diagram of a basic ga111T1a-ray spectrometer 
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which produces a number of electron-hole pairs in the intrinsic region 

of the detector. The number of charge carriers produced depends on 

the energy of the interacting photon. These charges are swept through 

the material by an applied electric field, and then an electric pulse 

is produced corresponding to the detection of a single photon. The 

collection time of pulses may be of the order of 10-9 s depending on 

the design of the detector (70G3). Incidence of another photon, while 

one photon is being processed, will produce additional charge carriers 

as the detector is always sensitive to any_ incident photons. Assuming 

a 100% efficient collection, the above process will be equivalent to 

the detection of a single photon with an energy equal to the sum of 

the energies of two photons. Thus, the overlap of two or several 

discrete events will result in a distortion of the gamma-ray spectrum. 

This phenomenon is known as pulse pile-up. 

The primary purpose of the preamplifier is to integrate the 

burst of charges collected from the detector and convert it into 

a voltage pulse which maintains a constant proportionality to the 

photon energy. After sufficient amplification, the voltage pulse is 

passed onto the main amplifier which performs two major functions. 

The first and the most obvious task is to provide a continuously 

adjustable linear gain over a wide range of photon energies. The 

second and the one that receives greatest attention is the process 

of pulse shaping which is important to enhance the signal to noise 

ratio - hence the resolution - in order to fully exploit the high 

resolving power of Ge(Li) detectors. In addition to yielding a high 
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signal to noise ratio, shaping operation reduces the total duration 

of a pulse so that pulses can be packed close together without riding 

on top of one another. 

Similar to the detector, at no time are both the preamplifier 

and main amplifier insensitive to an input signal. Hence, pulse 

pile-up losses can also take place at the preamplifier and main 

amplifier. Most preamplifiers used in conjunction with semiconductor 

detectors are generally fast output devices having typical rise times 

of the order of 10- 7 s {70Cl). However, pulse shaping networks used 

in the main amplifier to improve resolution increase the processing 

time; typical shaping time constants range from 0.05 to 12 µs (It 

should be mentioned that the magnitudes of the pulse resolving time 

and the corresponding shaping time constant are different - the 

former being larger). Higher the value of time constant, better is 

the performance of pulse shaping networks - hence improved resolu~ 

tion. It is evident from the above time constants that the major 

contribution to pulse pile-up originates at the main amplifier. Thus 

for high count rates, there is often a conflict between selecting a 

short time constant and obtaining a good resolution. In such situa-

tions a compromise is necessary. 

The distortion of pulses in the linear (main) amplifier is 

frequently due to the occurence of a second pulse before the base-

line completely returns to its original value. Fig. III-2a shows, 

for bipolar pulses, the effect of overshoot of the first pulse to the 
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Figure III-2. Amplitude distortion of unipolar and bipolar pulses 
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amplitude of the second. If unipolar pulses are used, an opposite 

distortion (due to undershoot) of the base line is encountered. This 

difficulty of base line distortion has been considerably overcome 

(as shown in Fig. III-2b) by modern electronic techniques such as 

base line restoration (68Wl) and pole zero cancellation (65Nl). 

However, they do not eliminate the problem of pulse pile-up. In 

order to avoid recording of distorted pulses that leads to distortion 

of the spectrum, a device known as pulse pile-up rejeator has been 

developed. It consists mainly of an additional fast amplifier and 

a pile-up inspector (70Cl). The pile-up rejector prevents distorted 

pulses from entering into the analog to digital converter (ADC) for 

further processing. However, this system does not correct for the 

pulses that are lost due to distortion and subsequent rejection. 

The ADC used in this study employs the familiar Wilkinson 

conversion technique. In this method a capacitor is charged to the 

peak amplitude of an analog input pulse which comes from the output 

of the main amplifier after careful shaping and a linear amplification. 

At the end of the charging process, the capacitor is linearly dis-

charged to zero. Fig. III-3 shows the typical timing diagram of the 

ADC used in this study (73Tl). During the linear discharge a periodic 

pulse train (typically a 50 or 100 MHz clock) is scaled into a binary 

scaler. The scaled total number of clock pulses or the binary address 

is directly proportional to the peak amplitude of the analog pulse 

since the scaling time is directly proportional to the peak amplitude. 
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Consequently, the number of pulses, recorded in the memory unit for 

the channel corresponding to this digital signal is raised by one. 

Thus one obtains the distribution of all the recorded pulses with 

respect to their energies. 

If the channel number into which the signal is assigned is i, 

and the frequency of the ADC clock is f, the time taken for scaling 

during the linear run-down is i/f. For a signal that is assigned to 

the channel number 1000 (e.g., if the instrument is calibrated at 

l keV/ahannel, it corresponds the energy of 1000 keV), and ADC with a 

clock frequency of 50 MHz has a scaling time of 20 µs. In addition 

to the scaling operation, ADC has to perfonn several logic functions 

which last for a constant duration, a, independent of the channel 

number. The constant, a, can have typical values in the range of 

5 - -15 µs depending on the characteristics of the computer interfaced 

with the ADC. Unlike the detector, preamplifier and main amplifier, 

the ADC does not respond to any subsequent input signals while one 

signal is being processed. Tchis time interval during which the ADC 

is inactive to input data is referred to as ADC dead-time, d(i). It 

can be expressed as: 

d(i) = a + i/f III-1 

In summary, one may state that, in a typical gamma-spectrometer, 

the chief contributor to the pile-up losses is the main amplifier. 

Using short pulse shaping time constants, consequently sacrificing 
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the resolution, pulse pile-up losses can be partially reduced. Also, 

when the ADC is busy, a significant portion of pulses may be lost at 

high count rates due to dead-time. Therefore, in dealing with short-

lived nuclides at high count rates, significant corrections would be 

necessary for both types of coincidence losses. 

B. Magnitudes of the Two Effects 

1. Dead Time Losses 

With the knowledge of parameters a and f(equation III-1) and 

the number of counts in each channel one can make an approximate 

estimation of the dead-time. Then a satisfactory correction can be 

made provided that there is no change in shape of the spectrum during 

the counting period. However, this is valid only for gamma-ray 

spectra of long-lived activities. In reality, particularly for short-

lived nuclides, a gamma-ray spectrum corresponds to nuclides of dif-

ferent half-lives comparable to the counting time. In such situations, 

the total activity - therefore the dead-time and the composition of 

the spectrum - may change significantly during counting time,thereby 

necessitating the detennination of dead-time experimentally. 

For comparison purposes, however, fractional loss of pulses 

due to ADC dead-time can be approximately estimated in the following 

manner. For the simplicity of calculation all the channels of the 

spectrum can be considered equivalent to a weight-averaged single 

channel (for a typical spectrum with 4096 channels, weight-averaged 
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channel number can be assumed to be 1000). The dead-time due to a 

single pulse, d, can be calculated from equation III-1 by selecting 

typical values for parameters a and f. The relationship between the 

input pulse rate, R0 , measured rate, R,and the fractional dead-time, 

DT,can be expressed as: 

R = 

Then, 

DT = 

= 

R (1 - DT) 
0 

d .X R 

d R (1 - DT) 
0 

III-2 

III-3 

The fractional loss due to dead time, FLd' is related to -R0 by the 

following expression obtained by combining equation III-2 and III-3: 

(R - R) / R 
0 0 

= d R / (1 + d R J 
0 0 

III-4 

Equation III-4 enables one to approximately estimate the fractional 

count losses due to dead-time at different input count rates. 
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2. Pulse Pile-Up Losses 

For a quantitative treatment of pulse pile-up losses, one 

cannot avoid selecting a suitable statistical model due to the random 

nature of the photon emission process from a radioactive source. 

Assuming Poisson Statistics (78Wl) the following fo rmula is proposed 

in section IV.A.2 to estimate fractional loss due to pile-up, FLP, 

for an analyser with a pulse resolving time, T, and for an input 

count rate, R: 
0 

FL = p 
UI-5 

The magnitudes of these two kinds of coincidence losses 

calculated according to equation III-4 and III-5 for different pulse 

rates using typical values for different parameters (a, i, f, T) are 

shown in Fig. III-4. At low pulse rates and small resolving times 

of the amplifier, coincidence losses are mainly due to the dead-time. 

In such situations only dead-time corrections may be sufficient. 

However, if one uses larger values for the amplifier shaping time 

constant - therefore larger values for T - losses due to pulse pile-up 

become important, especially at high count rates. It should be 

noted that these calculated values can only be used as a rough guide 

line. For accurate results, the parameters in the above equations 

should be determined experimentally. 
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C. Available Correction Methods for Coincidence Losses 

It is possible to minimize problems concerning dead-time and 

pulse pile-up by restricting the total incident rate of photons to 

such an extent that the coincidence losses are negligible. Such an 

approach will lead to poor counting statistics and therefore 

sensitivity and precision would be considerably reduced. ln order 

to avoid sacrifice of sensitivity and' precision arising from restric-

ted low count rates, attempts have been made to correct for coinci-

dence losses in gamma-ray spectrometry. Recent work in this area has 

generated numerous correction techniques. It should be noted that 

the necessity of correction methods for coincidence losses is not 

unique to INAA of short-lived nuclides. In fact, absolute count rate 

measurements of longer lived nuclides have initiated research in this 

area. In the following sections a brief account will be given about 

the available methods that are considered to be most applicable for 

short-lived nuclides. The reader is referred to the literature for 

further details regarding any individual technique. 

1. Methods for Dead-Time Correction 

In pulse height analysis, automatic correction for dead-time 

is almost always carried out by counting in the live-time mode where 

the counting interval is automatically extended to compensate for any 

dead-time thoughout the measurement. The live-time method can be 

expected to yield an accurate compensation for losses due to dead-time 

as long as the activity of interest does not decay significantly 
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during the entire counting period. This is because for short-lived 

nuclides, the activity of interest would not be the ,same during the 

dead-time and the extended time intervals (Fig.III-5). The above method, 

therefore, is certainly inadequate for short-lived nuclides where the 

counting time may be several times longer than the half-life of the 

desired nuclide. However, if the fractional dead-time, DT, remains 

constant throughout the measurement (i.e. the dead-time is mainly due 

to a long-lived background), appropriate correction factors can be 

mathematically calculated if the half-life or the decay constant of 

the desired short-lived nuclide is known. 

The basic equation for c, the measured net counts in the 

photopeak area, can be expressed for the general case as derived by 

Schonfeld (66Sl): 

where, 

C = 

p = 
0 

A 

DT 

= 

= 

= 

ta -At 
f P0 e (1 - DT) dt III-6 

0 

true photopeak count rate at the beginning of the 

counting interval ; 

decay constant of the nuclide of interest ; 

instantaneous fractional dead-time; 

clock time, i.e. counting time after extending to 

compensate for dead-time. 
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If DT remains constant, the relationship between ta and the 

preset time t 8 is given by: 

= III-7 

Since DT is assumed to be a constant, a simple integration 

of equation III-6, and then substitution for ta from equation III-7 

gives: 

C = III-8 

If there is no dead-time (i.e. DT = 0), the corresponding 

expected counts in the photopeak, C0 - the quantity of ultimate 

interest - is then given by (substituting DT = o in equation III-8): 

III-9 = 

From equations III-8 and III-9 it follows that the dead-time correc-

tion factor, Ka, which can be defined as the ratio C/C0 is related 

to DT by the following equation where A has been replaced by 0.693/t1 • 
72 

Ka = C/C III-10 
0 

(1 - DT) (1 -0.693 t 8 /t1 r1 - DT) ) - e 72 III-10 = 

(1 -0.693 t 8 /t1 J - e 
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Fig. III-6 shows variation of Ka in relation to different 

ratios of t!/ta at different constant dead-times, calculated according 
2 

to equation III-10. The figure suggests that if the half-life is 

very small compared to t 8 then even by counting the sample in the 

live-time mode, the relative error can be as much as the magnitude 

of fractional dead-time unless an additional mathematical correction 

is included using equation III-10. On the other hand, since Ka 
approaches unity as the ratio t- It gets larger, the live-time method ¥ s 
becomes satisfactory for long-lived activities where tk is several 

2 

times larger than t. s 

In practice, however, this live-time correction technique 

has been found by several authors (7283, 60Cl, 74C2) to be erroneous 

even for long-lived activities. An under-compensation for dead-time 

arises due to the finite width of timing pulses of the live-time 

clock (7283, 60Cl). This effect is explained in Fig. III-7. Also, 

an over-compensation is introduced by ADC electronics (74C2). The 

relative magnitudes are such that the net effect of these two 

counteracting errors is an over-compensation for ADC dead-time. To 

correct for the error caused by the finite width of the clock pulses, 

a simple electronic circuit has been proposed by 8artosek et aZ. 

(7283) whereas Cohen (74C2) has proposed a modification to the ADC 

electronics in order to eliminate the dead-time caused by pulses that 

are digitized by the ADC but are not stored in the memory. 
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Figure III-6. Variation of the dead-time correction factor with 
t¾ I t 8 ratio at different constant dead-times 
(for counting in the live-time mode) 
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A more complicated situation arises when DT varies during 

the counting time, i.e. the integration of equation III-6 becomes 

complicated when DTis a function of time. Several authors (7201, 

74Jl, 64Ll, 69Wl) have proposed mathematical correction methods. Each 

of these methods is limited to dead-time correction only and assumes 

that the dead-time is due to one short-lived activity with a long-lived 

background (a detailed evaluation of this assumption will be given 

in section VI.D.1). In some methods activity is measured at different 

time intervals to estimate the time dependent dead-time which would 

be impractical if ta is of the order of seconds,which is the case for 

short-lived nuclides. In cyclic activation analysis,corrections for 

dead-time have been done by Spyrou and Kerr (79S1) and Wiernik and 

Amiel (69Wl) using the average dead-time in each cycle. Also in this 

laboratory, the average dead-time correction method was used for 

cyclic and pseudo-cyclic INAA before development of the elaborate 

correction method described in this thesis. In order to minimize 

possible errors in the average dead-time method the sample activity 

has to be restricted to low levels and the activity should not 

considerably change during measurement. Wiernik (71W2) has reviewed 

the methods available for dead-time correction in gamma-ray 

spectrometry. 

Another approach that has been taken to circumvent the 

problem of time variable dead-time is to keep the dead-time at a 

constant value throughout the measurement by external means. This 

constant value is used for mathematical integration of equation III-6. 
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For this purpose, a dead-time stabilizer using a voltage controlled 

pulse generator was suggested by De Bruin et al. (74Dl). In their 

system, frequency of the pulse generator is controlled by the dead-

time signal from the ADC in such a way that the ADC dead-time remains 

constant. One major drawback of this method is the fact that gener-

ated pulses which are fed into the preamplifier create additional 

dead-time and pile-up losses despite maintaining a constant dead-time. 

Bartosek et aZ. (7281) have proposed a method based on automatic 

creation of an additional dead-time at the end of very short measuring 

intervals so as to keep the total dead-time constant. Both the above 

methods have the advantage of being able to be applied to rapidly 

decaying activities with the latter being free from introduction of 

additional pile-up losses. However, both methods sacrifice the sensi-

tivity and precision of the analysis due to unnecessary additional 

dead-time. To partially eliminate these problems, Garner and 

Hohnel (70G2) have used a modified live timer to correct for analyser 

dead-time where the frequency of the live-timer clock is made to decay 

with the half-life of the nuclide of interest, which enables one to 

calculate appropriate correction factors by a simple mathematical 

treatment. This approach, however, has the limitation that it cannot 

be applied to multielement analysis where several activities with 

different half-lives are measured. 

Schonfeld (66S1) plotted the value of instantaneous dead-

time read from the dead-time meter of the ADC, versus elapsed time 

and corrected the results by numerical integration. A similar 
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approach was taken by Woittiez et al. (79W2) by reading the dead-time 

at different time intervals and fitting the data into a mathematical 

equation. However, for these procedures half-life of the measured 

nuclide - as well as counting time - should be larger than several 

minutes. Based on Schonfeld's approach, a method was proposed by 

Miller and Guinn (76Ml) where ADC dead-time is electronically monitored 

with a very small sampling time throughout the measurement. Although 

this method can be applied to short-lived nuclides, here a correction 

is done only for dead-time losses and not for pulse pile-up. 

Hanns (67Hl) described a very promising approach for auto-

matic correction for dead-time losses. He measured the number of 

pulses that are lost while the ADC is busy by means of an auxiliary 

counter. Correction is perfonned by storing compensating pulses 

distributed over all channels with the same distribution as that of 

the measured pulse-height. As long as the pulse-height distribution 

remains constant this method provides a satisfactory solution even 

for varying count rates. However, if both the count rate and pulse-

height distribution vary, dead-time correction cannot be accurate 

for short-lived nuclides. Based on this principle, a fast digital 

processor has been proposed by Westphal (79Wl),which he used to 

determine the true count rate by measuring the observed total counts 

and the live-time. Proper weighting factors to each channel were 

estimated by using only the clean pulses which are free from distor-

tion due to pile-up. Despite the fact that this method is applicable 
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to very short-lived nuclides, it does not provide a satisfactory 

solution to pile-up losses. 

2. Combined Methods for Dead-Time and Pile-Up Correction 

Cohen (74C2) proposed the following relationship between 

the measured count rate, P, of the photopeak and its true count 

rate, P • 
0 

p = 
0 

p 

1 - • N / ti 
III-11 

where t is the pulse resolving time of the amplifier and N is the 

total number of pulses detected. The ADC live-time, tz, can be cal-

culated from the clock-time, t , and dead-time, ta d' using the a ea 
following equation. 

= t - td d a ea III-12 

Since the number of counts in each channel and the appro-

priate parameters for the particular ADC can be known, tdead can be 

estimated using equation III-1. The main disadvantage of applying 

this method to short-lived nuclides is that the fonnula is valid only 

for non-varying count rates; i.e. for long-lived activities. For 

variable count rates, Roscoe and Furr (77Rl) proposed a mathematical 

solution for both dead-time and pile-up losses applying Cohen's 

formula (equation III-11) for pile-up correction. Their method 
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involves reading the dead-time at different time intervals and fitting 

the data into a mathematical equation which assumes that the measured 

dead-time is the sum of a dead-time varying with an average half-life 

and a constant dead-time. Even for a single short-lived nuclide in 

the presence of a long-lived background, the above assumption is not 

valid for high dead times since the activity does not follow a direct 

proportionality to the dead-time which depends on the measured count 

rate but not on the true count rate. Furthermore, they assumed Nitz 
of Cohen's formula to be directly proportional to the measured dead-

time. If the composition of the gamma-ray spectrum varies, this 

assumption would be erroneous due to the fact that the dead-time 

depends not only on the number of processed counts but also on the 

energy of the pulses or the channel number (equation III-1). However, 

at relatively low count rates, the assumptions may be sufficient for 

a satisfactory correction. Yet, the method can only be applied to 

medium-lived nuclides (half-lives longer than several minutes) due 

to manual recording of dead-time from the meter. 

A pulser peak method to correct for losses in the entire 

pulse processing and recording system was introduced by Strauss 

et al. (68S1) and Anders (69Al). The basic principle of this 

method is that the losses suffered by pulses that are injected into 

the analyser at a known frequency and a precise amplitude should be 

equal to those suffered by any other photopeak. As long as the total 

activity and the composition of the spectrum do not change, this 
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method can be expected to yield a satisfactory correction. However, 

this is not applicable to the instances where the counting time 

exceeds the half-life of the activity of interest and to the case of 

varying activities. 

Bolotin et aZ. (70B1) extended the above method to correct for 

coincidence losses at variable count rates using a random pulser with 

a variable pulse rate which is maintained at a fixed fraction of the 

nuclear event rate. In the case of mixed activities, their method is 

not applicable since the composition of the spectrum generally varies 

during measurement. Moreover, they recognized that the nuclear events 

suffered losses due to coincfdence with both nuclear event as well as 

pulser events, whereas the pulser events suffered losses due to 

coincidence only with nuclear events. The reason for the above obser-

vation is that the overlap of pulser events among themselves did not 

occur in their random pulser. Bolotin et aZ. suggested that the above 

difference between overlaps for the pulser events and nuclear events 

could be minimized if the pulser rate is kept relatively low. 

Weirnik (71W2) studied possible systematic errors associated with the 

corrections for losses using a regular pulser and concluded that the 

errors can be avoided if the dead-time caused by the pulser event is 

kept an order of magnitude lower than that caused by nuclear events. 

He also demonstrated that a random pulser could reduce the systematic 

errors to a certain extent. Debertin (71D1) also showed that the 

errors due to non-overlap of pulser event with each other are 
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negligible if the nuclear event rate is relatively high. 

Wyttenbach (71W3) extended the pulser idea to determine pile-

up correction factors by simultaneously measuring the clock-time and 

live-time of the analyser. Then the measured clock-time and live-time 

were used to estimate the total count rate which was used to mathemat-

ically calculate the pile-up correction factor. His correction method 

appears to be effective up to a total count rate of 40,000 eps. 

Although the pulser techniques described above are satisfac-

tory for long-lived activities, they have limited applicability to 

short-lived nuclides where the composition of the spectrum and the 

count rate change rapidly during counting. 

In addition to the loss of pulses, another problem caused due 

to pile-up effects is the feeding of unnecessary distorted pulses into 

the ADC for further processing. This problem has been overcome by 

incorporating the so-called pile-up rejecters (7282, 67Sl) into modern 

analysers. In a pile-up rejecter, which consists of a fast amplifier 

and a pile-up inspector, each and every pulse is electronically 

inspected before input to the ADC,and the pulses subjected to distor-

tion due to pulse-oyerlap are rejected, thereby eliminating the 

dB tort ion of the tota 1 spectrum due .to the storage of wrong infor-

mation (Fig. III-8). However, this does not make any correction for 

the lost information but also introduces additional losses due to its 

finite inspection time. 
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In conclusion to the brief review given above, one can note 

that there have been many possible approaches to correct for coinci-

dence losses in gamma-ray spectrometry. None of them offers an ideal 

solution; each and every method has its own advantages and limitations. 

The choice of a particular method depends on available instruments 

and the nature of the analytical problem. Most of the methods 

described above are not applicable to short-lived nuclides with half-

lives ranging from a fraction of a second to a few seconds. For 

details about experimental comparison of some of the above methods, 

the reader is referred to the studies carried out by, most notably, 

Wiernik (71Wl), Huysmans et aZ. (74Hl) and Dryak et al. (7801). 

During the earlier developments of PCINAA and CINAA (79C2, 

81Cl) methods in this laboratory, the dead~time corrections were 

perfonned using the average dead-time measured in each cycle. In order 

to minimize errors, the dead-time of the analyser had to be maintained 

below N 10% or the standards also had to be analysed under similar 

dead-time conditions. In some cases, the sensitivity of the methods 

could not be exploited at its best as the total activity sensed by the 

detector had to be restricted by employing shorter irradiations, lower 

fluxes, smaller sample sizes or less efficient geometries. 

In several instances severe problems were encountered, even 

in conventional INAA using medium-lived nuclides (half-lives of the 

order of minutes) in the presence of interfering nuclides such as 2 8Al 

and 52V. These interferences were observed in a wide variety of 
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matrices, such as coal (79S1), coal ·fly-ash, oil fly-ash and atmospheric 

particulate matter (81D1), biological (80Tl, 79Cl), geological 

materials (78Cl), and suspended particulate matter (80Kl), analysed in 

this laboratory. 

It was recognized that a satisfactory solution to the problem 

of coincidence losses for half-lives ranging from a fraction of a 

second to several minutes was essential; especially for CINAA methods 

developed in this study for nuclides with half-lives less than few 

seconds. This led to the development of the correction technique, 

described in this thesis for both dead-time and pile-up losses, which 

was later successfully applied to short-lived nuclides in the 

presence of rapidly varying activities. The correction method deve-

loped is described in Chapter IV. 
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CHAPTER IV 

PROPOSED CORRECTION METHOD FOR COINCIDENCE LOSSES 

Chapter III expects to acquaint the reader with the nature 

of problems arising from dead-time and pulse pile-up losses. 

Theoretical treatments developed to obtain an expression for the 

correction factor in terms of experimentally determinable parameters, 

considering both types of coincidence losses are dealt in this 

chapter. Also discussed are the methods to determine quantities along 

with the mathematics developed for their manipulation. 

A. Theoretical Aspects 

1. Idea 1 Case 

If the true count rate at the beginning of counting of a 

photopeak is P0 then the measured number of counts, C0 - assuming no 

coincidence losses in the photopeak - is ideally given by: 

ts -'At d C = f p e t 
0 0 

IV-1 
0 

= p ( 1 - e- 'At 8 J I 'A 
0 

IV-2 

However, it is impossible to measure the true count rate of a 
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random process by means of a physical instrument due to its finite 

time resolution. If the pulses are subjected to coincidence losses, 

the measured number of counts, c, should be appropriately corrected so 

that it accurately represents the expected value c. Thus, the success 
0 

of a correction method depends on how close the corrected value is 

to the exact value. 

2. Incorporation of Pile-Up Correction 

It was mentioned earlier (Section III.B.2) that for quantitative 

treatment of pile-up losses, one cannot avoid a statistical treatment 

due to the random nature of photon emission from a radioactive source. 

One of the axioms of nuclear science, since the original proposition 

in 1905 by von Schweidler (05S1), has been that radioactive decay is 

a Poisson process. This has often been confirmed (32Cl, 62El, lORl) 

and also, there has been some observations that measured counts do 

not strictly follow Poisson statistics in beta and gamma counting 

systems {72Al, 74Fl). However, the magnitude of this difference is 

such that it is a reasonable approximation for the situation considered 

below. The principles used in the following derivation can be equally 

applied to any other statistical model. It is worth noting that the 

quantitative treatment of pile-up losses should be different depending 

on whether or not a pulse pile-up rejecter is used in an analyser 

system. The use of a pile-up rejecter results in only the clean 

pulses arriving at the ADC for conversion. On the other hand, when a 

pile-up rejecter is not used, two or more pulses coming together 
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within the resolving time appear as a single distorted pulse at the 

ADC input. Both the above cases are considered s~parately ln 

deriving an expression for a pile-up correction factor K in tenns 
p 

of experimentally determinable parameters as given below. 

a. Case I - when a piZe-up rejector is used 

According to Poisson statistics (78Wl), the probability dis-

tribution of the Poisson random variable, x, representing the number 

of successes, x, occuring in a given time interval or specified 

region is: 

p (x, µ) = x = 1, 2, 3, ••• IV-3 

whereµ is the average number of successes in the given time interval 

or specified region. 

Applying this concept to photon counting, the probability for 

n pulses occuring together in a time, can be given as: 

= IV-4 
n! 

where R is the true average pulse rate. If. is taken as the pulse 
0 

resolving time of the amplifier, in such a situation information about 

n pulses would be lost. Therefore, all pulses with n 2 entering 
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the amplifier within time T would be rejected from entering the ADC. 

The average number of pulses that can come with n 2 in the 

time interval, T, Nzost can be given as: 

N lost 

It fol lows that: 

N Zost 

= 

= 

= 

= 

00 -RT 
E e o 

n=2 

0 -R0'{; 

_ n=l 

n (R0 T J n IV-5 
n! 

n 1 n 
(R T) n (Ro,) n J 0 E 

n! n=l n! 

IV-6 

Since R0 T is the average number of pulses entering during time T, 

fractional loss due to pulse pile-up, FL is given by: p 

FL p = 
N Zost = IV-7 

Therefore, the fraction of unaffected pulses, FU can be given as: p 

FU p = -RT e o 



67 

ff R is the output rate from the amplifier-pile-up rejecter system, a 
fraction unaffected would be same as Rc/R0 • Therefore, 

R I R = a o 
-R -r e o IV-8 

The above equation provides a means to estimate R0 if the 

pulse resolving time-rand measured rate at the output of the ampli-

fier, R, are known. Then the correction for instantaneous peak count a 
rate can be derived from: 

P/P 
0 = -R -r e o 

where,P - measured count rate of the photopeak 

P0 - true count rate of the photopeak 

b. Case II - when a pile-up rejector is not used 

IV-9 

Here the distinction from case I arises in the observation 

that when n pulses come together within time -r, they are recorded as 

a single pulse instead of being completely rejected. Therefore, the 

number of counts lost will be (n-1) compared ton in case I. 

Hence, the average number of pulses lost during time -r would be 

N lost 
C0 

= r 
n=2 

e-Ro-r (R0 -r)n (n - 1) 
n! 

IV-10 
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a, 

E 
n=2 
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n! 

which reduces to (in a similar manner as equation IV-6 was simplified) 

-RT R T + e o - 1 
0 

IV-11 

The number of pulses coming out of the amplifier within time -r (N) 
a 

is given by 

N a = 

= 1 - -RT e o IV-12 

However, the fraction of pulses recorded in the photopeak, 

P/P, will still take the same relationship as in case I. This is 
0 

because although a pulse corresponding to the photopeak is recorded 

even after distortion, it would be recorded in another channel, which 

is equivalent to rejection of that pulse from the photopeak. 

Therefore, the ratio P/P -still bears the relationship given by 
0 

equation IV-9 appeared in case I. 

Combining equations IV-9 and IV-12, one obtains 

(1 - N ) a IV-13 
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Since N is the average number of pulses coming out of the amplifier a 
within time. and R is the average pulse rate at the output of the a 
amplifier, Na in the above equation can be replaced by Ra•· Then 

equation IV-13 can be rewritten as: 

PIP = 
0 

(1 - R ,) a IV-14 

The above equation is similar to the relationship (equation 

III-11) derived using a different approach, by Cohen (74C2) who only 

considered case II. 

The choice of equation IV-9 or IV-13 will depend on whether 

or not a pile-up rejecter is incorporated in the analyser system. 

The use of equation IV-9 (for cases when pile-up rejecters are used) 

would require further mathematical treatment. However, since in this 

study a pile-up rejecter was not used,only equation IV-14 will be 

considered. 

2 3 (R ,) and (R ,) terms: 
a a 

There are several ways by which (R ,; 2 and (R ,; 3 tenns could a a 
appear in equation IV-14. These terms may be significant at very high 

count rates. An incoming pulse can overlap with the previous one on 

the negative side or the positive side of the base line. This overlap 

results in a higher background of the gamma-ray spectrum on either 

side of the photopeak than under the peak, which would lead to over-
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estimation of the true background and would take away some peak counts 

in addition to the real background. Another reason for the appearence 

of these additional terms (viz. (Ra.;2, (Ra-rJ 3 ) is that Ra is deri.ved 

from "SCA OUT" of the ADC, which will be described later in detail 

(section IV.A.3). Moreover, other factors such as possible deviation 

from Poisson statistics and the possibility of having variable values 

for. in extreme cases, due to overlap of several pulses to give a 

very large pulse which can affect., may also contribute to these 

tenns. Consequently, equation IV-14 should be modified as: 

P/P = 
0 

IV-15 

where a1, a2, a3 are constants. By incorporating a1, a2 and a3 with 

• in another set of constants, i.e. c1, c2, c3, the above equation 

can be rewritten as: 

P/P = 
0 

2 3 (1 - CR - CR - CJ? J 1 a 2 a 3 .. a IV-16 

Consequently, the expression for the number of counts measured in the 

photopeak by the ideal equation IV-1 can be modified using equation 

IV-16, to incorporate the pile-up correction tenns. Then the resultant 

equation becomes: 

ts 
C = 2 3 -At 

f P ( 1 - C R - C R - CJ? J e dt o 1 a 2 a 3·a 
0 

IV-17 
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3. Incorporation of Dead-Time Correction 

Due to its finite processing time (dead-time), an ADC does 

not process all the incoming pulses that come out of the amplifier 

per unit time (i.e. R in equation IV-17). However, generally all a 
ADC's have a "SCA OUT" (single channel analyser output) which gives a 

logic pulse for each pulse processed by the ADC. Therefore the number 

of pulses processed by the ADC in a unit time would be the same as 

the rate of logic pulses given out by SCA output, R. If the frac~ s 

tional dead-time is DT, R and R can be related by: s a 

R = a R / (1 - DT) s IV-18 

It should be noted that this relationship is valid only if 

the discriminators are properly set. The lower level discriminator 

(LLD) should be set just above the noise level and the upper level 

discriminator (ULD) should be as high as possible. If the ULD is set 

too low, then the pulses going above this level would not be included 

in R , which would result in lower values for R in equation IV-18. s a 
However, when ULD is properly adjusted, pulses going above this level 

would be negligible. At extremely high count rates, even though there 

is a greater probability of piled-up pulses going above the set ULD, 

their effects have already been taken into account by (R ,J 2 and a 
(R ,) 3 factors in deriving equation IV-17. a 



72 

The second term which should be corrected in equation IV-17 

for ADC dead-time is dt. During a small clock (real) time dt, the 

ADC is sensitive to incoming pulses only for a duration (1-DT)dt. 

Therefore, dt should be replaced by (1-DT)dt. 

-Furthermore, if the counting is performed in the live-time 

mode, t 8 in the integration term of equation IV-17 should be replaced 

by t 0 since the analyser automatically extends the clock-time to t 0 

so that live-time of the analyser still has the value of set-time t 8 • 

When the terms Ra, dt, and t 8 in equation IV-17 are replaced 

by R8 /(1-DTJ', (1-DT)dt, and tc, respectively, (i.e. the terms corrected 

for ADC dead-time) it becomes; 

{i - c1(1~;:r) - c2{i~;T) 2 - c;;(1~;T)3 J 
X (1 -DT) e-At dt IV-19 

Consequently, the final correction factor K for both pulse 

pile-up and dead-time losses can be obtained by dividing equation 

IV-2 by equation IV-19: 

K = C I C0 

/a {1 - ci{1~'fxr) - ci1~'fxr)2 - ci1~;i)3}11-DTJ 
K = -----------------------

( 1 - e-Ats; I A 

-At d e t 
IV-20 
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It should be noted that Rs and DT in the above equation are 

instantaneous values since they are time dependent quantities for 

varying count rates. Now, according to the above expression, the 

combined correction factor K for dead-time and pile-up losses can be 

determined by simply knowing Rs and DT as time variables, 

coefficients c1 , c2 and c3 , and the clock time tc. 

B. Experimental Procedures 

1. Measurement of Parameters 

a. Rs - logic pulse rate at "SCA OUT" 

The time dependent variable Rs can be obtained by measuring 

logic pulse rate from "SCA OUT" of the ADC at properly selected 

sampling intervals using another analyser operated in the multichannel 

scaling mode. A multichannel scaler (MCS) uses each channel as a 

separate counter and counts are recorded in one channel for a preset 

time (i.e. a sampling time which can generally range from µs to ms). 

Then the analyser switches automatically to channel two and so on. 

From these successively accumulated counts in each channel the varia-

tion of Rs with time can be derived. 

b. DT - time dependent dead-time 

Whenever the ADC is processing and storing a pulse, it outputs 

a busy signal. This signal is monitored as a function of time using 
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an electronic circuit (which has been designed in this work and des-

cribed in Appendix A) that gives out a number of pulses proportional 

to the length of the busy signal or the dead-time. This operation 

is performed by using the busy signal to enable a gate to allow pas-

sage of clock pulses from a 5 MHz crystal controlled oscillator to a 

MCS. The principle of this operation is depicted in Fig. IV-1. 

It has been described above that both time variable quantities 

Rs and DT have to be measured using multichannel scalers. The require-

ment of two multichannel scalers is avoided by storing both the 

signals alternately in the same analyser with the aid of a data 

selector circuit (designed in this project and described in Appendix B) 

run at a suitable toggle frequency. 

The complete arrangement of the analyser system including the 

components designed for measuring Rs and DT are shown in Fig. IV-2. 

c. tc - counting time 

The clock time tc would be equal to the set-time ts when an 

analyser is operated on clock-time mode. Even when it is operated 

in the live-time mode, if the dead-time is negligibly small, tc would 

be almost same as ts. However, if the dead-time is appreciable, tc 

would be larger than ts (equation IV-21) so that the live-time of the 

analyser would remain equal tots. 
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IV-21 

Both ta and t 8 can be directly read from some analysers 

(such as the TN-1700 used in this work); in others (such as the TN-11, 

also used in this work), an additional electronic circuit can be used 

to monitor ta. However, a separate measurement of ta can be avoided 

as follows. The value of ta can easily be obtained by incorporating 

the measured time variable DT in the above expression (equation IV-21) 

as follows: 

ta 
= f DT dt IV-22 

0 

Details of mathematical calculation of equation IV-22 will be given 

in section IV.B.2 

d. aoeffiaients c1, c2 and c3 

Since these parameters are constants for a given arrangement 

of an analyser, they need to be measured only once for a given pulse 

shaping time constant of the main amplifier. Moreover, the numerical 

values of these coefficients will remain the same regardless of a 

constant count rate (i.e. of a mixture of long-lived nuclides only), 

a variable count rate and a variable composition (i.e. mixtures of 

short- and long-lived nuclides). Therefore, one can easily make use 

of long-lived nuclides to obtain a simple and an accurate estimate of 
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these coefficients. 

If all the activities of a sample are due to long-lived 

nuclides and counting is perfonned in the live-time mode, count losses 

of a particular photopeak would only be due to pile-up, since 

losses due to dead-time are completely recovered by extending t 0 to 

compensate for dead-time. This is evident from equation IV-20 which 

reduces to the following equation IV-23 at constant DT and R8 • 

IV-23 

With the analyser shown in Fig. IV-2, the constant activity 

of a long-lived radioactive standard can be measured at different 

total count rates by imparting additional background counts from 

another long-lived radioactive source. If there are no pile-up losses, 

the ratio c/c0 should diminish as total count rate - hence R8 - inc-

reases. Since both R and DT (R and DT are constants for long-lived s s 
nuclides) can be measured with the arrangement described in Fig. IV-2, 

C/C can be measured for different sets of known R and DT. By 
0 S 

fitting the data into equation IV-23 using least square method c1 , 

c2 and CJ can thus be estimated. For determining c1 , c2 and CJ by 

this method, one can also use the pulser technique proposed by 

Anders (69Al) and Strauss (68Sl). It should be noted here that the 

pulser technique cannot be directly applied to short-lived nuclides; 
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however, once it is used to determine c1 , c2 , c3 then those terms can 

be used for short-lived nuclides using equation IV-20. 

If one uses the long-1 ived nuclide-technique for detennining 

coefficients c1, c2 and c3, counting can be continued as long as it is 

desired in order to improve statistics of the results. When a regular 

pulser is employed, errors due to non-random nature of the pulser 

peak can be minimized using a very small pulser count rate compared 

to the total background count rate. The statistical errors caused 

by low pulser count rates can be avoided by stretching the counting 

time as much as required. 

2. Mathematical Treatment of Experimental Parameters 

It has already been stated that the time variables R8 and 

DT are sampled for short successive intervals, and are stored alter-

nately in the multichannel scaler. However, these values (which 

decay with time according to a near-exponential fashion) cannot be 

directly used for a simple solution of the integration tenn in 

equation IV-20 in order to calculate K. 

This difficulty can be overcome by fitting the data points 

obtained for R8 and DT into two polynomials which take the following 

fonns: 



R = s 

DT = 
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IV-24 

IV-25 

The coefficients a0 , a1 , a2 , ••• and b0 , b1 , b2 , ••• can be cal-

culated by polynomial regression analysis using a computer program. 

In addition to simplifying the integration term, the regression 

analysis will result in the reduction of errors due to statistical 

fluctuation of the measured data points for R8 and DT. From a 

computer simulation study with numerous combinations of short- and 

long-lived activities it was observed that a third or fourth order 

polynomial is sufficient for fitting the data to the curve with a 

relative deviation of less than 1% (this is treated in more detail 

in section VI.D.1). Any further desired accuracy can be obtained by 

considering other terms with higher orders in the polynomial. However, 

this will result in a longer computer program for regression analysis. 

Even if the time variable polynomial functions DT and R8 

are substituted in the integration term of equation IV-20, one can 

see that the mathematical integration still remains fairly complicated. 

This difficulty can be considerably overcome by the following 

procedure. 

By defining another time variable function F(t), the expres-

sion for the correction factor K (equation IV-20) can be rewritten as 
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K = 0 --------- IV-26 
(1 - e.-Ats;/ >. -

where 

IV-27 

Since R8 and DT are known for any value oft from equations IV-24 and 

IV-25 and since the coefficients c1 , c2 and c3 are also known for the 

particular analyser arrangement, F(tJ can be calculated for different 

values of time using equation IV-27. Since F(t) varies with time in 

a fashion similar to DT and R8 , the calculated values of F(t) also 

can be fitted to a polynomial which is defined as: 

F(t) = + .••• + k tn n IV-28 

Then equation IV-26 can be easily solved using the values of 

k-coefficients obtained by regression analysis- of equation IV-28 

assuming a fourth order polynomial. After the integration of 

eq~ation IV-26, the final expression for the correction factor 

K becomes: 
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K = 

Since DT is known as a function of time, t 0 can be calculated 

as follows: 

= 
to 

l ( b0 + b1t + b t2 + b t 3 + b t 4 J dt 2 3 4 
0 

b t2 b t 3 b t 4 b t 5 
t = ts + b t + _Lo + ! o + _}_a + _i_o 

0 00 2 v 4 5 IV-30 

Since t and the coefficients, b , b1 , ••• are already 
S 0 

known, the ~alue of t 0 in the equation IV-30 can be obtained by the suc-

cessive approximation method with the starting value fort, on the 
0 

right hand side taken as t. It was observed that calculation of ·t by 
8 0 

the above manner with a computer program takes only approximately 

5 - 6 loops for a precision of less than 0.01%. However, if counting 

is performed in the clock-time mode then t 0 is same as t 8 ; consequently, 

t 0 in equation IV-29 should directly be replaced by t 8 • 
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C. Summary of the Proposed Correction Method 

Correction factor for dead-time and pile-up losses, K ,, was 

derived as (section IV.A): 

K 

/e {1 - c1 (1~'fii} - c2 (1~~T)2 - ci1~~TJJ (1-DTJe-At dt 
= -------------------- IV-20 

(1 - e-A ts) I A 

Time variable R8 (from "SCA OUT") and the fractional dead-time 

DT are electronically monitored using a multichannel scaler. The 

experimental data points are fitted into two polynomial expressions 

given as: 

IV-23 

DT IV-24 

The above expression for K (equation IV-20) can be written 

in a simplified form by defining another time variable function F(tJ: 

!ta [1-F(tJJ e-At dt 
K = 

o ________ _ 
IV-26 
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where., 

Since R8 and DT are known as functions of time, F(t) can be 

calculated as a function of time. These values are fitted into another 

polynomial defined as: 

IV-28 

The above .procedure simplifies the integration involved 

in equation IV-20. By substituting the expression for F(t) in equa-

tion IV-26 and performing the integration, the final expression for 

K appears as: 

K = 

Calculation of ta for the above equation is carried out by the 

successiveapproximation method using the following equation. 



= t 8 + b t o a 

4 . . b 7 t + _v_a 
4 
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IV-30 

If counting is perfonned in the clock-time m.od'e, t should be a 
replaced by t 8 • 

A Fortran IV computer program was written for the above 

described computation. R8 and DT data were taken to a paper tape 

and fed to the compute·r ( Cyber 170-720 computer, Da 1 hous i e 

University). Other parameters which are necessary for computation, 

such as A, t 8 , standard values eta. are fed manually via the terminals. 

The basic steps in the computer program for calculating K are; 

( i) 

(ii) 

Reading values for R and DT from the paper tape 
8 

Calculation of a- and b- coefficients in the corresponding 

polynomials for R8 and DT by regression analysis 

(iii) Calculation of F(t) for each time interval, using the expres-

sions for DT and R8 , according to equation IV-27 

(iv) Fitting the above calculated values for F(t) into the poly-

nomial given by equation IV-28 and calculation of 

k-coefficients 

(v) Calculation of t 0 using equation IV-30 

(vi) Calculation of the correction factor K using equation IV-29. 



86 

The results obtained using the above described correction 

method will be given in Chapter VI. 

D. Estimation of Absolute Total Count Rate - R 
0 

According to the above formulated correction method, in order 

to calculate the correction factor it is necessary to calculate the 

absolute total input count rate, R. However, for evaluation purposes 
0 

of the correction method (especially for comparison with several 

correction methods), at least an approximate value of R may be of 
0 

interest. Therefore, it is necessary to have a method to estimate 

R using the above correction m~thod ~nd derived e~uations. 
0 

Just as when deriving a pulse pile-up correction expression 

in section IV.A.2, the method of calculating R would be different 
0 

whether or not a pulse pile-up rejector is used. Thus, the aim is 

to derive separate expressions for R for the two cases in terms of 
0 

empirical parameters, viz. Rs and DT. 

1. Case I - when a pile-up rejeator is used 

In this situation, ratio of the total count rate measured at 

the output of the amplifier~pile-up rejector system to.the total 

input count rate, R/R0 , would be same as the ratio of output 

(i.e. undistorted) to the i~put count rate of any photopeak in the 

spectrum. Therefore, R /R will be same as the pile-up correction a o 
factor K, for a given instance of time. Hence, 

p 



R = 
0 

R I K a p 

By substituting for R from equation IV-18: a 

R = 
0 
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IV-31 

IV-32 

Since KP can be calculated for measured values of Rs and DT using the 

previously described correction method, R can also be ~alculated 
0 

using the above equation IV-32. 

2. Case II - when a piZe-up rejeotor is not used 

Under these circumstances R also includes distorted pulses. a 
However, the pile-up correction factor, K will still be equal to the p 
fraction of undistorted pulses. Then the relationship between R0 and 

R would not be as straight forward as in equation IV-31. As described a 
previously in section IV.A.2.a, K is related to R by the following p 0 

equation. 

= IV-9 

It is evident from the above equation that, in order to 

calculate R, pulse resolving time T needs to be known. The magni-o 
tude of T can be measured by means of an oscilloscope. However, 

without additional measurements, a fair estimate of T can be 
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mathematically made using the following equation derived in section 

IV.A.2.b. 

K = p 
( 1 - R -c) a IV-14 

Then, from the above equation IV-9 and IV-14 the following expression 

for R0 can be derived: 

R = 
0 

R ln K a p 

1 - K p 

IV-32 

Using equation IV-18, Ra in the above equation IV-32 can be replaced 

by R8 to obtain the following expression for R0 • 

R = 
0 ( 1 - DT) ( 1 - Kp) 

IV-33 

Thus, by measuring R8 and DT, and then calculating KP by the 

proposed correction method, above equation IV-33 can be solved to 

obtain the value for R. 
0 
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CHAPTER V 

EXPERIMENTAL 

A. Neutron Irradiations 

All irradiations were carried out in the Dalhousie University 

SL0WP0KE-2 Reactor (DUSR). SL0WP0KE (an acronym for Safe Low Power 

Kritical Experiment) is a small swimming-pool type research reactor 

developed by the Atomic Energy of Canada Limited (AECL). It uses fully 

enriched 235 U fuel with a light water moderator and a beryllium reflec-

tor. The reactor is housed in a sealed container which is placed into 

a sunken pool of water. The maximum power level is 20 kW at a flux of 

1 x 1012 n cm-2 8-l (in the inner site); the water moderator reaches 

a temperature of approximately 50 °cat the maximum power level. 

All irradiations reported in thts work were performed at the normal 

operating (10 kW power level) neutron flux of 5 x 1011 n cm-2 8-l except 

othen-1ise mentioned. Dimensions of the polyethylene irradiation capsules 

used in this facility (supplied by the Durham Aircraft Corporation, New 

York), and the capsule sealing procedure are given in Fig. V-1. When 

the normal sealing procedure (Fig. V-1.d) was applied to capsules for 

use in CINAA, they appeared to open up after a few cycles. This difficulty 

was considerably overcome by a slight modification of the normal sealing 

procedure (79T2). In the modified method, the capsule is closed using 
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an inverted snap cap forced inside the capsule, and then heat-sealed 

as shown in Fig. V-1.e. Furthermore, an additional polyethylene snap 

cap was fitted on the top of the capsule in order to improve the fast 
-transfer performance for CINAA work with decay times of less than 2 s. 

B. Rapid Cyclic Transfer System 

1. General Description 

A fast transfer system was designed and installed at DUSR in 

collaboration with AECL Commercial Products. This system has been des-

cribed by Chatt et al. (81Cl). In the original system the transfer time 

was found to be considerably long (600 ms at best) and irreproducible. 

Moreover, the heat-sealed caps of the irradiation capsules sometimes 

came off after striking the diverters. It was recognized that the 

transfer times could be further improved by making the system simple. 

Consequently, it was modified; both systems are shown in Fig. V-2 and 

V-3. The modified system has two counting positions. The horizontal 

position being closer to the reactor has a shorter transfer time than 
/ 

the vertical position (Fig. V-3). The CINAA work reported in this thesis 

was done by counting all samples at the horizontal position. 

2. Precision Delay-Timer 

For automatic recycling of the sample, a precision timer was 

designed in this study. This timer was used to actuate the solenoid 

valve to send the sample back to the reactor from the counting position 
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after a preset time delay. The delay time can be set from 10 ms to 

999 s with a precision and accuracy of less than ±0.05%. The detailed 

circuit description of the timer is given in Appendix C. The basic 

operation principles of the timer are outlined below. 

The timer is operated by the same crystal oscillator (20.000 MHz) 

which is also used in the dead-time measurement circuit. The above 

frequency is divided into the appropriate frequency of 100 Hz (0.0l s 

range) 10 Hz (0.l s range) or 1 Hz (1 s range), and is used as the 

aZoak input of three - unit cascaded decade - down - counters (SN 74160). 

These three down counters are preset to the desired time delay via three 

other independent decade counters (SN 7490) by connecting the binary 

outputs of the SN 7490 to the load inputs of SN 74160. 

A sample coming out of the reactor core ·is detected by a photo-

cell. The photodetector actuates the recycle and decay timers which 

start down counting from the preset times. After the corresponding time 

is elapsed (when it counts down to zero), the decay timer starts the 

analyser for counting the sample, afterwards recycle timer actuates the 

solenoid valve to send the sample back to the reactor. At this moment, 

irradiation timer starts down counting from the preset irradiation time. 

Then at the end of irradiation, photo detector again actuates the ana-

lyser and the recycle timer. In this manner sample can be irradiated 

automatically for the required number of cycles. Another down counter, 

operated in a similar fashion is used to preset the required number of 

cycles. This counter reaches zero when the number of cycles are 
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completed and then it disables the signal which sends the sample back 

to the reactor. 

3. Measurement of the Transfer Time 

The transfer time of the sample from irradiation position to 

the counting position (detector) was measured in the following manner. 

The signal given out by the photodetector at the end of irradiation was 
\ 

used to trigger an analyser operated in the MCS mode with a scaling time 

normally set to 10 ms. The output of the amplifier, connected to a 

Ge(Li) detector, was taken into the MCS input. With this arrangement 
I 

(shown in Fig. V-4), from the time the sample left the reactor, the MCS 

accumulated the detector events for each 10 ms time intervals. These 

events were stored in the MCS memory in successive channels. Samples 

of approximately 200 mg of oil fly-ash (which gets easily activated due 

to its high V content) were irradiated in the above manner. By scanning 

through the MCS data, it was possible to measure the transfer time 

(time difference between the start of the MCS and the detection of sample 

activity) with an accuracy of ±10 ms. Detailed results obtained are 

given in section VI.C. 

C. Gamma-Ray Spectrometry System 

1. Pulse Height Analyser (PHA) 

For PCINAA and conventional INAA work, gamma-ray spectra were 

recorded using a Canberra Ge(Li) detector with a resolution 1.9 keV at 
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the 1332 keV photopeak of 60Co. The peak to compton ratio at 

1332 keV was 35:1. The efficiency of the detector relative to the 

standard NaI(Tl) detector was 9.4%. The detector - preamplifier was 

attached to an ORTEC 472 spectroscopy amplifier and a Tracor Northern 

NS 621 ADC operated at 50 MHz frequency. These components were connec-

ted to a Tracor Northern TN-11 4096 - multichannel pulse height analyser 

interfaced with a Digital Equipment Corporation POP-11/O5 minicomputer. 

Bipolar pulses were used throughout this work. 

Cyclic INAA work was carried out with a Princeton Gamma-Tech 

Ge(Li) detector with a resolution of 2.02 keV at the 1332 keV peak and 

a peak to compton tatio of 30:1. In comparison to a standard Nal(Tl) 

detector, the efficiency of this detector was 7.1%. With this detector, 

a TENELEC TC 2O3BLR linear amplifier was used. The same ADC and the 

multichannel analyser described before were used in conjunction with 

the above detector and amplifier. 

2. Analyser Triggering 

The above mentioned TN-11 analyser was not provided with a sepa-

rate trigger input. The input-output device used was a TELETYPE operated 

in standard ASCII code (American National Standard Code for Information 

Interchange). The analyser usually was triggered manually by using the 

appropriate character of the teletype. However, for automated fast 

cyclic system, an interface, in order to trigger the analyser electroni-

cally was found to be essential. Such an interface using simple 
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electronic components was designed in this work. The circuit descrip-

tion of the interface is given in Appendix D. After receiving the 

trigger pulse from the delay timer, the interface circuit gave a series 

of output pulses (equivalent to that given by the teletype) correspon-

ding to the desired character. 

3. Multichannel Scaling 

Tracor Northern TN-1700, 4096-multichannel analyser operated 

on MCS mode was used for transfer time measurements and to record the 

time variables R8 and DT for use in the correction method developed for 

coincidence losses. This analyser has a maximum MCS operating frequency 

of 10 MHz and the MCS sampling time can be set from 10 µs to 1 s. 

Similar to the TN-11 analyser, the TN-1700 system also has a CRT display. 

The other components necessary for dead-time measurements are given in 

Appendix A. 

D. Sample Preparation 

1. Comparator Standards 

Comparator standards were prepared by adding a known volume of 

either Atomic Absorption Standard solutions (supplied by the Fisher 

Scientific Company and Alpha Ventron Corporation), or solutions prepared 

from high-purity grade chemicals onto Nuclepore membrane filters (47 mm 

diameter, 0.4 µm pore size). The filters were dried under an IR lamp 

at low heat. Dried filters were heat-sealed inside small polyethylene 
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bags before placing them inside irradiation capsules. Blanks were 

prepared in a similar manner using the ~ame volumes of deionized water. 

When larger amounts of standards were desired, the solutions were 

dried inside small polyethylene sample capsules. 

2. Standard Reference Materials 

Several standard reference materials (SRM) were analysed in this 

study. The names, code numbers and suppliers of these SRM are given in 

the text at appropriate places. These SRM were dried as instructed by 

the suppliers and weighed into polyethylene sample containers for 

irradiation. 

3. Sample Preparation for EINAA 

Samples available as dry powders (such as coal- and oil-fly-ash, 

UPM SRM) caused considerable difficulties in packing them for the pur-

pose of EINAA. Due to the limited space available for the sample inside 

a small boron shield developed for the inner irradiation sites, the 

shape and the sealing method of samples should be a matter of concern. 

Moreover, due to buJld-up of static charges in powders, it was virtually 

impossible to insert the sample into a polyethylene bag, using a 

spatula alone, without spilling it on the sides. Since this spilling 

makes the sealing of the bag difficult and the boron shield contami-

nated, a special packing and sealing method was developed in this work 

for such samples. This procedure is explained schematically in 

Fig. V-5. The sample is inserted through a glass tube (with which 
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there is no significant static interactions) into a small polyethylene 

bag, weighed and then it is heat-sealed. Samplesweighing up to 250 mg 

could be placed inside the shield in this manner. If larger sample 

weights are desired, long shields of the same wall thickness can be 

used. 

E. Materials for the Construction of Boron Shields 

1. Boron Compounds 

Several boron compounds were tested for purity. These included: 

powders of boron carbide, decaborane, elemental boron (Alfa Ventron 

Corporation, MA, USA), boron powder enriched with 10B (Oak Ridge 

National Laboratory, TN, USA) and boron nitride powders (Union Carbide). 

The relative trace element content of these materials are given in 

section VI.F.1. 

2. Styrene 

Styrene is corrmercially available as a liquid along with a 

polymerization inhibitor. Before polymerization, styrene has to be 

distilled to remove this inhibitor. Normal clistillation (at the boiling 

point of 145 °c) cannot be used due to polymerization of the distilled 

product at elevated temperatures. Therefore, styrene was distilled at 

reduced temperature(~ 80 °c) and pressure. Distilled styrene could 

be kept in the dark without any appreciable polymerization over a 

period of 2 months. The distillation also served as a purification 

step. 
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Liquid styrene was mixed with benzoyl peroxide whi eh served as 

a free radical initiator for the polymerization reaction. Chemical 

structures of the styrene monomer and polymer are given in Fig. V-6. 

Design description of the mould and optimization of experimental para-

meters is given in Chapter VI. 

F. Calculation of Detection Limits 

Detection Limits (L0) and Determination Limits (LQ) were cal-

culated according to the method prescribed by Currie (68Cl). The 

lower limits for a measurement, as shown by him, requires introduction 

of three specific levels (i) a decision Zimit (Le), at which one may 

decide whether or not the result of an analysis indicates detection; 

(ii) a qualitative detection Zimit (L0), at which a given procedure 

may be relied upon to lead to detection; and (iii) a quantitative 

determination Zimit (LQ), at which a given procedure will be sufficient 

ly precise to yield a satisfactory quantitative estimate. By applying 

this concept to radioactivity, the three limits were derived by Currie 

(68Cl) as: 

Le (counts) = 2.33 

Lo (counts) = 2.7i + 4.65 

LQ (counts) = 50 [1 + (1 + µ8 /12.5)½] 

where µ8 is the number of counts in the background under the photopeaks 

of interest. 
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CHAPTER VI 

RESULTS AND DISCUSSION 

A. Homogeneity and Stability of Neutron Flux 

1. Homogeneity 

Both the horizontal and vertical flux variations of the 

Dalhousie University SLOWPOKE-2 Reactor (DUSR) have been measured 

(78Rl) to be less than 1% am- 1 for the inner site, indicating that 

a slight variation in positioning of the sample in the irradiation 

~apsule would not impart any detectable error. On the other hand, 

the horizontal flux variation at ·the outer site is measured to be 

approximately 5% am- 1 and thus care should be taken in positioning 

smaples and standards to obtain highest possible accuracy. Since 

all irradiations reported in this thesis were carried out in the inner 

sites, no corrections for flux variations were necessary. 

2. Stability 

The stability of neutron flux should also be a matter of 

concern, especially for studies involving short-lived nuclides, since 

errors due to any fluctuation in the neutron flux can be expected to 

be more acute for short irradiations than for long irradiations. 
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For measuring the neutron flu~, Ryan et al. (78Rl) have reported a 

maximum standard deviation (as 2a) of ±2.8% (12 detenninations) over 

a period of two months for the inner sites. The value of ±2.8% 

includes errors due to counting statistics and possible errors in 

weighing the flux wires. This excellent stability of neutron flux 

was observed by employing 10 min irradiations. However, the stability 

of the flux was reinvestigated for short irradiation conditions (of 

the order of seconds) since emphasis was placed on short-lived nuclides 
-

in the present study. 

For the above purpose, a series of standards with 200 µg of 

vanadium (200 µl of 1000 ppm solution on Nuclepore membranes) were care-

fully prepared and each standard was irradiated at the same pneumatic site 

for 3 s with a 10 min interval i~ between two irradiations. Vanadium 

was selected as the standard for the following reasons. Firstly, 

half-life of the product nuclide s2v (3.77 min) is long enough to 

allow sufficient time for accurate and manual positioning of the 

standard above the detector. In addition, to avoid possible errors 

due to slight variation in placing the standards, they were counted 

at approximately 15 cm from the window of the detector. Secondly, 

the half-life of 52V is short enough to obtain sufficient activity 

by irradiating only for a few seconds. In order to investigate any 

variation that may occur due to sample preparation, the same standard 

was reanalysed under similar conditions. Then a sufficient cooling 

time should be allowed in between each irradiation to avoid 
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interference from the previous irradiation. The half-life of 52V is 

sufficiently short to carry out the irradiations without such 

interferences. 

Results given in Table VI-1 show an excellent stability of 

the neutron flux even for 3 s irradiation; this is similar to 10 min 

irradiation condition reported earlier (78Rl). It can be concluded, 

therefore, that the flux monitors are not necessary for each irradia-

tion. Consequently, it is necessary to calibrate the experimental 

conditions only once for a specific element even for very short-lived 

nuclides. No significant variation in number of counts was observed 

for the short irradiations using .the same standard and also different 

standards as shown in Table VI-1. 
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Table VI-1. Stability of the neutron flux for short irradiations 

(ti = 3 s; td = 60 s; t8 = 200 s; 200 µg of vanadium J 

* ·standard counts standard counts 

** ** V-1 9040 V-1 9040 

V-2 9328 9414 

V-3 9299 9213 

V-4 9040 9385 

V-5 9068 

V-6 9327 

average 9184 ± 147 9263 ± 173 

% standard deviation 1.6 1.9 

* standard V-1 was used for 4 independent measurements 

** refers to the same measurement 
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B. Pseudo-Cyclic Instrumental Neutron Activation Analysis 

1. General Discussion 

During the early stages of this thesis work, using available 

facilities for conventional INAA, a pseudo-cyclic INAA (PCINAA) method 

was developed based on the principles of cyclic INAA. The theory of 

PCINAA has already been described in section II.A. This technique 

involves short irradiations for tens of seconds, manual transfer of 

the sample to detector within 10 s, counting for tens of seconds, and 

repeating the entire process for a suitable number of cycles. The 

applicability of the method was tested by analysing various biological 

materials for several short-lived nuclides, namely, Ag, F, Rb, Sc and 

Se with half-lives ranging from 11.2 to 62 s. 

Relevant nuclear data for both short- and long-lived nuclides 

of the elements of interest are given in Table VI-2. Fluorine can only 

be determined through the short-lived nuclide (~°F) whereas Ag, Rb and 

Sc have both short- and long-lived nuclides produced from the same 

parent isotope. Even though Rb and Sc have lower cross-sections for 

the production of short-lived nuclides from the same target isotope, 

measurement via short-lived nuclides may be more sensitive depending 

on the experimental conditions and the matrix activity, in addition to 

reduction of total analysis time. This is mainly because the satura-

tion activity is easier_attained for short-lived nuclides than for 

long-lived nuclides. However, a different situation arises in the case 



Table VI-2. Comparison of nuclear data of short- and long-lived neutron activation products 
of interest by PCINAA (78Ll) 

element short-lived nuclide long-lived nuclide 

Ag 

F 

Rb 

Sc 

Se 

target 
isotope 

109Ag 

19F 

ssRb 

'+ 5Sc 

76Se 

cross nuclide half-life 
section(b) 

89 110Ag 24.O s 

0.0098 20F 11.0 s 

0.10 86mRb 61.2 s 

11 t+Smsc 18.7 s 

21 nmse 17.4 s 

target 
isotope 

109Ag 

ssRb 

'+ 5Sc 

74Se 

cross nuclide half-life 
section(b) 

3.2 ll0mAg 252 d 

0.91 86Rb 18.8 d 

23 '+ 6Sc 83.8 d 

30 75Se , 118. 5 d 

.... 
0 
I.O 
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of Se. The short- and long-lived riuclides of Se originate from two 

different parent isotopes, namely 76Se and 74Se, respectively. 

Although 76Se has a slightly lower cross-section for the production 

of the short-lived nuclide, its isotopic abundance is higher than that 

of the parent isotope (74Se) of the long-lived nuclide (Table VI-2). 

Therefore, when saturation factor is also taken into consideration, 

short-lived 77171Se is expected to be much more sensitive than long-lived 

lived 7sse. 

2. Interferences 

a. Total Sample Activity 

A minimum decay time of 10 s was employed in PCINAA, and 

consequently no interference from very short-lived nuclides such as 

38mCl (half-life - 0.72 s) was encountered. The major interferences 

observed here were from 28Al, 38Cl, 56 Mn and 24 Na depending on the 

nature of the biological materials analysed. Since these nuclides 

have relatively long half-lives (longer than several minutes), the 

total activity (hence the dead-time) did not change appreciably during 

the counting period used (30 s). Under these experimental conditions, 

an average dead time correction treatment was considered sufficient. 

However, in order to minimize the errors caused by the above assumption 

and not accounting for pile-up losses, the distance between the 

detector and sample was adjusted to maintain a dead-time of less 

than 10%. 
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b. Interfering Nuclear Reactions and Overlapping Garrma-Rays 

Among the nuclides listed in Table VI-2, only the determina-

tion of F required any appreciable correction for interfering nuclear 

reactions. The 19F(n,y)20F reaction was observed to be interfered 

with by 23Na(n,a)20F; consequently, appropriate correction factor for 

each cycle was estimated by irradiating a sodium standard under 

similar experimental conditions, and was used in this work. The contri-

bution from the other possible interfering reaction, namely, 

20Ne(n,p)20F, was found to be negligible. 

Depending on the resolution of the particular analyser system 

and the relative magnitudes of the 1633 and 1642 keV photopeaks of 

20F and 38Cl respectively, interferences can be encountered due to 

their overlapping in energy. In such a situation, the sum peak area 

(due to both the peaks) can be measured, and the contribution from 

38Cl can be subtracted by estimating the peak area due to 38Cl through 

its alternative interference-free gamma-ray of 2167 keV. However, 

for the samples analysed these two peaks were well resolved with the 

analyser used and hence above mentioned correction was not necessary. 

Similar interferences could occur for 658 keV peak of 11 0Ag 

by 657 keV peak of 76As, and for 556 keV of 86mRb by 554 keV peak 

82Br. As described before, the possibility of these interferences 

was checked through the detection of other peaks of the interfering 

nuclides; no such interferences were observed. 
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3. Applications of PCINAA 

The PCINAA method developed was applied to fisheries samples 

(79Cl) for determining concentrations of a number of elements as shown 

in Table ·vI-3. Although experimental conditions were optimized for 

the nuclides listed in Table VI-2, several other medium-lived nuclides 

could also be detected simultaneously. Precision and accuracy of the 

method were evaluated by analysing a few standard reference materials 

(SRM). The results obtained for SRM are discussed below. 

Table VI-4 su1m1arises the results obtained for Se in several 

standard reference materials. Each concentration value is the average 

of 4 independent determinations. It can be seen that precision, 

expressed in terms of relative standard deviation (calculated from 

the determined values) improves significantly from first through 

fourth cycle in each case, and in some cases by as much as seven times. 

Qualitative detection limit, LD' and quantitative determina-

tion 1 imit, LQ, (see section VF for definition of LD and LQ) have 

decreased as the number of cycles is increased. The measured Se con-

tent agrees fairly well with the reported values for each SRM. Due 

to relatively large interferences from 2 8Al and 56Mn (because of high 

concentrations of Al and Mn), botanical samples show higher detection 

limits for Se than zoological samples. This interference was so 

severe that for botanical samples a shorter irradiation time 

(10 s/cycZe) had to be employed in comparison to zoological samples 
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Table VI~3. Range of elemental content in cod muscles and livers 
determined by PCINAA 

element rangea 
Cod Muscle Cod Liver 

Ag 0.020-0.040 0.35-1.03 

Al 2.88-8.20 3.4-15.5 

Br 5.5-12.3 9.68-24.9 

Ca 43-237 74-588 

Cl 772-1865 942-1637 

Cu 0.33-2.8 2. 58-11.1 

I 0.36-2.87 2. 84-11. 2 

K(%) 0.280-0.503 0.135-0.213 

Mg 113-390 82-174 

Mn 0.04-0.35 o. 62-1. 83 

Na(%) 0.050-0.130 0.061-0.108 

Rb 0.230-1.24 0.20-0.80 

S(%) n.d.-1.20 n.d.-1.10 

Se 0.190-0.335 0.344-0.945 

V n. d. -0. 10 n.d.-0.15 

aConcentrations given in µg g- 1 unless otherwise specified; wet 
weight basis 

n.d. - not detected 



Table VI-4. Precision, accuracy, and detection limits for Se in biological 
materials by PCINAA 
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material reported no. of this worka,b rel. std. l imitsa 
value a cycles dev.(%) 

LD LQ 

Albacore Tuna (3.6±0.4)a 1 3.43±0.28 8 0.085 0.38 
2 3.19±o.14 5 0.062 0.24 
3 3.06±0.11 4 0.053 0.19 
4 3. 33±0.12 4 0.049 0.17 

Animal Muscle (0.275)d 1 0.307±0.065 21 0.087 0.382 
2 0.289±0.028 10 0.061 0.240 
3 0. 277 ±0. 009 3 0.053 0.184 
4 0.277±0.009 3 0.041 0.162 

Bovine Liver 1.1±0.le 1 1.04±0.05 5 0.105 0.46 
2 1. 00 ±0. 02 2 0.081 0.29 
3 1.00±0.03 3 0.067 0.22 
4 0.99±0.02 2 0.052 0.18 

Fish Meal 1 1.52±<).10 7 0.30 1.34 
2 1. 36 :±D. 04 3 0.23 0.88 
3 1. 32 :±D. 05 4 0.20 0.71 
4 1. 37 :±D. 03 2 0.18 0.67 

Orchard Leaves 0.08±0.01! 1 0.095 :!0.031 33 0.24 1.02 
2 0.069±0.012 17 0.15 0.57 
3 0.077±0 . 0006 8 0.12 0.44 
4 0. 087 ±0. 0009 10 0.10 0.41 

Pepperbush 4 n.d. 2.5 8.9 

Pine Needles 4 n.d. a.so 1. 7 

aall values are in µg/g dry-weight basis. baverage of 4 detenninations. 
aNBS most probable value (77N4). dIAEA (80Il). eNBS certified value (77Nl). 
fNBS certified value (77N2). n.d. - not detected. 
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which were irradiated for 30 s/ayoZ.e. 

The effect of irradiation time on the detection limits for Se 

in Orchard Leaves and Bovine Liver can be seen from Fig. VI-1 and VI-2, 

respectively. The value ofLQ in Orchard Leaves is lower for 10 s 

than for 30 s irradiations; also LQ does not appear to improve beyond 

3 cycles with a further increase in the number of cycles. This obser-

vation can be explained by the build-up of activity due to 28Al and 

56Mn in Orchard Leaves. On the other hand, for Bovine Liver, LQ has 

a l ewer value for i rradi ati on time of 30 s than for 10 s. In the absence 

of severe interferences the increased activity of the nuclide of inter-

est due to loriger irradiation time would result in improved sensitivity. 

Even though the measured Se content in Bovine Liver is above LQ even at 

the first cycle, it should be noted that there is a significant improve-

ment of LQ with increasing number of cycles. Same irradiation con-
' ditions are compared in Fig. VI-3 for a slightly longer lived nuclide, 

namely, 86mRb (62.4 s), measured in the same matrix (Bovine Liver). 

In this case,LQ goes below the measured value after two cycles of 

30 s irradiation whereas in 10 s irradiations it would be necessary 

to increase the number of cycles in order to achieve LQ below the 

concentration of the sample. Furthennore, by comparing Fig. VI-2 and 

Fig. VI-3 one can note that the relative difference in LQ for two 

irradiation conditions is more pronounced for Rb than that for Se. 

This is because 30 s irradiations are more preferable for Rb than for 

Se due to the longer half-life of 86mRb. 
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Figure VI-1. Determination of Se in Orchard Leaves by PCINAA 
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The above discussions point out the need to consider the nature 

of the matrix and the half-life of the nuclide of interest in selecting 

time parameters for maximum sensitivity. 

The PCINAA method was applied to several SRM for determining 

Ag, F, Rb and Sc. The results are presented in Tables VI-5 through 

VI-7. Trends in precision, accuracy and detection limits similar to 

those observed for Se are evident from these tables. A typical gamma-

ray spectrum of PCINAA of Bovine Liver is shown cycle by cycle in 

Fig. VI-4. As the number of cycles is increased, photopeaks for seve-

ral medium-lived nuclides can be detected in the spectrum in addition 

to short-lived nuclides. 

Elemental concentrations of Bovine Liver and Orchard Leaves 

determined by three different INAA methods are given in Table VI-8 

along with the values provided by the NBS for comparison purposes. 

The three INAA methods developed were: (i) PCINAA; (ii) INAA using 

conventional short irradiations with the same total irradiation times 

as in PCINAA; and (iii) INAA using long-lived nuclides by 16 h 

irradiation, 3 weeks decay and counting time of 2000 s. The values 

obtained by the three INAA methods and NBS-values agree well showing 

the reliability of the PCINAA method developed here. The detection 

limits calculated by three methods are summarized in Table VI-9. 

Although in some cases lower detection limits can be obtained via 

long-lived nuclides, PCINAA or conventional short irradiations may be 

preferable due to short experimental time involved. 



Table VI-5. Precision, accuracy, and detection limits for Ag and F determined 
by PCINAA 

element 
(matrix) 

reported a 
value 

no. of 
cycles 

this worka,b rel. std. 
dev.(%) 

limits a 

L0 LQ 

Ag (0.06) C 1 0.085±0.072 85 0.089 
(Bovine Liver) 2 0.060±0.028 47 0.063 

3 0.055±0.032 58 0.060 
4 0.066±0.021 32 0.052 

F 
(ICES Fish Flour) ... 1 46±28 61 49 

2 57±13 23 31 
3 62±9 14 24 
4 58±8 16 19 

aall values are in µg/g; dry weight basis. baverage of 4 deteterminations. 
C 

value recorrmended by NBS (77Nl) 

0.48 
0.28 
0.22 
0.19 

268 
161 
110 
85 

N 
0 



Table VI-6. Precision, accuracy, and detection 1 imits for Rb in biol ogi ea 1 
materials by PCINAA 

material reported no. of this worka,b rel. std. 
value a cycles dev. (%) 

Lo 

Albacore Tuna 4 n.d. 1.9 

Animal Muscle (18.4 f 1 24.6±3.7 15 4.6 
2 20. 9±1. 9 9 3.0 
3 21. 3±1.2 6 2.4 
4 19.9±0.9 5 1.9 

Bovine Liver 18.3±1.0d 1 18.6±3.2 17 6.0 
2 19.4±1.6 8 3.6 
3 17.6±0.9 5 2.9 
4 17.6±0.9 5 2.4 

Fish Meal 4 n.d. 6.1 

Orchard Leaves 12±le 1 6.1±3.8 62 14.2 
2 10.5±2.2 21 9.9 
3 9.8±2.5 26 8.3 
4 10.2±2.0 20 7.2 

Pepperbush 4 n.d. 126 

Pine Needles 11.7±0.1 f 1 15±9 60 34 
2 12±6 50 26 
3 14±3 21 22 
4 19±3 16 20 

aall values are in µg/g, dry weight basis. baverage of 4 determinations. 
cIAEA (80!1). dNBS certified value (77Nl). eNBS certified value (77N2). 
fNBS certified value (76Nl). n.d. - not detected. 

1 imi tsa 

LQ 

7.5 

25.6 
13.6 
9.9 
7.2 

29.2 
16.2 
12.0 
9.2 

26 

70 
42 
33 
26 

466 

175 
111 
90 
80 

121 



Table VI-7. Precision, accuracy, and detection limits for Sc in biological 
materials by PCINAA 

material reported no. of this worka,b rel. std. l imi tsa 
value a cycles dev.(%) 

Lo 

Albacore Tuna 4 n.d. 0.0041 

Animal Muscle (8.24x10-4f 4 n.d. 0.0040 

Bovine Liver 4 n.d. 0.0053 

Fish Meal 4 n.d. 0.016 

Orchard Leaves d 1 0.096±0,018 19 0.028 (0.04-0.2) 
0,054±0.004e 2 0.061±0.005 8 0.017 

3 0.052±0,002 4 0.013 
4 0.052±0,002 4 0.011 

Pepperbush 4 n.d. 0.12 

Pine Needles (0.03,' 1 0.013±0.010 77 0.031 
(0.13)e 2 0,018±0,006 33 0.027 

3 0.021±0.004 19 0.023 
4 0.019±0.005 26 0.019 

aall values are in µg/ g, dry weight basis. baverage of 4 determinations. 
aIAEA (80!1). dref. (76Bl). eref, (80Vl). 1NBS recommended value. 

LQ 

0.014 

0.014 

0.018 

0.056 

0.113 
0.073 
0.047 
0.031 

0,43 

0.15 
0.11 
0.087 
0.072 

122 
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Figure VI-4. A typical gama-ray spectrum of Bovine Liver observed by PCINM 
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Table Vl-8. Comparison of elemental content of NBS SRM Bovine Liver and Orchard Leaves by three INAA methods 

element Bovine Liver (NBS SRM-1577) Orchard Leaves (NBS SRM-1571) 
pseudo-cyclic conv. short conv. long NBSa pseudo-cyclic conv. short 

Ag 0.006±0.021 n.d. n.d. (0.06) n.d. n.d. 
Al 29.5±2.5 33. 1±1.2 n,a. . .. 350±17 299±14 
Br 9.4±0.4 9.2±0.2 ~ 8.5±1 ... 11.5±2.1 9.8±0.3 
Ca 160±40 121±7 n.d. ... 2.09±0.19% 2.02±0.08% 

Cl 0.270±0.027% 0.249±0.01% n.a. (0.27%) 690±27 662±61 
Cu 197±13 193±9 n.d. 193±10 n.d. n,d, 
I 0.14±0.07 0.16±0.08 n.a. (0.18) n.d. n.d. 
K 0.92±0.09% 0.95±0.04% 0.97±0.09% 0.97±0.06% 1. 3±0. 4% n.d. 

Mg 675±54 550±110 n.a. . 604±9 0.64±0.03% 0.64±0.0U: 
Mn 12.4±1.3 11.8±1. 0 n.a. 10.3±1.0 88±11 82±13 
Na 0. 236±0. 011% 0.236±0.016% 0.243±0.015% 0.243±0.013t n.d. n.d. 
Rb 17.6±0.9 18.0±0. 8 18.7±1.5 18. 3±1.0 10,2±2.0 9,8±3.1 

Sc n.d. n.a. n.d. . .. 0.052±0.002 0.041±0,01 
Se 0.99±0.02 1.01±0.12 1.1±0.1 1.1±0.1 0.087±0.009 n,d. 
V 0.17±0.06 0.08 n.a. . .. 0.45±0.21 0.44±0.06 

All values are in µg/g unless otherwise indicated. n.a. - not applicable. n.d. - not detected. 

a NBS value (77Nl). b NBS value (77N2). 

conv. long 

n.d. 
n.a. 

10.6±0.2 
n.d. 

n.a. 
n.d. 
n.a. 

1.49±0.01% 

n.a. 
n.a. 

76±7 
10.4±0.9 

0.04±0.02 
n.d, 
n.a. 

NBSb 

(10) 
2.09±0.03% 

(690) 
12±1 

(0. 17) 
1.47±0.03% 

0.62±0.02% 
0,62±0.02% 

82±6 
12±1 

0.08±0.01 

..... 
N 



Table VI-9. Comparison of elemental detection limits for Bovine Liver and Orchard Leaves 

element Bovine Liver (NBS SRM-1577) Orchard leaves (NBS SRM-1571) 

pseudo-cyclic conv. short conv. long pseudo-cyclic 
lo LQ lo LQ lo LQ lo LQ 

Ag 0.052 0.19 0.11 o. 38 0.12 0.47 0.11 0.44 
Al 1.0 4.3 0.68 2.7 n.a. n.a. 1.9 9.3 
Ca?i 0.018 0.18 0.011 0.086 0.102 0.339 0.066 0.59 
Cl% 0.007 0,028 0.005 0.019 n.a. n.a. 0.026 0.096 

Cu 12.9 49.3 7.2 26.4 306 983 23 97 
F 5.6 24 32 119 n.a. n.a. 15 62 
I 0.12 0.46 0.12 0.42 n.a. n.a. o. 32 1.1 
K(%) 0.25 0.99 0.234 0.879 0.037 0.120 0.88 3.24-

Mg(%) 0.030 0.12 0.020 0.072 n.a. n.a. 0.091 0.368 
Mn 4.6 19.8 3.6 14 n.a. n.a. 7.0 32 
Na(%) 0.007 0.026 0.0058 0.0214 0.007 0.0023 170 625 
Rb 2.4 9.2 1.4 5. 2 0.67 2.8 7.2 26 

Sc 0.005 0.018 0.006 0.021 0.006 0.011 0.011 0.031 
Se 0.052 0.18 0.17 0.58 0.16 0.52 0.10 0.41 
V 0.25 1.0 0.07 0.27 n.a. n.a. 0.16 0.61 

All values are in µg/g unless otherwise indicated. n.a. - not applicable. n.d. - not detected. 

conv. short 
lo LQ 

0.53 2.1 
1.4 7.5 
0.072 0.67 
0.025 0.097 

26 112 
59 210 
0.36 1.4 
2.6 9.3 

0.114 0.48 
11.1 61 

182 710 
9.2 36 

0.091 0.32 
1.1 3.8 
0.18 0.63 

conv. long 
lo 

0.26 
n.a. 
0.264 
n.a. 

123 
n.a. 
n.a. 
0.013 

n.a. 
n.a. 
1.10 
3.02 

0.005 
0.417 
n.a. 

LQ 

0.96 
n.a. 
0.832 
n.a. 

428 
n.a. 
n.a. 
0,047 

n.a. 
n. a. • 
3.66 

12 .6 

0.020 
1.450 
n.a. 

..... 
N 
u, 
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The PCINAA method offers several advantages: (i) short 

experimental time (ii) simultaneous measurement of short- and 

medium-lived nuclides (iii) significant improvement of precision, 

accuracy and detection limits (iv) no requirement of expensive instru-

mentation (v) no interference from 24mNa and 3smc1. It has three 

main disadvantages: (i) not suitable for detecting nuclides with 

half-lives of few seconds due to the necessary 10 s manual transfer 

time (ii) needs some sacrifice of sensitivity to avoid coincidence 

losses unless elaborate correction methods are employed (iii) errors 

in timing may occur during manual transfer of a sample and triggering 

the analyser within a short time. For example, an error of ±0.5 sin 

delay time would cause errors of ±3.4% and ±1.7% for half-lives 10 

and 20 s, respectively. However, this error will be further reduced 

due to averaging of the random deviation over a number of cycles. 

In order to minimize -if not possible to eliminate -the above 

disadvantages of PCINAA, an automated rapid pneumatic cyclic transfer 

system was designed and used in later work. This automated system 

was used in CINAA work with the developed correction method for 

coincidence losses for the measurement of activities with half-lives 

as short as a fraction of a second. 
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C. Perfonnance of the Cyclic Transfer System 

1. General Comments 

It has been mentioned earlier that the lower limit of half-

lives which can be utilized for INAA depends mainly on the reproduci-

bility and rapidity of sample transfer times. Therefore, it is 

important to investigate the effects of various factors on transit 

time of the rapid transfer facility. Since the shortest possible 

transfer time was of interest in this study, all measurements were 

carried out at the horizontal counting position which is nearest to 

the reactor core (see Fig. V-3). 

Three main factors which can affect the transfer time, namely, 

pressure, irradiation time and the weight of the sample, were 

investigated. Details of the transfer system and the experimental 

set-up for measuring transfer time by means of a multichannel scaler 

(MCS) are given in section V.B.3. Multichannel scaling time was set 

to 10 ms. Capsules containing about 200 mg of oil fly ash (which gets 

easily activated due to its high vanadium content) were irradiated 

several times and the ttansfer times after each : irradiatibn were 

recorded. A typical set of data recorded by the MCS for a single 

measurement is plotted in Fig. VI-5. 
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2. Effect of Pressure on Transfer Time 

Transfer time characteristics observed at four different air 

pressure settings for a constant sample weight of 200 mg are given 

in Table VI-10. It is clear that there is no significant effect of 

pressure between 20 and 50 psi except for a possible slightly worse 

reproducibility at 20 psi. Therefore, if a value of 600ms is selected 

as the decay time, then there is less than 1% probability that the 

sample will not arrive within the set time at nonnal operating pres-

sure of 38 psi. A decay time of 700 ms, from the end of irradiation 

to the beginning of counting, was considered more than sufficient for 

routine analysis. 

3. Effect of Sample Weight on Transfer Time 

The weights of the samples were varied between 200 mg and 2 g 

by adding paraffin into the irradiation capsules. The transfer times 

obtained are summarized in Table VI-11. It is apparent that for 

normal samples (in the range of 200 - 700 mg) no significant effect 

of the sample weight can be seen. However, for sample weights 

exceeding one gram, the decay time has to be slightly increased in 

order to achieve a high reproducibility for the decay time. 

4. Effect of Length of Irradiation on Transfer Time 

Although the effect of pressure and the sample weight may 

appear to be obvious, any effect of irradiation time t., on capsule 
1., 



Table VI-10. Effect of air pressure on transfer time (ti = 10 s, 20 determinations for each 
setting, average weight of the sample ~o.2 g, average weight of the empty 
capsule ~5.8 g) 

pressure mean tr. time 
(psi) (s) 

20 

30 

38 

50 

0.35 

0.31 

0.35 

0.30 

stet. dev. 
(s} 

0.13 

0.10 

0.10 

0.11 

transfer times at different probabilitiesa (p) 
p = 90% p = 95% p = 99% 

0.52 

0.44 

0.48 

0.45 

0.57 

0.48 

0.52 

0.49 

0.68 

0.56 

0.60 

0.58 

ap = probability of sample arrival; e.g. when p = 90%, 90 times out of 100 the sample will reach 
-the horizontal counting position within 0.52 sat a pressure of 20 psi. 

I-' w 
0 



Table VI-11. Effect of sample weight on transfer time (P = 38 psi, ti = 10 s, 20 detenninations 
for each setting, average weight of the empty capsule~ 5.8 g) 

sample weight mean tr. time std. dev. 
(g) (s) (s) 

0.2 

1.0 

2.1 

0.35 

0.37 

0.51 

a p - same as in Table VI-10 

0.10 

0.12 

0.13 

transfer times at different probabilitiesa (p) 
p = 90% p = 95% p = 99% 

0.48 

0.53 

0.68 

0.52 

0.58 

0.73 

0.60 

0.67 

0.84 

...... 
w ...... 



transfer time may not be so stra_i ght forward. 
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For a short t., the 
i. 

direction of the air flow has to be reversed within a very short time 

interval. Depending on the characteristics of the solenoid valves, 

length of the time interval between two air flows travelling in oppo-

site directions may have an effect on the transfer time. 

To investigate this effect, measurements were carried out by 

varying t. from 1 s to 10 s for 200 mg samples under a constant pres-
i. 

sure of 38 psi. The results summarized in Table VI-12 show that 

irradiation times exceeding 2 s do not show any significant effect. 

However, when the irradiation time is 1 s, in order to have a proba-

bility of more than 99%, that the sample arrives on time, the set 

decay time should be more than 1 s. This is contrary to what is 

desired because the shortest decay times are generally required for 

shortest irradiation times. Therefore, irradiation times shorter than 

1 s are not recommended for the system used in this work except in 

situations where one needs to minimize background activities and can 

afford slightly longer decay times. 

5. Effect of Sample Settling Time 

To partially overcome the problems arising from ti of less 

than 1 s (discussed in the above section), it is possible to adjust 

time settings of the solenoid valves so that the duration of the valve 

remaining open is just enough to transfer the sample. However, in 

doing so, a more important factor has to be considered. In order to 



Table VI-12. Effect of irradiation time on transfer time (P = 38 psi, sample weight~ 200 mg, 
average weight of the empty capsule~ 5.8 g) 

irradn. time mean tr. time std. dev. 
(s) (s) (s) 

1 

2 

3 

4 

10 

0.58 

0.31 

0.32 ' 

0.31 

0.35 

a p - same as in Table VI-10 

0.17 

0.12 

0.12 

0.10 

0.10 

transfer times at different probabilitiesa (p) 
p = 90% p = 95% p = 99% 

0.81 

0.47 

0.48 

0.44 

0.48 

0.87 

0.52 

0.53 

0.48 

0.52 

1.0 

0.61 

0.62 

0.56 

0.60 

..... 
w w 
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maintain the same positioning of the sample near the detector, the 

capsule should be prevented from bouncing after colliding with the 

stopping pin. This was done by lengthening the valve opening time 

for an optimum value so that the air flow acts as a cushion for the 

rebounced capsule. Thus, at this point, one can expect a damping 

motion before capsule comes to rest. If the settling time, which 

depends on a number of factors, is relatively long it can cause errors 

if the counting is initiated within this time. To investigate the 

magnitude of the settling time, several measurements were perfon11ed 

with MCS scaling time of 1 ms. It appears that the settling. time is 

negligibly small as shown in Fig. VI-6. 

6. Application of Rapid Transfer System to Cyclic Activation 

The various factors studied and optimized for the rapid 

transfer system can be advantageously used in cyclic activation to 

improve the sensitivities of very short-lived nuclides (half-lives 

less than 10 s) provided this system can be automated with a high 

degree of precision. The performance of the cyclic system depends 

on the proper design and use of a recycle timer. A recycle timer, 

which can be preset to delay times varying between 10 ms and 999 s 

with both precision and accuracy of 0.05%, was designed in this 

work and described elsewhere (Appendixc). The cyclic activation 

system with this recycle timer was used to determine concentra-

tions of Br, Cl, In and Pb (via nuclides with half-lives less than 5 s) 
in several standard reference materials using the correction method 

for coincidence losses - described in Chapter IV. 
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D. Cyclic Neutron Activation Analysis with the Developed Correction 
Method 

1. Parameters in the Correction Term 

In the expression for the correction factor derived in Chapter 

IV (equation IV-20), the parameters which need to be experimentally 

determined are the two time variables R8 and DT, and the coefficients 

c1 , c2 and c;r 

a. Determination of C-Coeffiaients 

The principles of determining the coefficients c, c and c3 1 2 
in equation IV-20 which appeared due to pile-up losses have been 

described in section IV.B.1. As mentioned earlier, in order to deter-

mine c1 , c2 and c3 one has to measure the rate of occurence of undistor-

ted pulses (P) of a particular photopeak which has an actual input 

pulse rate P , at different total activities. Also, the corresponding 
0 

values for the pulse rate at "SCA OUT" of ADC (R ) and dead-time (DT) s 

need to be measured. For accurate measurement of the above quantities, 

non-variable count rates (hence long-lived radioactive sources) can be 

used. 

Measurements were carried out by introducing pulses (at a rate 

P0 ) into the analyser by (i) means of an electronic regular pulser 

operated at 100 Hz which injects pulses into the preamplifier, and 

(ii) using a 60 co standard source located at a constant distance from 

the detector. The total activity was varied to desired levels by 
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placing an irradiated Sm standard (major activity is due to 103-keV 

peak of l53Sm) at varying distances from the detector. Similar results 

were obtained with both the regular pulser and 60Co standard except 

that the reproducibility was somewhat poorer in the latter case. This 

is probably due to the random variation of the number of photons emit-

ted by the 60Co source. Therefore, the values measured for P using the 

regular pulser were used to calculate c1 , c2 and c3 by regression 

analysis. Design description of the pulser circuit developed is 

given in the Appendix E. 

The measured values of R8 , DT and Pare given in Table VI-13 

and VI-14 for time constants 2 µsand 6 µs, respectively. The values 

for R given in these tables represent count rates at the output of the a 
amplifier, which are calculated by the relationship: 

R = a R8 I (1 - DT) IV-18 

Values for the pulse pile-up correction factor, K, are also tabulated. 
p 

By using these results as a calibration, it is possible to calculate K p 

for known values of R without measuring P every time. This can be s 
done by calculating c1 , c2 and c3 by a non-linear least square fit of 

the above results into equation IV-16. Then the necessary corrections 

due to pulse pile-up as well as dead-time can be performed even for 

variable count rates (i.e. for variable R and DT) through the above s 
values of c, c and c in equations IV-26 and IV-27. The curves obtained 1 2 3 . 



Table VI-13. Pile-up correction factors at different count rates for 2 ~s shaping time constant 
(set time= 100 s, pulser frequency= 100 Hz) 

% dead-time 
(DT X 100) 

0.5 
7.6 

11.6 
17.7 

22.4 
24.7 
37.8 
43.9 

51.4 
60.3 
69.6 
74.8 

76.3 

R s 
(cps) 

143 
3260 
4920 
7362 

9118 
10436 
15062 
17558 

19942 
22671 
25684 
27180 

27758 

R a 
(cps) 

143 
3530 
5560 
8940 

11740 
14010 
24240 
31288 

41060 
57160 
84653 

108100 

119600 

c (counts) m 
measurement 1 measurement 2 average 

10036 10042 10039 
9926 9953 9925 
9881 9862 9872 
9726 9725 9726 

9640 9654 9647 
9585 9573 9579 
9062 9085 9074 
8799 8724 8762 

8328 8306 8317 
7522 7304 7413 
5610 5484 5512 
3808 3824 3816 

3113 3091 3102 

K p 
(=C /C ) m o 

1.00 
0.993 
0.987 
0.973 

0.965 
0.958 
0.907 
0.876 

0.832 
0.741 
0.551 
0.382 

o. 310 
...... 
w ex, 



Table VI-14. Pile-up correction factors at different count . rates for 6 µs shaping time constant 
{set time= 100 s, pulser frequency= 100 Hz) 

% dead-time 
(DT X 100) 

0.8 
5.9 
9.9 

14.7 

20.4 
24.5 
32.5 
38.2 

44.7 
57.0 
65.0 

R s 
(cps) 

236 
1846 
3266 
5146 

7146 
8491 

10970 
12910 

15200 
18740 
21010 

R a 
{cps) 

239 
1960 
3630 
6040 

8980 
11240 
16260 
20910 

27500 
43500 
60500 

c {counts) 
measurement 1 measurement 2 average 

10072 10060 10066 
9826 9959 9892 
9809 9729 9769 
9660 9695 9678 

9331 9374 9353 
9166 9050 9108 
8511 8636 8524 
8055 7935 7995 

6905 6984 6945 
4214 4221 4218 
1299 1322 1311 

K p 
(= C,,(C0 ) 

1.00 
0.989 
o. 977 
0.968 

0.935 
0.911 
0.852 
0.800 

0.695 
0.422 
0.131 

-w 
\0 
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by fitting data points of K versus R for time constants 2 µs and p a 
6 µs are shown in Fig. VI-7. The value of each regression coefficient 

is very close to unity indicating the reliability of the fits and hence 

the reproducibility of the coefficients c1 , c2 and c3 • It is evident 

from Fig. VI-7 that there is a significant effect on the selection of 

the shaping time constant for the pulse pile-up correction factor. For 

example, a value of 50,000 C'fJS for R corresponds to pile-up correction a 
factors of 0.31 and 0.78 for the time constants 2 µsand 6 µs, respec-

tively. Since all other measurements were carried out using the time 

constant of 2 µs, the following values for c-coefficients, derived from 

the corresponding curve, were used for subseauent calculations. 

Cl = 0.2615 X -5 -1 10 s count 

c2 = 0.4383 X 10-10 2 t-2 s coun 

c3 = -0.1434 X -15 3 · -3 10 s count 

b. Measur>emen t of R 8 and DT 

As described in section IV.B.l the variables R and DT were s 

recorded in alternate channels using a multichannel scaler. The data 

were fitted into a mathematical model to convert R and DT into mathe-s 
matical functions of time, which then can be used to calculate F(t) 

(equation IV-27) and then the integration-term of equation IV-26. 

In order to select a suitable mathematical model, three differ-

ent models were originally considered. A hypothetical equation, which 
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describes the total activity of several nuclides with different half-

lives, was applied to examine all three models using a non-linear least 

square fit. The hypothetical equation assumed was: 

Y(t) = VI-1 

The values for A1 , A2 , A3 and A4 were chosen so that they represent a 

wide spectrum of half-lives of common interfering nuclides ranging from 

0.72 s (half-life of 3amc·l) to 138 s (of 28Al). This range represents 

a wide spectrum of half-lives compared to an arbitrarily selected 

counting time of 5.0 s. 

The three models tested with the above equation assume 

that the total activity is; 

(i) a combination of a constant background and an activity of a 

single half-life: 

Y(t) = (l + -yt S e 

(ii) a third order polynomial of time t: 

Y(t) = 

(iii) a fourth order polynomial of time t: 

Y(t) = 

VI-2 

VI-3 

VI-4 
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- -· The three mathematical models were tested for various combina-

tions of numerical values of constants A, B, C and D. The typical 

sets of curves obtained by comparing the three models with the hypo-

thetical equations are shown in Fig. VI-8, VI-9 and VI-10. It is 

obvious that the exponential model which assumes a combined activity 

of a single half-life and a constant background is not sufficient due 

to considerable underestimation of the initial activity. A third order 

polynomial (Fig. VI-9) represents the assumed function Y(t) reasonably 

well. An excellent matching (non-linear regression coefficient - 0.99992) 

between Y(t) and the fourth order polynomial can be seen in Fig. VI-10. 

The choice of third or fourth order polynomial depends on the desired 

accuracy and the capacity of the data manipulation system. The least 

square analysis of a fourth order polynomial can easily be carried out 

using a computer. In this study, calculations were performed assuming 

a fourth order polynomial. 

A typical set of experimental data obtained 'for DT and R is 
8 

plotted in Fig. VI-11 along with the fitted curves. These results were 

obtained for the first cycle in an analysis of an oyster tissue standard 

reference material. Plotted values of the function F(t) calculated 

according to equation IV-27 and the fitted polynomial curve are also 

shown. The regression coefficient (0.999997) obtained for F(t) indi-

cates the reliability of the polynomial assumption for F(t) which was 

made to simplify the integration. 
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2. Extension of the Correction Method to CINAA 

In the case of a single counting procedure the appropriate 

correction factor for a nuclide of interest can be calculated as 

described in the previous section. However, in CINAA, since one 

obtains a cumulative spectrum of several cycles and as each cycle 

has different values for R and DT, the above described correction 
8 

method needs to be appropriately extended so that correction factors 

in each cycle can be incorporated in the final correction. One such 

set of experimental data obtained for R8 and DT over 10 cycles in 

CINAA of an oyster tissue sample is shown in Fig. VI-12. 

In section II.A.2, the cumulative detector response c (a) 
0 

after n cycles, was derived as1 

II-8 

where, c (1) is the detector response at the first cycle which is 
0 

given by: 

AM 
II-2 
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The derivations of above equations assumed no dead-time or 

pulse pile-up losses. Therefore, c (c) is the expected cumulative 
0 

detector response and it would be different from the measured cumula-

tive detector response C(a) due to coincidence losses. 

Since dead-time, total activity and activities of interest are 

different from cycle to cycle, each cycle has a different correction 

factor and a different accumulated number of counts. Therefore, the 

number of counts obtained 'should be corrected individually for each 

cycle using the corresponding correction factor. With the aid of the 

circuit designed in this study (section IV.B.1) and the previously des-

cribed computation method (section IV.B.2) determination of the cor-

1 rection factor for each cycle does not pose much problems. However, 

the measurement of number of counts in each cycle becomes a difficult 

task as it requires storage of spectra separately after each cycle or 

involves data processing and storage of processed data after each 

cycle. If the cycle time is relatively long, each spectrum can be 

stored using a suitable storage device. However, if the cycle time 

is of the order of few seconds, it may not be practically feasible to 

store each cycle with the currently available analysers. This is one 

of the main reasons for not having had a simple solution to the cor-

rection of coincidence losses in CINAA. An alternative approach has 

been taken in the present work for a simple and accurate solution 

through a mathematical treatment. 
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As in the conventional case (i.e. similar to that described 

in section IV.A.3), correction factor K (to correct cumulative res-a 
ponse C(aJ) can be defined as: 

K a VI-5 

Although one may define individual K values for each cycle, K0 is not 

a simple function of these individual K values. As such, up to this 

point, the problem was the calculation· of the correction factor K -a 
using the known values of correction factors ( x1, .x2~ • 

each cycle. 

K J for n 

If the accumulated number of counts at the nth cycle is C(n) 

(which is unknown if the spectra are not stored at each cycle) by 

incorporating the correction factor for the nth cycle Kn, the theoret-

ical equation II-6 for c (n) can be modified to the real case as: 
0 

VI-6 

Therefore, the expression for the cumulative detector response, C(a) 

(the quantity which is detennined experimentally) can be written as: 

C(a) = C(l) + C(2) + .•.. + C(n) 

n 
= E C(n) 

n=l 
VI-7 
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Then, by substituting for C(n) in equation VI-7 using equation VI-6: 

VI-8 

(The term C0 (1), which is not known, being independent of n, can be 

taken out from the summation sign.) 

Thus, the expression for the correction factor Kc (which is 

equal to the ratio C(c)/C0 (cJ) can be obtained by dividing equation 

VI-8 by equation II-8: 

n (-1 - .-n,\) Kn C0 (1) I 
n=1 -'AT = 1 - e -:=::T)]) VI-9 

C (1){ 1 fi -'AT (-1 -'AT n - e 
0 1 - e 1 

This simplifies as: 

From this expression, with the knowledge of the values for K1 , K2 , ••• 

•. K determined by the method summarized in section IV.C.3, K can be n C 
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simply c~lculated for the nuclide(s) of intetest. 

If the dead-time and pile-up losses are negligible,Kn 

approaches unity for each cycle. When K = 1, denominator and numera-n 
tor are identical and hence K is equal to 1, suggesting that measured a 
cumulative detector response C(a) is the same as the theoretically 

expected value c (a). 
0 

The method described above significantly reduces unnecessary 

data manipulation without any sacrifice of accuracy. In fact, since 

the correction is done to the final cumulative counts it will provide 

a better statistical accuracy than that obtained by correcting for 

individual cycles. 

3. Evaluation of the Correction Method Using Elemental 
Standards 

a. Lead Standa.rds 

The validity of the correction methods proposed in this study 

was first evaluated by analyzing a series of Pb standards. Lead was 

of particular interest because it is relatively insensitive to conven-

tional INAA, and the most sensitive way of determining Pb by INAA in 

conjunction with garrma spectrometry is via 207mPb nuclide with a half-

life of 0.81 seconds which is near the lower limit of half-lives that 

can be detected with the present rapid transfer facility. Lead 

standards were prepared by evaporating a known volume of a lead nitrate 

Atomia Absorption Standa.rd solution. Each standard was analysed under 
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similar conditions by CINAA. Table VI-,15 shows the number of counts 

accumulated over 10 cycles and the corresponding values corrected for 

dead-time and pile-up losses. It can be seen that,without correction, 

negative systematic errors of significant magnitudes can occur. This 

error is more evident from the plot of number of counts versus the 

amount of Pb shown in Fig. VI-13. For 25 mg of Pb, dead-time varied 

from approximately 22% to 3% during counting. At this low level of 

radioactivity, it is apparent from Fig. VI-13 that pi 1 e-up effect '" is not 

very significant so that the correction for dead-time alone may be 

sufficient. 

b. Se and In Standards with Additional Background 

Although at low pulse rates total coincidence losses are mainly 

due to the analyser dead-time, it was shown in section III.B that the 

pile-up losses increase more rapidly than the dead-time losses as the 

total pulse rate increased. In order to investigate the reliability 

of the correction method at pulse rates where pile-up losses are 

appreciable, a series of standards containing the same amount of 

In (1 µg) and Se (20 µg) were spotted separately on Nuclepore membranes 

and irradiated along with different amounts of sodium chloride and 

Aluminum to simulate varying background activities. All standards 

were analysed under similar conditions and accumulated counts at the 
116m . 164-keV photopeak of 2In (half-life 2.16 s) and at the 162-keV 

photopeak of 77"!Se (half-life 17.4 s) were measured along with the 
' 

simultaneous measurements of R8 and DT. The plots of number of counts 



Table Vl-15. Effect of dead-time and pulse pile-up correction for a series of Pb standards 
(ti = t 8 = 3 B, ta= 0.7 B, 10 cycles, T = 10 s, = 1 x 1012 n cm-2 8-1) 

sample weight of observed countsa counts / mg a 
number Pb 

(mg) uncorrected for losses corrected for dead-time corrected for dead-time 
and eile-ue 

570 keV 1064 keV 570 keV 1064 keV 570 keV 1064 keV 570 keV 1064 keV 

Pb2.5C 2.50 962 463 
Pb2.5D 961 454 
Pb2.5E 898 456 
average 940±65 458±26 376±45 183±18 382±46 186±18 383±46 186±18 

Pb5C 5.00 1798 782 
Pb5D 1789 811 
Pb5E 1860 877 
average 1816±90 823±61 363±18 165±12 375±19 170±12 377±19 171±12 

Pbl5C 15.0 5378 2455 
Pbl5D 5271 2492 
Pbl5E 5112 2338 
average 5254±153 2428±104 350±10 161±7 381±11 · 175±11 385±11 177±11 

Pb25C 25.0 8643 3711 
Pb25D 8497 3789 
Pb25E 8211 3826 
average 8450±194 3775±121 338±8 151±5 382±9 171±5 390±9 174±5 

a ± values indicates the standard deviation calculated from counting statistics, for three identical measurements 

..... 
c.n 
c.n 
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Figure VI-13. Effect of dead-time and pile-up correction for a 
series of Pb standards 
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versus the estimated total absolute count rate R0 (see section rv.o 
for details of calculating R0 ) are shown in Fig. Vl-14. 

It is clear that at high count rates negative errors of as much 

as 70% and 60% for In and Se, respectively, can occur when no correc-

tion is done. As one would expect in the case of In, having the 

shorter half-life of the two, the dead-time correction is more signi-

ficant than that for Se since the measurements were done in the live-

time mode. By correcting for both dead-time and pulse pile-up, satis-

factory results were obtained for absolute total pulse rates of as high 

as 60,000 pulses per second (corresponding dead-time was over 65%). 

However, at these levels of high activity, due to the considerably 

high population of distorted pulses (since no pile-up rejecter was 

used), the garrma-ray spectrum also becomes distorted, consequently, 

some uncertainity is involved in defining the peak and background areas. 

One reason for the slight downward t ~end of the corrected data at 

excessively high pulse rates may be attributed to such uncertainities. 

Nevertheless it is encouraging to observe that the above difference 

is negligible compared to the magnitudesofcorrections involved with 

both dead-time and pile-up effects. Furthermore, the above mentioned 

severe spectrum distortion can be significantly reduced by using a 

pulse pile-up rejector. 
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4. Applications 

Precision and accuracy of the proposed ~orrection. metbod · 

for coincidence losses were examined by analysing several standard 

reference materials (SRM) using CINAA. Results obtained for few 

elements are discussed in the following sections. 

a. Determination of chlorine using 3amc1 in NBS SRM Bovine 
Liver and Oyster Tissue 

Bovine Liver and Oyster Tissue samples were analysed for 

chlorine via its samc1 nuclide which has a half-life of 0.72 seconds. 

In order to obtain different total activities, different sample weights 

of the two SRM were analysed under similar conditions (t. = t = 3 s 
'Z, s 

ta= 0.7 s). Triplicate samples of four different weights of Bovin-e 

Liver were prepared. The maximum weight of sample that coul:d be placed 

inside one single small irradiation capsule was approximately 0.5 and 

0.7 g for Bovine Liver and Oyster Tissue, respectively. In order to 

eliminate any errors due to possible variations in the counting 

geometry, further increase of the sample size was not attempted. 

However, even with the maximum possible sample weights, initial dead-

times were measured as 28% for Oyster Tissue and 7.5% for Bovine Liver. 

In an attempt to extend the range of dead-times covered by these exper-

iments, SRM samples with maximum weights were reanalysed under similar 

conditions, except that counting was done in the presence of additional 

background introduced via long-lived 6 0Co and 22Na standard sources 

placed near the detector. The average number of counts and the 
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calculated values of concentrations of Cl in these two matrices are 

given Table VI-16 and Table VI-17 • . 

Except in the presence of the additional background, coinci-

dence losses for the Bovine Liver samples analyzed do not appear to 

be appreciable. On the other hand, in the case of Oyster Tissue where 

the activity is mainly due to 38mCl itself, in the absence of any 

additional background, errors of as much as 22% can occur for the 

largest sample size if the correction is not done. When the same 

Oyster Tissue samples are analyzed with additional background, the 

correction method developed in this work satisfactorily eliminates 

errors of the order of 30%. A good agreement between the values 

themselves and that with the NBS value can be seen. Graphical repre-

sentations of these results in Fig. VI-15 and Fig. VI-16 show the 

extent of deviations of the corrected values from the uncorrected ones 

as the sample size is increased. A quite satisfactory linearity is 

observed for corrected values in contrast to the negative deviation 

of the uncorrected values. 

Chlorine content of blanks was estimated by irradiating seve-

ral empty polyethylene irradiation capsules under similar conditions 

to be 25±12 µg. Thus, in the worst case - with the lowest weight of 

Bovine Liver(~ 0.11 g) - blank correction was about 8%. Furthermore, 

one can expect possible errors due to self-shielding effects with 

increased sample sizes. Self-shielding effects would result in effec-

tively lower neutron fluxes. Consequently, specific activities in 



Table VI-16. Precision and accuracy for the detennination of Cl via 3amc1 in Bovine Liver using 
different sample weights (ti = t 8 = 3 s, ta= 0.7 s, T = 10 s, n = 10 cycles) 

average 
weight 

(g) 

0.110 

maximum 
dead-time 

(%) 

2 

0.248 4 

0.498 7 

0.498 with 22 
additiona 1 
background 

a corrected for blank 

counts/g a,b 

4810±640 

4750±420 

4649±293 

3801±280 

b average of three detenninations 

c see section V.F for definitions 

chlorine content 
uncorrected 
for losses 

2620±350 

2580±230 

2530±160 

2070±150 

corrected 
for losses 

2640±350 

2630±230 

2690±180 

2640±190 

(µg/g)b 
NBS certified 

value 

2700 

limits0 

Lo 
{µg/g) 

120 

70 

44 

130 

LQ 
{µg/g) 

650 

330 

190 

460 

.... 
en .... 



Table VI-17. Precision and accuracy for the determination of Cl via 3emc1 in Oyster Tissue using 
different sample weights (ti = t 8 = 3 s, td = 0.7 s, T = 10 s, n = 10 cycles) 

average maximum 
weight dead-time 

(g) (%) 

0.106 5 

0.270 15 

0.478 21 

0.704 28 

0.704 with 38 
additional 
background 

counts/g a,b 

16660±1230 

15830±750 

14480±540 

13050±420 

10980±390 

a corrected for the blank 

b average of three determinations 

c see section V.F for definitions 

chlorine contentb (µg/g) 

uncorrected corrected NBS certified 
for losses for losses value 

9060±670 

8600±410 

7840±290 

7090±230 

5970±212 

9230±670 

9150±440 

9170±340 

9130±300 

9050±320 

10000 

l imi tsc 

Lo 
(µg/g) 

190 

110 

82 

70 

120 

LQ 
(µg/g) 

850 

430 

320 

240 

390 

...... 
O'I 
N 
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larger samples will be lower than those in smaller samples. Possible 

errors due to this effect were checked by counting the samples again 

after several minutes of decay for longer-lived nuclides such as 38Cl 

and 24Na. Since the counting time can be extended to obtain a satis-

factory number of counts, the counting geometry could be selected so 

that coincidence losses are negligible. No significant variation was 

observed for specific activities of the above long-lived nuclides for 

different sample weights. Hence errors due to self-shielding effects 

were considered negligible. 

b. Determination of Se in SRM Bovine Liver and Oyster Tissue 
Using 77mSe 

Although Se could also be detected using the same experimental 

conditions as used for Cl, in order to improve the sensitivity of 

77mSe nuclide (half-life 17.4 s) and to deal with a higher matrix 

background for a better evaluation of the coincidence losses, it was 

decided to employ 10 s irradiation and counting periods. Several days 

after the chlorine analysis, the same SRM samples were analysed for 

Se with the above mentioned experimental conditions. Results are 

summarized in Table VI-18. It is evident that the measured values 

after correction for coincidence losses agree well with the values 

certified by the NBS. 

A typical gamma-ray spectrum obtained at the tenth cycle for 

a sample of Oyster Tissue is shown in Fig. VI-17. Even though 



Table VI-18. Precision and accuracy for the determination of Se via 77mse in Bovine Liver and 
Oyster Tissue using different sample weights (t. = t = 10 s, td = 2 s, T = 30 s; 
10 cycles) 

Material average maximum counts/g a selenium contenta (µg/g) limitsb 
weight dead-time 

(g) {%) 

Bovine 0.1099 3 2900±170 
Liver 0.2478 7 2710±220 

0.4975 11 2720±160 

Oyster 0.1058 7 5290±320 
Tissue 0.2704 15 5040±190 

0.4782 26 4762±263 
0.7041 32 4379±186 

a average of three determinations 

b see section V.F for definitions 

uncorrected 
for losses 

1.05±0.06 
0.98±0.08 
0.99±0.06 

1. 91±0.12 
1.82±0.07 
1. 72±0.09 
1. 59±0.07 

corrected NBS certified Lo LQ 
for losses value (µg/g) {µg/g) 

1.05±0.07 1.1±0.1 0.32 1.1 
1. 00±0.08 0.18 0.63 
1.02±0.07 0.10 0.36 

1. 94±0.12 2.1±0.5 0.45 1.5 
1. 92±0.07 0.26 0.86 
1. 93±0.11 0.19 0.61 
1. 90±0.08 0.14 0.47 
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quantitative measurements were done only for chlorine and selenium 

it is clear from the spectrum that several other nuclide$ can also be 

determined simultaneously. 

c. Determination of Sc in SRM Orchard Leaves Using 4 6msc 

Due to higher 2 8Al activity induced after short irradiations, 

botanical samples are generally more difficult to analyse than zoologi-

cal samples by CINAA. Therefore, the effect of background activity 

on the detection limits for short-lived nuclides is more severe for 

botanical samples. The variation of detection limits and precision 

with increasing number of cycles were investigated by analysing NBS 

Orchard Leaves for Sc via 46mSc (t1 = 18.7 s) using the timing 
'2 

parameters of ti = t 8 = 10 s, ta= 2 s, T = 25 s. Approximately a 

four fold enhancement in precision was observed by increasing the 

number of cycles as shown in Fig. VI-18. The standard deviations were 

calculated for 4 independent determinations at each cycle. It is 

apparent that significant improvement in detection limits can also be 

obtained by increasing the number of cycles although there are no 

significant changes in both precision and the detection limits beyond 

the eighth cycle. This observation can be accounted for by the build-

up of high activity of 2 8Al with increased number of cycles. 

Ga1TB11a-ray spectra of a sample of Orchard Leaves obtained using the 

above timing parameters and recorded after 1st, 6th, and 12th cycle 

are shown in Fig. VI-19. Although the major interfering activity of 
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Figure VI-18. Determination of Sc in Orchard Leaves 
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28Al has increased, the number of counts under the photopeaks of 

short- to medium-lived nuclides of interest has also increased signi-

ficantly from 1st through 12th cycle leading to reliable determi-

nations of several elements. 

d. Determination of Pb in SRM Urban Particulate Matter Using 
207777pb 

From the results presented in section VI.O.3 for Pb by CINAA, 

it is clear that the sensitivity of 2 D7777 Pb is not sufficient for the 

detennination of Pb at very low concentrations in complex matrices 

without using a higher flux, more efficient geometry, a faster transfer 

system and/or increased number of cycles than that used in this work. 

Concentrations of Pb could not be satisfactorily detennined in most 

SRM studied except in the Urban Particulate Matter (UPM). In spite of 

the severe interference from 28Al activity, a satisfactory quantitative 

detennination of Pb in UPM was made by employing ti = t8 = 2 s, 

ta= 0.7 s, n = 10 cycles. 

Concentrations of Pb and Sc in UPM and Orchard Leaves, respec-

tively,determined by CINAA are given in Table VI-19. The detection 

limits, LO and Lq, are also given for each case. The relatively high 

LO and LQ values for Pb in UPM are mainly due to small sample sizes 

which had to be limited to about 30-50 mg in order to avoid severe ' 

interference from 2 8Al. For matrices with lower background activities, 

LO and LQ for Pb could be lowered by an order of magnitude using larger 

sample sizes and increasing the number of cycles. 



Table VI-19. Concentrations of Pb and Sc in standard reference materials determined by CINAA 

material 

Urban 
Particulate 
Matter 

Orchard 
Leaves 

a Ref. ( 77N3) 

b Ref. (80Vl) 

element 

Pb 

Sc 

nuclide 
(half-life/a) 

207mpb 

(0.-81) 

1+6mSc 
(18. 7 8) 

0 see section V.F for definitions 

conditions reported this work l imi tsa 
tifta/tc, value (µg/g) 

T, n (µg/g) (µg/g) 
LD LQ 

2 s/0.7 s/2 s 6550±80a 7500±1500 7200 31000 
22 a, 10 oyaZes 

10 s/2 s/10 s (0.054±0.004)b 0.043±0.004 0.028 0.092 
30 s, 12 ayales 

..... 
-.....J 
N 
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e. ResoZution of OVerZapping Garmza-Ra:ys by CINAA 

In some instances, advantage can be taken of the rapidly 

decaying nature of short-lived nuclides to resolve problems encountered 

with interfering gamma-rays. One such example was discussed in 

section I.B.1 where interference caused by 657-keV peak of long-lived 

76As to the determination of Ag through 658-keV of short-lived 110 Ag 

is eliminated by counting the same sample at two different decay times. 

On the other hand, two nuclides which are mutually interfering may both 

have short half-lives. Under these circumstances, precise ti~ing and 

proper correction methods for coincidence losses should be available 

in order to minimize errors in results. The automated recycle system 

and the correction method developed in this study were employed to 

solve such a problem during analysis of Urban Particulate Matter (UPM) 

SRM for Se and In. The 162-keV photopeak of 77mse (t1 = 17.4 s) over-
Ya 

laps with the 164-keV photopeak of 116m2 In ( t:;,; = 2 .16 s). Three 
2 

samples of UPM were analysed by CINAA first using ti = 2 s, ta= 0.7 s, 

t8 = 2 s, and n = 10 cycles; the same set was then reanalysed using 

identical conditions except ta= 10 s. In both cases, the cycle period 

was kept constant at 20 s. The sum-peak (162 + 164-keV) due to 77mse 

d 116m2 l · d d · 1 1 h . b . f an In nuc 1 es was measure 1 n a cases; t e contr, ut, on rom 

each nuclide was calculated using two simultaneous equations which 

incorporated appropriate correction factors for coincidence losses as 

given below. 
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The objective here is to obtain separately the number of 

counts corresponding to each nuclide ( 77mse and ll Gm2In) from the two 

sum-peak areas measured at the two decay periods. If the number of 

counts obtained for the sum-peak at the first and the second measure-

ment ar~ C(l) and C(2), respectively, then 

+ VI-11 

+ VI-12 

where, for In, 

I 0 (1) = expected counts (free of losses) for the first measurement; 

Ki(l) = correction factor for the first measurement; 

Ki(2) = correction factor for the second measurement; 

;\. 
'l, 

= ·decay constant 

and for Se, 

s (1) - · expected counts (free of losses) for the first measurement; 
0 

K (1) = correction factor for the first measurement; 
B 

K (2) = correction factor for the second measurement; 
B 

\ = decay constant. 
B 

From the above equations VI-11 and VI-12, the following expres-

sions for I (1) and s (1) can be derived. 
0 0 
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C(l) K8 (2) e -A8 t C(2) K8 (1) 

I 0 (1) = VI-13 -A8 t -A ·t 
Ki (1) K,/2) e K. (2) K8 (1) e -z, 

'l, 

C(2) . Ki(l) C(l) Ki(2) 
-A·t e -z, 

S (1) = -At -A•t VI-14 
0 

Ki (1) K8 (2) e s Ki(2) Ks(l) e -z, 

The values of I (1), s (1) and the corresponding comparator standards 
0 0 

were used to calculate the concentrations. 

The variation of the relative activities of the two nuclides 

calculated from the observed difference in intensity for the first two 

cycles are shown in Fig. IV-20. It is evident from the figure that 

at a decay time of 0.7 s, the major activity is due to 116m2 In whereas 

the activity of 77mse becomes predominant after a 10 s decay. It 

should be noted here that the 2 s irradiation and counting times used 

were originally selected for determination of Pb in the same analysis. 

It is apparent (Fig. VI-20) that better timing parameters for Se and 

In can be selected for improved results. The measured concentration 

of the two elements are given in Table VI-20. Although concentrations 

were calculated using two simultaneous equations, precision obtained 

for the two values is quite good. The agreement of the measured values 

with the (noncertified) values supplied by the NBS is also generally 
goqd. The gamma-ray spectra recorded after two decay times are shown 

in Fig. VI-21. 

This method can be satisfactorily applied to resolve several 
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Table VI-20. Indium and selenium content of Urban Particulate Matter determined in CINAA 
by discrimination of half-lives (ti = t 8 = 2 s, td = 0.7 sand 10.0 s, 
T = 20 s, 10 cycles) 

element nuclide 

In 116m2 In 

Se nmse 

a average of three determinations 

b Ref. ( 77N3) 

half-life 
(s) 

2.16 

17.4 

elemental contenta (µg/g) 
measured non-certified 

1.05±0.08 (1.0) 

28±1 (24) 

b-

...... 
--.J 
--.J 
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other short-lived nuclides with overlapping gamma-ray energies. 

Other examples of this type include the overlap of 108 keV gamma-ray 

of 183mw (t = 5.3 s) with 165moy (78 s) and that of 208 keV gamma-½ 
ray of 16 7mEr (2.3 s) with 79msr {4.8 s). The success of this method 

of activity discrimination depends, on the one hand upon the relative 

magnitudes of the half-lives (larger the difference in half-lives 
, 

better is the result) and on the other, upon the difference in inten-

sities of gamma-rays (better results are obtained with comparable 

i ntens iti es). 

I 

f. Detection Sensitivities for Several Short-Lived 
NuaZides by CINAA 

Recently, a few tabulations (75Gl, 71Nl) of the nuclear data 

for over 100 gamma emitting nuclides with half-lives ranging from 

milliseconds to one minute have been made available. The sensitivities 

for several of these nuclides were measured in this study and are given 

in Table VI-21 for information purposes. Depending on the half-life 

of the nuclide of interest and the matrix, detection sensitivities 

can be further improved by optimizing timing parameters and the number 

of cycles. 
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Table VI-21. Detection sensitivities for selected short-lived nuclides 
(<P = lx1O12 n am-2 s-1 , t. = t = 3 s, T = 10 s; 

1, 8 
= 10 cycles) 

element product half-life garnna-energy sensitivity 
nuclide (s) (keV) (counts/µg) 

Au l 97mAu 7.2 279 1.59xlQO 
Br 79msr 4.8 208 3.88x101 
Cl 38mCl 0.72 671 3.68x101 
Dy 16Smoy 78 108 4. 7Ox10 3 

Er 167mEr 2.3 208 1. 64xlO 5 

F 20F 11.2 1633 4. 8OxlQO 
190 29.1 197 9. 3Ox10- 1 

Ge 75mGe 47.7 . 160 2.16x101 
In 

116m2 In 2.16 164 5. 76x104 

Pb 201mpb 0.81 570 4. 56xl0- 1 
Pd 107mpd 21.3 188 7.9Ox101 
Sc 46msc 18. 7 142 1.12x104 
Se 77mse 17.4 162 1. O8x10 3 

w 1a3mw 5.3 59 7. 54x10 1 
108 2. 88x10 1 

y 89my 16.1 909 6. 4OxlQD 
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E. Extension of the Correction Method to Medium-Lived Nuclides 

It has been pointed out in section III.C.1. that as long as 

the half-life of the nuclide of interest is small in comparison to the 

counting time (irrespective of the absolute magnitude of the half-life), 

significant errors can occur due to inadequate correction for the 

dead-time even when counting is performed in the live-time mode. In 

multielement INAA using medium-lived nuclides, it may sometimes be 

necessary to count a sample for periods several times longer than the 

half-lives of some medium-lived nuclides. This situation arises when 

statistically significant number of counts are needed for the relatively 

long-lived nuclides. Furthermore, total activity of the sample can 

vary during the counting period. If the sample activity is high pile-up 

losses also become significant. Since the problem is similar to the 

case of short-lived nuclides, except for the fact that duration of 

the measurement is longer, the correction method developed here can be 

applied to medium-lived nuclides as well. However, a slight modifica-

tion of the electronics would be necessary depending on the capability 

of the analyser used for multichannel scaling of R and DT. s 

Since the counting time for medium-lived nuclides can extend 

up to several minutes, multichannel scaling (MCS) procedure used for 

short-lived nuclides to record R and DT will encounter the following s 
difficulties. If the scaling time is set in the order of milliseconds, 

as done in the case of short-lived nuclides, the number of channels 
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needed for MCS will be excessively large. For example, for a set 

scaling time of 0.1 s (as used before) and a counting period of 10 min, 

the MCS will require 6000 channels. Then one analysis would require 

mathematical treatment of 6000 data points. The use of a larger scaling 

time may appear as a solution to this problem. For example, the use of 

a 10 s scaling time would reduce the required number of channels to 60. 

However, this reduction would result in a memory overflow of the MCS 

because the analyser now has to store a 100 times larger number (than 
I 

that obtained using 0.1 s scaling time) in one memory channel. In order 

to solve this problem, if one uses an oscillator frequency much lower 

than 5 MHz (used for short-lived nuclides) then the measured dead-time 

will be underestimated due to considerably large width of the low-fre-

quency pulses (see Fig. III-7 for an explanation of a similar problem). 

Two approaches are proposed below to eliminate the above discussed 

problem. 

1. Use of a Frequency Divider 

Oscillator pulses coming out of the gate enabled by the dead-

time signal (as previously described in Fig. IV-1) can be divided by a 

desired factor using a suitable frequency divider before feeding into 

the MCS. Then one can use considerably large scaling times without 

having a memory overflow. This procedure is described in Fig. VI-22. 

However, depending on the particular multichannel scaler, even this 

procedure may be insufficient to reduce the number of data points if 

.the maximum available scalin-gtime is sm~ll. To circumvent such a 
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situation, an alternative approach is described below. 

2. Periodically Interrupted Sampling 

In this approach without carrying out the MCS sampling proce-

dure continuously, it is electronically interrupted at a regular fre-

quency so that MCS data are recorded only for selected sampling times 

at suitable intervals. The principle of the operation can be clearly 

seen from Fig. VI-23. A simple electronic circuit used for the above 

procedure is similar in principle to that is given in Appendix E. 

Choice between ·the two methods depends on the nature of the 

particµlar problem, the range of scaling time and the number of channels 

available in the multichannel scaler. In some cases use of both 

methods may be desirable. The above procedures were used to make 

correction for coincidence losses during an~lysis of fly-ash and air 

particulates where dead-time varied from 25% to 8% during counting 

intervals of 10 min due to the activities of mainly 28Al and 52 V. 
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F. Epithermal Instrumental Neutron Activation Analysis 

1. Development of a Thermal Neutron Shield 

a. SeZeation of a SuitabZe Boron Material 

Since short decay times are involved in detecting short-1 ived 

nuclides, the sample has to be counted along with the shield and hence 

the shield material has to be considerably pure to minimize corrections 

for blanks. The purity of several boron compounds, which are available 

as crystalline or amorphous powders, was examined by irradiating 

approximately 0.8 g of each material under several irradiation and 

counting times ranging from 10 s to 10 min. In most cases, no detect-

able peaks for short-lived nuclides were observed. However, small 
·-

peaks of several medium-lived nuclides were detected. In order to 

determine the absolute concentration of each contaminant, conventional 

procedures cannot be used due to unknown composition and magnitude of 

the effective flux arising from the thermal neutron absorption by the 

sample itself. For comparison purposes, results were calculated in 

arbitrary concentration units and are summarized in Table VI-22. Both 

boron nitride and boron carbide were observed to be pure enough for 

fabricating shields to be used in the studies of short-lived nuclides. 

b. Selection of a Binder 

Most high purity boron compounds are generally available in 

powder form; it is difficult to fabricate rigid and reproducible 



Table VI-22. Relative purity of boron compounds 

compound content, in arbitrary units 
-

Br Co Mn Ta Ti 

Boron Carbide n.d. 20 2.8 n .d. 1.2 
Boron Nitride #1 n.d. 175 3.8 n.d. 1.5 
Boron Nitride #2 1 250 1. 7 n.d. 3.5 
Boron Nitride #3 n.d. 1 n.d. n.d. 2.6 

Boron Nitride #4 n.d. 15 13 1.5 1 
Boron Nitride #5 1.1 5 1 n.d. n.d. 
Borno Nitride #6 n.d. 1.5 n. d. 1 n.d. 
Enriched Boron 1. 7 3060 22 1790 160 
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shields from such materials. First ari a:ttempt ·was made ,by pouring 

a mixture of boron compounds and melted paraffin into an irradiation 

vial while keeping a polythene or a glass rod in the middle of the 

vial to make a hole in the centre for the sample. After solidification, 

the rod placed at the centre was carefully taken out. This design had 

to be later discarded due to several drawbacks. The shields were not 

reusable as they could not be transferred from one irradiation vial 

to another. Therefore, standards and the sample could not be 

irradiated using the same shield (if this was possible, · problems due 

to irreproducibility of making the shield with similar characteristics 

could be partially avoided). On several occasions the shield was 

broken during cyclic irradiation. Furthermore, the boron-to-paraffin 

ratio had to be restricted in order to avoid excessive fragility. 

Another attempt was made by placing boron powder in between 

two polythene tubes. However, due to small inner diameter ( ~1.3 cm) 

of the irradiaton vials used in the inner sites (irradiations at the 

inner sites were of prime interest due to considerably higher 

epithennal flux than that in the outer sites), this attempt was not 

particularly suitable. Impregnation of boron powder into melted 

polythene and then fabrication of the shield by machining the solidi-

fied material was also not successful due to low obtainable boron 

density, non-uniformity and contamination of the material .during 

machining by tungsten carbide tools. 
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Polymerization of a hydrocarbon in the presence of boron com-

pounds was considered to produce a rigid and suitable shield. One can 

use unsaturated hydrocarbon monomers such as isoprene and styrene. 

Considering the physical properties, styrene was selected for polymeri-

zation and this attempt was found to be successful. 

c. Po Zymerization 

Benzoyl peroxide was used as the free radical initiator for 

polymerization of styrene. However, nonnal polymerization procedures 

available in the literature (69Rl) involves heating freshly distilled 

styrene-initiator mixture in a water bath to initiate the reaction, 

and subsequently allowing the mixture to polymerize at room temperature. 

Preliminary work carried out in test tubes, using a prescribed procedure 

indicated ~that without heati~g, the mixture (styrene, initiator and b9ron) 

did not solidify even after several days (generally, polymerization 

was observed to be much slower in the presence of boron compared to 

liquid styrene alone). Heating until the mixture became fairly thick 

resulted in the fonnation of cavities in the solid. Furthennore, when 

the polymerization is carried out inside a mould, heating on a water 

bath is not readily feasible. 

In order to circumvent the above mentioned inconveniences, it 

was decided to carry out the reaction inside a thennostatted oven. 

After numerous experiments done at various temperatures, it was observed 

that an optimum temperature range of 60-70 °c was best suited for 
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the reaction to proceed at a reasonable rate without _the fo_rmation of 

cavities. Generally, solidification of the mixture was achieved in 

1 - 2 days. 

d. Design of a MouZ,d 

A number of moulds was designed, fabricated, and tested in 

this work using different parts made of either glass, combination of 

glass and Teflon, or Teflon alone. Three designs, among several tested 

are shown in Fig. VI-24. Some problems were encountered with designs 

A and B (Fig. VI-24). The design of the mould A was such that the lid 

with the central rod (for making space for the sample) had to be 

tightly closed while the mixture (of styrene and boron) was still 

fairly thin, and then heated until the polymer solidified. With this 

approach it was difficult to avoid formation of cavities in the shield, 

perhaps due to gradual evaporation and change in specific volume of 

the medium during polymerization. Therefore, for the elimination of 

cavities, it was expected that closing the mould after polymerization 

is nearly complete, would provide a solution. Hence, another 

design was attempted by making the central rod a part of the base 

(mould B). The mixture was heated until it became fairly thick and 

then the top cap was placed tightly on the mould. Although no cavities 

were formed with this design, it was not possible to take out the 

polymerized shield from the mould without breaking either the glass 

mould or the shield due to the inelasticity of glass. To eliminate 

this problem with glass, the mould B was superseded by the mould C 
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(Fig. VI-24) which was entirely made of high-density Teflon and was . . 

found to be ~uccessful. By exposing the constructed boron shield 

using mould C to a saturated vapor of styrene monomer in a closed 

container at 60-70 °c, a smooth (both external and internal) finish 

was obtained. 

2. Perfonnance 

With the design described above, the density of boron in the 

shield could be attained almost as high as the apparent-density of 

boron in the powder. The thickness of the boron shield can be varied 

easily by changing the diameter of the central rod in the mould. In 

addition, high rigidity of the shield made the reduction of its wall 

thickness fe_asible down to a few millimeters for placing relatively 

large amounts of sample in the very limited space available, even in 

a small irradiation vial. This is particularly useful in the DUSR 

facility where the diameter of the normal irradiation vial is small 

(medium-size, 1.3 am). By varying the thickness of the boron shield 

one could select a desired cut-off energy for neutrons. 

Shields of three different thicknesses were made to study the 

effective thermal neutron shielding properties using uranium .and 

vanadium. The standards containing 1 µg of uranium and 50 µg 6f 

vanadium were iriadiated .. in these three shields and counted under 

similar conditions. Uranium and vanadium were selected because U_ has 

a high advantage factor (I/ath = 103) and V has a low· advantage 
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factor (I/crth = 0.55) for epithennal neutrons. In addition, the 

extent of suppression of activity of szv was of interest in analysing 

oil and coal fly-ash containing large amounts of vanadium. 

The effect of shield thickness on advantage factors for uranium 

with respect to vanadium is summarized in Table VI-23. The relative 

standard deviation of the measured activities of uranium and vanadium 

is less than 4% whereas that for the ·calculated advantage factor (in 

the worst case) is about 7%. Since the advantage factor is the final 

result calculated from 4 independent measurements a significant 

contribution to this deviation can come· from counting statistics. 

Therefore, it is fair to state that the reproducibility of the compo-

sition of the flux obtained by using independently made shields of the 

same thickness is excellent. It should be noted (Table VI-23) that 

a little sacrifice of the advantage factor is necessary for obtaining 

a larger volume for sample inside the shield. 

The variation of the advantage factor with the wall thickness 

is graphically shown in Fig. VI-25. Although a definitive conclusion 

cannot be made about the shape of the curve at wall thicknesses lower 

than 0.2 am (the minimum wall thickness used), it appears that increas-

ing the wall thickness beyond 0.4 cm might not be advantageous for the 

particular boron density (54% w/v) used. Nevertheless, increasing the 

wall thickness beyond 0.35 am is not practical for shields made for 

the inner irradiation sites of the DUSR because of lack of space for the 



Table VI-23. Effect of wall thickness of boron shield on advantage factor (239U/ 52V) 

wall a sample capacityb activity (A0 }. cpa/µg 
thickness of the shield 

vanadium uranit.rn 
(cm) (cm3 ) shield 1 shield 2 shield 3 average shield 1 shield 2 shield 3 average 

o.o 3.05 194 210 215 206±11 840 804 824 823±18 

0.25 1.16 6.05 5.93 6.22 6.07±0.15 550 543 569 -554±14 
0.30 0.885 4.57 4.69 4.82 4.69±0.13 520 538 530 529±9 
0.35 0.650 3.97 3.73 3.75 3.82±0.13 490 470 465 475±13 

a density of boron in the shield material = 54% w/v basis (g/cm3) 

b assuming the height of the cylindrical hole= 2.3 cm(= half of the height of the irradiation vial) 

advantage 
factor 

23901 s2v 

1.00 

22.84±1.5 
28.23±1.9 
31.12±2. 3 

\ 

...... 
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sample. However, the above observation becomes important in making 

larger shields, e.g. shields for outer sites of the DUSR 

(diameter = 2.8 cm). 

3. Applications 

The developed boron shields were found to be very useful for 

the determination of several short- and medium-lived nuclides by EINAA. 

Owing to their high r1_gidit_y these shields -can even be used in cyclic 

activations for the detection of short-lived nuclides without encoun-

tering any physica] damage. In addition, even for medium- and long-

1 ived nuclides the boron shields can be advantageously used over con-

ventional Cd foils. Compared to Cd foils, since the boron shields 

themselves do not produce any appreciable radioactivity, they can be 

used for successive irradiations in a single day without any radiation 

hazard. The possibility of reusage of shields will provide an eco-

nomical advantage over Cd foils· when routine analyses involving a large 

number of samples are carried out. 

If the samples are not wrapped properly with Cd foils, due 

to possible leakage of thermal neutrons, the effective composition 

of the neutron flux can vary from sample to sample, sample to stan-

dard and standard to standard. However, with the present design of 
I 

the boron shields, such leaks are minimal, if any at all. Even if 

there is any leakage, the same neutron flux composition can be attained 

for each irradiation by using either the same shield or an identical 
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shield. 

During EINAA with Cd foils, it is necessary to wash the sample 

thoroughly with acid before counting,for removing surface contamina-

tion by radio-cadmium, unless other special precautions are taken. 

The use of boron shields eliminates the above problem. In fact, if 

the shield is contaminated, it can be washed with aqueous solutions 

(but not with organic solvents) and reused. This is particularly 

useful in cyclic activation where the sample is counted along with 

the shield. 

These boron shields were advantageously applied to EINAA of 

several environmental materials such as coal fly ash, oil fly ash and 

geological materials which are difficult to be analysed by conventional 

thermal neutron irradiations. Elemental concentrations determined 

through short-lived nuclides of a typical sample of coal fly ash col-

lected from a local power plant are given in Table VI-24. It should 

be noted that the thennal neutro~ irradiations (i.e. without the shield) 

of these samples produced such high activities that no photopeaks 

other than those of interfering nuclides such as 28Al and 52V can be 

detected. The same coal fly ash samples were also analysed for other 

elements using medium-lived nuclides produced by irradiations of 10 -

15 min in the shield. Table VI-25 shows the advantage factors of 

several nuclides - short- and medium-lived - calculated relative to 

major interfering elements. The two gamma-ray spectra obtained by 

thermal and epithermal INAA of the same coal fly ash sample are shown 



Table VI-24. Elemental content of a coal fly ash sample measured via short-lived nuclides 
by EINAA using a boron shield (t. = 10 s, td = 10 s, t = 30 s) . 8 

element nuclide ha l f-1 i fe gamma-ray concentration limits 
(s) energy (keV) (µg/g) (µg/g) 

Lo LQ 

Ag 110Ag 24.4 658 <" 29 29 102 

Dy 16Smoy 76 108 14. 4.3 12 

Hf 179mHf 18.6 214 8.2 0.5 1.8 

Rb 86mRb 62 556 160 140 540 
Sc 46msc 18.7 142 45 8 26 
Se 77mse 17.4 162 <60 60 180 

..... 
\.0 
00 



Table VI-25. Advantage factors for several nuclides under a 
boron shield~ 
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nuclide half-life garrma-ray 
energy (keV) 

Advantage factors relative to 
s2v 

llOAg 20 s 658 9.6 7.5 4.5 

76As 26.8 h 559 17 14 8.2 

20F 11.2 s 1633 7.2 5.7 3.4 

ll6m1 In 54 m 417 8.6 6.9 4.1 

56Mn 2.58 h 847 2.0 1.6 0.94 

86mRb 62 s 556 10 8.1 4.8 

1sssm 22 m 104 10_ 8.3 5.0 

87msr 2.8 h 388 10 8.1 4.9 

2 39 U 23.5 m 74 28 24 14 

ashield thickness= 0.3 am, density of boron in the shield= 54% w/v 
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in Fig. VI-26. Although the irradiation time is 1 min for thennal . . 

neutron irradiation (compared to 15 min irradiation with the shield), 

the major interfering activity due to .52 V is much higher than that 

obtained by epithermal neutron irradiation. Photopeaks due to several 

other nuclides can be seen in the gamma-ray spectrum (Fig. VI-26) 

obtained by EINAA. 
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G. Analysis of Biological and Environmental Materials 

The INAA methods developed and described in this thesis were 

applied to analyse several biological and environmental materials 

of interest. Following CINAA of short-lived nuclides, the same 

samples were counted for a longer time to determine several other 

medium-lived nuclides. In some cases, the sensitivities of medium-

lived nuclides were sufficient for their simultaneous measurement 

during CINAA. In addition, same samples were irradiated for several 

minutes to hours in order to measure elemental concentrations via 

other medium- and long-lived nuclides. These INAA methods were suc-

cessfully applied to multielement analysis of size-fractionated oil 

fly ash and atmospheric particulate matter collected from the Halifax 

area, and to several other matrices. Elemental contents of few such 

matrices are given in Tables VI-26 and VI-27. 

A human hair sample (IAEA Intercomparison Run, HH-1,1980) 

supplied by the International Atomic Energy Agency, Vienna, was ana-

lysed for certification purposes. Concentrations of several elements 

were determined using a combination of several INAA methods developed 

in this work. Results are given in Table VI-28 along with the non-

certified interim values tabulated by the IAEA. The agreement between 

the measured value and the IAEA value is generally good indicating 

the reliability of the methods developed. 



Table VI-26. Elemental content of oil fly-ash and bottom-ash 
collected from a power plant in Halifax area , 

element concentration rangea,b 
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fly-ash bottom-ash 

As 29-830 4.1-8.2 
Co 280-2140 340-410 
Cr 32-870 1800-2090 
Fe 9%-51% 3.9%-4.3% 

Hg n.d.-122 4. 5-45 
La 304-11% 450-640 
Mn 1.6%-15% 1.0%-1.6% 
Ni 5.3%-29% 6.2%-7.5% 

Sb 2.4-67 n.d. 
Sc 0.2-1.2 1.4-2. 2 
Sm 11-2500 17-25 
V 41%-72% 11%-15% 

Zn 0.1%-1.2%· 170-260 

a µg/g unless otherwise mentioned 

b range is given for 10 independent samples in each case 



204 

Table VI-27. Elemental content of an aerosol sample collected 
from the Halifax area 

element concentrationa element concentrationa 

Al 860 In 0.011 
As 2.2 K 270 
Au 0.0022 La 1.5 
Ba 15 Lu 0.025 

Br 31 Mg 220 
Ca 250 Mn 3.3 
Ce 4.7 Na 880 
Cl 280 Ni 11 

Co 0.32 Rb 1.8 
Cr 2.2 Sb 0.030 
Cs 0.07 Sc 0.085 
Cu 411 Se 1.2 

Dy 2.3 Sm 0.12 
Eu 0.04 Sr 3.2 
Fe 460 Ti 26 
Hf 0.060 V 28 

Hg 0.077 Zn 11 
I 0.57 

a concentration are given in ng/m3 



Table VI-28. Elemental content of a human hair sample 
(IAEA Intercomparison Run, HH-1, 1980) 

element concentrationa 
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this work overall mean of acceptedb 

Ag 0.16±0.04 
Al 6. 5±0. 5 
As 0.054±0.003 
Au 0.016±0.004 

Ba 4. 7±2.5 
Br 3.80±0.02 
Ca 540±20 
Cl 2000±50 

Co 5.87±0.13 
Cr <2 
Cu 8. 5±1. 2 
F 900±85 

Fe < 35 
Hg 1. 77±0.04 
I 24.0±0.7 
K 10±1 

Mg 81±34 
Mn 0.85±0.25 
Na 23.5±0.6 
S(%) 4.2±0.1 

Sb 0.026±0.001 
Sc < o. 002 
Se 0.29±0.05 
V 0. 045- < 0. 032 

Zn 177±2 

a µg/g unless otherwise mentioned 

b ref. (80!2) 

laboratory averages 

... 
6.78±2.52 
0 .05±0. 02 
0.02±0.00 

0.38±0.22 
4.08±2.23 

544.13±150.91 
2129.83±304.23 

5.88±1.32 
0.38±0.18 

10. 57±3. 34 ... 
23.89±10.30 
1.69±0.25 

20.20±6.97 
7 .13±1. 45 

59.99±10.14 
0.89±0.25 

12.41±2.55 
5.14±1.23 

0.04±0.02 ... 
0.34±0.05 ... 

171. 47±25. 97 
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CHAPTER VII 

CONCLUSIONS AND RECOMMENDATIONS 

The results presented in this thesis demonstrate the effects 

of coincidence losses on measurement of short-lived activities and the 

validity of the correction method developed for rapidly decaying high 

count rates. Short-lived nuclides with half-lives longer than 10 s 

were measured by the developed pseudo-cyclic INAA (PCINAA) method. It 

was shown that the PCINAA method can simultaneously determine concen-

trations of both short- and medium-lived nuclides. In order to improve 

the sensitivity further and to detect nuclides with shorter half-lives 

(as short as a fraction of a second) an automated rapid cyclic transfer 

system was designed. This system was used to develop cyclic INAA (CINAA) 

methods. Both PCINAA and CINAA methods with the developed correction 

method were found to improve precision, accuracy and detection limits. 

A formula was derived to correct for coincidence losses in CINAA. The 

proposed fonnula considerably simplifies the data manipulation without 

sacrificing the accuracy of CINAA where corrections for coincidence 

losses are applicable. 

Much of the interferences caused by thennal neutron activation 

products of V, Na, Mn, Cl, Al, eta. were significantly reduced by the 

developed epithennal INAA (EINAA) method. The EINAA method is parti-

cularly useful for measuring elemental contents through short-
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and medium-lived nuclides in complex sample matrices. Compared to the 

conventional epithennal irradiations using Cd foils, the main advan-

tages of the developed shield are that it can be used for short-lived 

nuclides and can be reused almo~t irrunediately for successive irradia-

tions with virtually no radiation hazard. 

In order to realize the full potential of the methods developed, 

several recommendations are made in the following paragraphs. 

Incorporation of a pile-up rejector into the present 

analyser system should considerably improve the perfonnance of the 

analyser and the correction method for coincidence losses. At high 

count rates, when a pile-up rejector is not used, a significant portion 

of the pulses processed by an ADC consists of unnecessary distorted 

pulses. These distorted pulses introduce unnecessary additional dead-

time and distort the spectrum. Furthennore, the rejector can eliminate 

the pulses going above the upper discriminator level due to pile-up 

which in turn can significantly reduce possible errors in the estimation 

of total output count rate of the amplifier - a tenn which appears in 

the pile-up correction equation. However, as already mentioned, for 

the present correction method, LLD and ULD of the ADC had to be set at 

minimum and maximum possible levels. In some situations, one may be 

interested in only a particular energy region (energy window) defined 

by the LLD and ULD. Then the total pulse rate at the output of the 

amplifier can no longer be derived from "SCA OUT" of the ADC. The 

proposed method can be applied to such cases by incorporating a separate 
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single channel analyser, connected to the output of the amplifier, 

which can be used to directly record the total output count rate at the 

amplifier. Instead of a single channel analyser, any simple electronic 

circuit which gives out a logic pulse for each pulse coming out of the 

amplifier-pile-up rejecter system would se-rve ·the same purpose. , 

Data processing procedure can be considerably simplified if 

the dead-time and pulse pile-up correction procedure were directly 

incorporated into the minicomputer of the multichannel analyser or by 

including additional software to carry out multichannel scaling inter-

nally. The present system at DUSR can be modified by suitably inter-

facing the two analysers. Moreover, since the ADC used in this study 

is operated at 50 MHz, use of a faster ADC (typically 100 MHz) would 

improve the capability of the system. At this point, one might ask 

whether it serves any purpose in improving a correction method to handle 

unlimited high count rates. One might also ask, given a perfect 

correction method, whether increasing count rates would necessarily 

continue to improve the counting statistics. If not, what is the limit? 

It should be realized that, in a radioactive measurement, the 

fundamental purpose of using a high count rate is to increase the 

number of counts accumulated in the photopeak of interest, hence to 

improve counting statistics. Furthermore, the final result depends 

only on the undistorted pulses. However, the nature of a random 

process is such that the probability of arrival of multiple pulses 

within the resolving time of the amplifier-pile-up rejecter system 
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increases as the count rate is increased. Similarly, probability of 

having a single pulse decreases. Then the question is; is there an 

optimum count rate? 

In section IV.A two expressions for the output count rate of 

the amplifier system have been derived depending on whether or not a 

pile-up rejector is used. If a pile-up rejector is used, equation 

IV-8 gives the pulse rate, R , at the output of the amplifier-pile-up a 
rej ector as : 

Ra(with rejeator) VII-1 

where R0 and. are the absolute total count rate and pulse resolving 

time of the amplifier-rejecter system. In this case Ra corresponds 

to undistorted pulses only. 

When a pile-up rejector is not used, an expression for Ra can 

be obtained from equation IV-12 (section IV.A) where the average 

number of pulses (including distorted pulses), Na, coming out of the 

amplifier within • is given by:~ 

= 

Therefore, 

-Ro, 1 - e IV-12 
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= 
. -RT 

1 - e 0 VII-2 
T 

Using equation VII-1 and VII-2 one can calculate the output pulse rate of 

the amplifier for the two cases (with and without a pile-up rejecter). 

In Fig. VII-1, Ra for the two cases are plotted for varying input count 

rates R0 at different values of the pulse resolving time. It shows how 

the Ra values in the two cases deviate from the ideal case where.-= O. 

The difference in the two curves for a particular resolving time is 

equal to the rate of distorted pulses when the rejecter is not used. 

However, in both cases the rate of useful (undistorted) pulses 

vary with R0 according to the curve obtained for the case with a rejec-

ter (which passes through a maximum). Therefore, it is important to 

note that beyond the maximum value of Ra (with the rejecter) one should 

not increase the total count rate R0 , as a measure of increasing sensi-

tivity, which results in an opposite effect. For example, if a 2 µs 

shaping time constant of the amplifier is selected the corresponding 

pulse resolving time will typically be around 8 µs. Then, at an input 

pulse rate of about 70,000 aps, one can attain about 90% of the maximum 

attainable undistorted pulse rate (corresponds to an input count rate 

of about 130,000 cps). 
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When a pile-up rejecter is used, beyond the maximum region, any 

increase in coincidence losses will be mainly due to pulse pile-up 

losses and not due to the ADC dead-time. Thus, at high count rates, 

it is important to select an optimum pulse resolving time (typically 

the pulse resolving time is about four times the selected shaping time 

constant) and the total activity. 

For the measurement of very short-lived activities, sensitivity 

is mainly restricted by the transfer time of the sample. A reduction 

of transfer time even by 0.1 s may yield a significant improvement of 

the sensitivities of very short-lived nuclides. Studies on the effect 

of sample weight on transfer time (section VI.C) have shown that sample 

weights, beyond one gram have a significant effect on the transfer time 

of the present DUSR transfer system. This variation of sample weight 

was observed with a total weight of the irradiation capsule ranging 

from approximately 6.5 to 8.0 g. Therefore, it is likely that the use 

of smaller irradiation capsules with the same diameter may reduce the 

transfer time. With a simple modification (reduction of height) of the 

irradiation capsules currently being used at DUSR, the total capsule 

weight can be reduced to approximately 4.0 g. In addition to the 

reduction of the weight, shorter irradiation capsules would considerably 

facilitate the motion inside the pneumatic tube. From the experience 

gained with the present system, transfer times of samples are expected 

to reduce to 200 ms with the above simple modification. 
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The constructipn procedure described for the boron shield 

allows one to change th~ composition of the shield material - hence the 

composition of the neutron flux - or to use any other material which 

can be obtained in powder form. In some cases, further thermalizing 

of neutrons may be of interest. For such purposes, a shield can be 

made by the developed procedure with a common neutron thennalizer such 

as graphite powder •. This becomes useful in determining the contribution 

of interfering nuclear reactions where one nuclide is fonned from two 

different elements: for instance, through {n,y) and (n,p) reactions, 

e.g., 27Al{n,y)28Al and 28Si(n,p)28Al. In some cases two elements are 

determined by measuring the difference of produced activities of a 

single nuclide when irradiated with thermal and epithermal neutrons. 

Detennination of Si and Al via 2BA1 nuclide is a typical example. Then 

by using the measured activities of 2BA1 of the two analyses in two 

simultaneous equations Al and Si concentrations can be calculated. In 

_ such cases a neutron thermalizing shield can be used to obtain rela-

tively epithermal neutron free conditions. This should improve the 

accuracy of determinations. 

Finally, it is hoped that sufficient evidence has been presented 

to demonstrate the reliability and applicability of the INAA methods 

developed with an emphasis on the improvement of sensitivity of short-

lived nuclides. Hopefully, the theoretical discussions, experimental 

results, and the suggestions, presented here will generate new appli-

cations of these methods. 
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APPENDIX-A. Electronic circuit for measurement of AOC dead-time 
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APPENDIX B. Data selector circuit for alternate measurements of 
ADC "BUSYII and "SCA OUT" signals 

ADC "BUSY" 

5 MHz ,......_ 
....._,, 

TO MCS -TOGGLE (ft) 

"SCA OUT" 

"SCA OUT" "BUSY" "SCA OUT" 11 BUSY 11 11 SCA OUT" 

_j I _I 
+ t t 

MCS ADVANCE (2ft) 



APPENDIX C. The circuit diagram of the delay timer for automatic recycling of the sample 
I 

TIME TO GO 

7400 7400 

i- n 
counter 

•----

20.000 MHa 

100 Ha 
10 82 

1 Hz 
RANGE SELECT 

l.J 
, I I 1 , I 11 , I I I 11, , I I I I , , , I I I I , , I I '==l ..... OUT 

load 
digit 

3rd. 

2nd.--

lst. ---

74190 

_ 7400 

PRESET TIME 

74190 

START (') 
lI 

cl r O I I• +5V 
_7474 
iQ C 

N 
N 
N 



223 

APPENDIX D. The circuit for electronic triggering of TN-11 
Multichannel Analyser · · · 
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--APPENDIX E. Circuit diagram of the electronic regular pulser 
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