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Abstract

This paper addresses the mental health challenges posed by the COVID-19 pandemic

and the lack of reliable and accessible diagnostic tools for mental health conditions.

The dataset used in this research consists of posts from 10,000 users with over 2

million posts categorized into 7 labels from the social media platform called Red-

dit. To enhance the realism of our model, we created a biased dataset that reflects

the real-world ratios of mental illness prevalence. This approach makes our find-

ings more relevant and applicable in real-world settings. The proposed solution is

Common N-gram (CNG) method that o↵ers comparable results to the state-of-the-

art CNN-LSTM model and is less resource-intensive. The study demonstrates the

ability of common N-gram method to classify and di↵erentiate between illnesses in

classification tasks. The CNG method shows better performance in comparison to

the CNN-LSTM model and SVM, baseline model, in multi-classification tasks. The

CNN-LSTM surpasses performance in binary tasks compared to the best score re-

ported in the previous study with the same dataset, with an f1-score consistently

higher than 0.60 reported for all classes. The study also highlights the usefulness of

the Relative N-Gram Signature method to analyze the classification decision of the

common N-gram technique. Furthermore, interpretation of the CNN-LSTM model is

accomplished through the use of word embeddings that were generated by the model.

Interpretation of the model allows us to test its viability for application in the real

world as well as to identify interesting patterns within the text written by individuals

with mental health conditions. The proposed solutions o↵er practical and accessible

options for individuals seeking reliable and accurate mental health support. The goal

of this research is to contribute towards better mental health outcomes and improve

the quality of life for those who are struggling.
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Chapter 1

Introduction

1.1 Motivation

The Coronavirus Disease of 2019 (COVID-19) pandemic has presented our mental

health with many di�culties. With lockdowns and social distancing practices, people

have felt isolated and alienated, leading to an increase in mental health conditions

like acute stress disorder, anxiety, and depression [120]. According to the Centers

for Disease Control, more than 50% of people in North America have mental health

problems at some point in their life [32]. This is a critical issue that demands our

attention and despite the growing need for mental health support, access to accurate

and reliable diagnostic tools remains limited.

As technology and social media have become more ubiquitous, particularly during

the COVID-19 pandemic, people have increasingly relied on them to stay connected

with others and express their feelings and opinions. However, this dependence on

digital communication also underscores the importance of identifying and addressing

mental health issues, as individuals may be more susceptible to mental health con-

ditions due to the lack of face-to-face interaction and other stressors associated with

online communication.

Neurodevelopmental disorders and mental illnesses are prevalent conditions that

impact individuals of all ages and backgrounds in their daily life, relationships, and

overall well-being. This study aims to shed light on the six most common mental

illnesses. Attention-Deficit / Hyperactivity Disorder (ADHD) is one of the most

common neurodevelopmental disorders of childhood. People with ADHD may have

trouble paying attention, controlling impulsive behaviors, or being overly active [33].

Anxiety is a feeling of fear, dread, and uneasiness which can be often triggered by

stress [80]. Autism spectrum disorder (ASD) is a developmental disability caused

by di↵erences in the brain. People with ASD often have problems with social com-

munication and interaction, and restricted or repetitive behaviours or interests [34].
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Bipolar disorder is a mental illness that causes unusual shifts in mood, energy, ac-

tivity levels, concentration, and the ability to carry out day-to-day tasks [78]. De-

pression is a common but serious mood disorder that causes a persistent feeling of

sadness and loss of interest [16]. Schizophrenia is a mental disorder characterized

by disruptions in thought processes, perceptions, emotional responsiveness, and so-

cial interactions [79]. Mental illnesses can significantly impact a person’s writing

and speaking patterns, and gaining an in-depth understanding of the characteristics

and e↵ects of these disorders is crucial for improving early identification, manage-

ment, and treatment options [94, 15]. Therefore, this study aims to provide valuable

insights into these mental illnesses and contribute towards achieving better mental

health outcomes.

This research discusses novel applications of natural language processing and ma-

chine learning techniques which can help develop more e↵ective, accessible, and inte-

grable diagnostic tools for mental health illnesses using text-based data. The objective

is to enrich the well-being of people who are dealing with mental health problems and

to give people the tools they need to better understand and manage their mental

health. The proposed solutions o↵er comparable results to state-of-the-art systems

and are less resource-intensive, making them a practical and accessible option for

individuals seeking reliable and accurate mental health support. By implementing

these solutions, we hope to contribute to a future where mental health resources

are widely available and mental health conditions can be detected and treated with

greater e�ciency and accuracy.

1.2 Research Problem

The major challenge with creating accessible diagnostic tools for mental health diag-

nosis is that they are too resource intensive to be deployed on current smartphone

devices and the deep learning model’s black box nature makes them less reliable to

use without professional supervision. We address this problem with Common N-gram

(CNG) method which has demonstrated high performance in style-oriented text clas-

sification tasks across multiple languages, including English.

Further using relative n-gram signature we can gain more insights into the features

that contribute towards final prediction results. These insights help us detect trends



3

and patterns in di↵erent illnesses ultimately helping to establish a system that utilizes

consistent reasoning similar to that used by professionals in patient diagnosis.

In previous works, data balance between the illness group and control has always

been closer to 1 : 1 ratio [26, 95]. Eichstaedta [31] used a ratio of 1:5 for patients with

depression and without depression to better simulate real-world depression prevalence

and concluded that social media has the potential to diagnose mental illness. We draw

inspiration from this approach and mimic the ratio of illness based on real-world

prevalence to train the models in a biased manner.

1.3 Contribution

The main contributions of this thesis are:

1. Novel CNG implementation:

• Implementing e�cient authorship attribution method for classification of

mental disorder comparing its performance to deep learning methods which

were adapted and implemented in this research.

• Incorporates innovative character n-gram approaches to the problem for

the classification task of multiple categories in the space of mental health

detection, making the research unique.

2. Preparing and using a biased dataset in the real-world ratios of mental illness

to simulate true prevalence:

• Enables the results to be more representative of the real-world scenario.

• Increases the realism of the model. A model trained on a dataset that ac-

curately reflects real-world statistics will provide more realistic predictions,

making it more useful in real-world applications.

3. Applying relative n-gram signature method for analysis:

• Improves the interpretability of the model by providing a more meaningful

representation of the data.

• Enhances the ability to detect patterns and correlations in the data, leading

to improved understanding and potential breakthroughs.
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• Demonstrated utility of relative n-gram signature method and word em-

beddings in language analysis for disorders like ADHD and depression.

1.4 Thesis Outline

The remaining parts of this thesis are outlined in this section as follows:

Chapter 2 discusses the background and related work on natural language pro-

cessing, and machine learning techniques, and introduces common N-gram related

and relative n-gram signature.

Chapter 3 provides the dataset description, data preprocessing steps, processes,

and design of di↵erent the models used. It further explains model analysis techniques

and model evaluation methods in detail.

Chapter 4 discusses the experimental setup that was utilized to compare the ef-

fectiveness of the various models. The models are analyzed for interpretation and

results are carefully examined to see which model produces the best performance.

Chapter 5 outlines the main findings of this thesis and its limitations and provides

directions for future work.



Chapter 2

Background and Related Work

2.1 Social Media as a Tool for Identifying and Analyzing Mental Health

Illness

In the field of psychology, prior research work has been conducted to study the rela-

tionship between social media and mental health and how they a↵ect each. Pantic [83]

assessed that determining the cause-and-e↵ect relationship between the two can be

challenging, but the correlation is substantial and credible. The study specifically in-

vestigated the relationship between Facebook usage and symptoms of depression and

found that certain online behaviours may serve as predictive indicators in identifying

and assessing depression. Other studies [111, 69] have proposed that self-presentation

is the main cause of low-self esteem in Facebook users. Kuss and Gri�ths [61] have

also concluded that overuse of social networking sites can have detrimental e↵ects on

relationships, academic performance, and face-to-face social interactions, all of which

can be symptoms of possible internet addiction.

The accessibility of widespread language on social media has intrigued researchers

studying the linguistic expressions of individuals with mental health conditions [18,

122]. Many studies have turned to Facebook, Twitter, and Reddit for data collection

due to the cost and bias issues present in survey-based studies. Twitter’s character

limit for messages can pose a challenge for deep learning techniques that require

substantial amounts of data, as the concise nature of the messages may not allow

for adequate information to be captured [21]. Various studies have been conducted

to use social media data to identify and analyze specific mental illnesses such as

depression [20, 122, 49], schizophrenia [75], post-partum emotions in mothers [25],

suicide ideation [29, 60, 18, 27, 51]. Cohan et al. [17] expanded upon the work of

Yates et al. [122] and created a more extensive dataset that incorporated nine classes

of illnesses and a targeted control group from Reddit.

De Choudhury et al. [26] were successful in identifying themes and features in the

5
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text of users with depression and were able to predict the onset of depression prior to

its occurrence. This study’s identified features were also evident in other languages,

including Japanese, showing comparable cross-language trends [110]. Coppersmith

et al. [22] compared various approaches for modeling mental health-related language

from social media using data from Twitter users with depression or Post-traumatic

stress disorder (PTSD) and demographically matched control participants. Three

binary classification tasks were performed and average precision was compared for

performance.

Garla and Brandt [36, 37] presented novel feature engineering techniques that

involved leveraging Unified Medical Language systems to improve text classification

(UMLS) using Machine Learning (ML) methods by handling ambiguous terms and

feature ranking. Both studies reported improved clinical document classification.

Domain knowledge in the classification of medical text has been shown to play a

major role in the inductive learning process and performance of the model [102, 117,

121]. The successful implementation of a simple rule-based classifier that removed

misleading information from text for semantic classification highlights the unique

challenges presented by the medical text. Unlike general English text, medical text

requires specialized knowledge to not only enhance performance but also fully utilize

the representation learning capabilities of machine learning methods.

Cohan et al. [17] conducted an in-depth study on binary and multi-label classi-

fication of various illness classes, along with a control group, using models such as

logistic regression, Support Vector Machine (SVM), Convolutional Neural Network

(CNN), and supervised Fasttext. Their best f1-score of 0.54 for binary classification

and 0.27 for multi-label classification serves as a benchmark for similar research in

this domain. On the other hand, Kim et al. [59] focused on binary classification

tasks, and their CNN-based model produced an impressive average f1-score of 0.85,

which significantly outperformed XGBoost’s average score of 0.50. It is worth noting

that, unlike Cohan’s dataset, Kim’s data was extracted from subreddits that were

dedicated to each illness thus text included an explicit declaration by the user about

their condition and their experience, while Cohan’s dataset excluded such text which

makes it more applicable for creating models that can be deployed in real work. Other

positive attempts at using Reddit posts to detect depression and anxiety came to the
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same conclusion that Natural Language Processing (NLP) models which are based

on N-gram models as well as deep learning systems can be a practical solution for the

detection of mental health disorder and early prevention [100, 52].

2.2 Text Classification

Text classification is the fundamental technique in natural processing to categorize

texts according to established criteria, context, or a shared subject. “Document

retrieval, categorization, routing, filtering, and clustering, as well as natural language

processing tasks such as tagging, word sense disambiguation, and some aspects of

understanding, can be formulated as text classification” [63].

There are di↵erent text classification systems such as rule-based systems, machine

learning systems, and hybrid systems.

2.2.1 Rule-Based System

The rule-based system falls under classical or knowledge-based Artificial Intelligence

(AI). They operate on the tenet of classifying text based on handcrafted linguistic

rules which are predefined and fixed. These rules guide the system based on seman-

tically important textual elements of a text to identify the category of the group.

These systems are highly interpretable and tuneable based on needs over time

but required deep knowledge of the domain that is being analyzed. Chua et al. [14]

studied eight di↵erent strategies to include negated features within the process of

Inductive Rule Learning (IRL). Their findings indicated that the option to include

negated features within the IRL process produces more e↵ective classifiers. Rule-

based, context-dependent word clustering methods have shown improved classification

accuracy as well e�cient dimensionality reduction [39, 6, 28].

2.2.2 Machine Learning Based System

Machine Learning (ML) models have a probabilistic approach to their work. Unlike

the rule-based system where each rule for classification is provided to the system, ML

learns to classify new data based on past observations, which is called the training

phase. Data and their associated labels are given to the model during the training
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phase. Based on predetermined parameters and using a trial-and-error approach, the

model infers the relationship between the data and the label.

Although ML models are quite e↵ective at identifying relationships in big data,

they are di�cult to interpret and validate. This topic is further discussed in detail in

Section 2.3.

2.2.3 Hybrid System

Hybrid systems combine machine learning base classifiers with rule-based systems to

boost the model’s performance. By combining machine learning techniques with rule-

based systems, hybrid models can achieve better performance than either approach on

its own. These models are meticulously tuned on a case-by-case basis to incorporate

specific rules for conflicts that weren’t modeled correctly by the base classifier. These

models are more appropriate for use case cases with unique requirements that cannot

be generalized by using conventional methods.

Asogwa et al. [3] employed the use of Naive Bayes model and Support Vector

Machine (SVM) model to produce their hybrid system which boost their model per-

formance to 96.76% accuracy as against the 61.45% and 69.21% of the Näıve Bayes

and SVM models respectively. Di↵erent variations of logical and probabilistic models

have been combined to design a hybrid system [56, 88, 92] have observed significant

improvement in performance compared to the performance of each individual model.

2.3 Machine Learning Models

Similar research has been done in the field to detect mental illness using text and

by studying online social media behavior using machine learning and deep learn-

ing methods. Jina et al. [53] implemented a deep learning model using XGBoost

and CNN-based classification on Reddit posts to accurately identify mental disorders

like depression, anxiety, bipolar, borderline personality disorder, schizophrenia, and

autism.

Ivan et al. [48] have analyzed how a Hierarchical Attention Network (HAN) can

be better at analyzing social media posts under certain conditions than traditional

models. The study found that the performance of ML models is highly dependent
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on the availability of data, with results worsening as the amount of available data

decreases.

2.3.1 Support Vector Machines

Linear classifiers are the simplest form of classifiers that operate by determining the

linear border between the classes but are unable to resolve a non-linear relationship

using conventional techniques. Support Vector Machine (SVM) model is a supervised

learning algorithm that is an extension of linear classier which has the ability to model

non-linear class boundaries. SVM creates a hyperplane in N dimensions, which is

used to classify data points. The hyperplane is selected on the basis that the distance

between the nearest point of each class and the hyperplane is maximum — called

margin. The best hyperplane is defined by Equ. 2.1.

h�!w ,�!x i+ b = 0 (2.1)

where �!w represents normal vector to the hyperplane and �!x is input vector of n

dimensions.

If the classes are completely linearly separable then a hard margin is used but

SVM can also perform non-linear classification using a soft margin, which allows

some points to be misclassified or fall under the margin. For nonlinear classification,

the hinge loss function is the more optimal function [96]. Hinge loss is defined by

Equ. 2.2.

max(0, 1� yi(
�!wxi � b)) (2.2)

where yi is is the i -th target and �!wxi � b is the i -th output.

SVM can solve non-linear problems by using Radial Basis Function (RBF) as the

kernel. A kernel is a function that takes the non-linear problem and converts it into a

non-linear form. This kernel however has issues with scaling extremely large datasets.

RBF kernel is defined by Equ. 2.3.

K (x, x0) = e��kx�x0k2 (2.3)

where kx� x0k2 is the squared Euclidean distance between two data points and � is

a scalar that defines the influence of a data point.
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Figure 2.1: Support Vector Machine Illustration

Since there is virtually no limit to the dimensions of the hyperplane, SVM is highly

e↵ective in extracting features that may not be visible or too complex to compute for

other models. It is also robust again sparse data which is frequently a problem with

massive text-based data.

The base algorithm for SVM was designed by Vapnik et al. [10] in 1992. SVM [23,

112, 113] was initially applied in the field of pattern recognition and regression but

later found useful application in text classification. Joachims et al. [54] conclude that

SVM is well suited for the task of text classification due to its capabilities of dealing

with sparse data and high dimensional features. However, its inability to consider

semantic relations makes it unsuitable for information retrieval. Several advanced

versions of SVM have been proposed [67, 105, 68] where SVM is able to generate

multiple parallel hyperplanes by utilizing a pair of generalized Eigen-value problems

for the purpose of classification of data.
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2.3.2 Convolution Neural Network

Neural network models are inspired by the human brain and the working of neurons

and their structure. Recently, Deep Learning (DL) has attracted a lot of attention

because of its capabilities and high performance for both supervised and unsupervised

tasks. The simplest neural network is the feed-forward neural network or a fully

connected network. Each working node or neuron in a di↵erent layer performs a�ne

transformation of the input by multiplying it with the “weight” and adding “bias”

to it, which are the learning parameters of the model. It is the base structure for

all types of neural networks. It has single input and output layer with one or more

hidden layers. Equ. 2.4 shows the a�ne transformation in a neural network.

y = � (W · x+ b) (2.4)

where x and y are the input and output vectors, W is the weight and b is the bias

vector. � represents the activation function.

A network is a set of these weights and biases and networks model the relationship

between input and output by optimizing these parameters. The optimization is done

through gradient descent to iteratively minimize the loss function.

Convolutional Neural Network (CNN) is a type of neural network that has shown

great potential with working multi-dimensional and spatial data such as images and

thus is extensively used in the computer vision domain. The main building block of

the CNN model is called the convolutional layer or kernel. A kernel takes a matrix

as an input and outputs another matrix proportional to the shape of the input using

element-wise multiplication and addition. The output matrix is calculated by the

kernel moving across (towards the right side) the image according to a fixed stride

across the image starting from the top left of the image. The convolutional operation

of a kernel on the matrix is demonstrated in Fig. 2.2. The kernel has the shape of

3 ⇥ 3 operating over an image of 4 ⇥ 4 with a stride of 1. This operation results in

an output that is 2⇥ 2 in shape.
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Figure 2.2: Illustration of Convolutional operation

Another important operation of the CNN model is pooling. This operation is

used to reduce the dimensionality of the data and allows the network to work with

reduced parameters and pass on only the important information from the data. The

most common type of pooling operating is used in max pooling where the max value

from the pool or the section is selected and passed on to the next layer. Fig. 2.3

demonstrates the max pooling operation of 4⇥ 4 input with max pool layer of 2⇥ 2

window and stride of 2 across the data.

Figure 2.3: Illustration of Max Pooling operation

Fig. 2.4 illustrates the general architecture of all CNN models where a single image

flows through di↵erent layers of the network. The image is passed through a number

of convolution and pooling layers where each layer obtains di↵erent information about

the image. The first layer learns about simple shapes like vertical or horizontal lines

and more complicated information like colours and complicated structures like circles

or the presence of di↵erent color shades is assessed by further layers. This information
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is then passed to fully connected layers where classification is performed using output

activation functions such as softmax [7].

Figure 2.4: CNN architecture Illustration

Long Short Term Memory

Recurrent Neural Networks (RNN) are another type of neural network that are able to

handle a temporal relationship in sequential data which makes them extremely useful

for working time series data and modeling sentences. It is a feed-forward neural

network where for each time step its hidden layer is connected to the hidden layer

for the previous timestamp. Such recurrent connections allows the network to create

memory through time. However, RNNs have major di�culties maintaining long-range

dependencies because of the vanishing gradient problem which causes the gradient to

become exponentially small while being propagated back across time steps.

Long Short Term Network (LSTM) was designed by Hochreiter and Schmidhu-

ber [45] in order to solve the problem of long-range dependency. A weight multiplica-

tion and non-linearity combination known as a “gate” is how an LSTM cell abstracts

its mathematical processes. Input, output, and forget gates are the three types of

gates found in an LSTM node. The input gate process determines how much of the

new input is required to modify the cell state. The output gate determines how the

current cell state is added to the current hidden state. The forget gate determines

how much of the previous cell state to forget. The input, output, and forget gate are

shown by Equ. 2.5, Equ. 2.6 and Equ. 2.7 respectively.

ii = � (Wi · [ht�1, xt] + bi) (2.5)
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oi = � (Wo · [ht�1, xt] + bo) (2.6)

fi = � (Wf · [ht�1, xt] + bf ) (2.7)

where ft, it and ot represent the outputs of the forget, input, and output gates re-

spectively and � represents the sigmoidu activation function.

Fig. 2.5 illustrates LSTM cell and the inner working of the hidden state [12].

Figure 2.5: Illustration of LSTM Cell (Chevalier, 2018, Fig. 1)

The current cell state in language modeling is updated by multiplying the forget

gate output with the previous cell state and adding the previous hidden state deter-

mined by the input gate. Information about specific topics is stored in segments of

the cell state and updated by the forget and input gates as new input is received.

This process is given by Equ. 2.8.

Ct = ft · Ct�1 + it · tanh (WC · [ht�1, xt] + bC) (2.8)

The hidden state is updated by passing the current cell state through a hyperbolic

tangent function and limiting it with the output gate. Output is generated by passing

ht through an appropriate output activation function such as sigmoid [40] or softmax.
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Text classification has been the focus of study in the field of computer science

since the very beginning and with the emergence of deep learning methods, this

field has seen significant advancements and breakthroughs [66, 90, 2, 74]. LSTM

models have better performance compared to linear models and have also shown

good performance when working with unstructured free text [42, 9, 104]. Khan [58]

employed CNN-LSTM in the field of medicine to predict mortality in ICU and found

CNN-LSTM outperformed the baseline model and unlike the baseline model didn’t

underpredict mortality. They also suggested by changing the architecture of the

CNN-LSTM accuracy of the model could be further improved. Computer vision is

another field where CNN-LSTM has excelled by achieving an f1-score of 98.9% for

detecting COVID-19 from X-ray and scoring 90.8% accuracy for detecting tempted

video files [47, 97].

2.3.3 Word Embeddings

In order to model language, text-based data must be represented mathematically in

a way that reflects the word’s meaning and its relationships to other words in the

corpus. There are several ways to represent data in numerical form such as bag-

of-words [91] or discrete encoding. However, these methods are arbitrary and do

not represent any relationship that exists among di↵erent words in the corpus. The

model won’t have any contextual knowledge regarding the relationship between man

and woman and animals and humans if the words are merely encoded numerically,

such as 1, 2, and 3 for man, woman, and dog, respectively. As a consequence, the

model is unable to comprehend natural language and process them. There is a need

to convert this information and capture this knowledge in mathematical expression

and this can be done with the help of word embeddings.

Word embeddings allow the mapping of words in form of mathematical vectors in a

manner such that similar-meaning words are closer to each other in vector space [58].

The embeddings created for the words boy, girl, prince, and princess, for instance,

should be executed to perform the arithmetic described in Equ. 2.9 and illustrated

in Fig. 2.6.

xprince � xboy + xgirl ⇡ xprincess (2.9)
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where xw denotes the vector for the word w.

Embeddings for ML are divided into two categories: non-context-sensitive and

context-sensitive techniques. Contextual embeddings provide each word a represen-

tation based on its context, capturing word usage across a range of situations and

encoding cross-linguistic knowledge.

Popular embeddings such as word2vec [73] and GloVe [87] are non-context sen-

sitive while Bidirectional Encoder Representations from Transformers (BERT) [30]

and Context2vec [70] are context sensitive. Pennington et at. [87] introduced GloVe

in 2014 which is an unsupervised learning algorithm for obtaining vector representa-

tions for words. The model works by training elements in a word-word cooccurrence

matrix in a large corpus. The models outperformed similar models on word analogy

tasks and have since their introduction been used in many studies.

Figure 2.6: Word Embedding Illustration

Miaschi and Dell’Orletta [72] studied linguistic knowledge encoded in the internal

representation of BERT and Word2vec. The study concluded both models encode

sentence-level properties similarly, but BERT excels at syntax and raw text while

Word2vec is better at morphosyntax. BERT can encode sentence-level phenomena
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within single-word embeddings, and the most informative word representation is of-

ten the last token of each input sequence.. Naili et al. [76] investigated the most

e↵ective method to learn word vector representation in the English language using

Word2vec, GloVe and Latent Semantic Analysis and concluded word2vec had better

representations in small dimensional semantic space.

2.4 Common N-gram Method

Common N-gram (CNG) method used in this study is based on character n-gram dis-

tribution. Many ML models and word embeddings are solely languages [11] dependant

and are di�cult to generalize and transfer knowledge to other languages. Asian lan-

guages such as Chinese and Japanese do not have explicit word boundaries. By using

character-level n-grams the authors this problem can be solved. The frequency and

consistency with which a person uses punctuation, characters, character-casing, and

whitespace can play a significant role in their psychological makeup [17, 15, 64] which

can be lost in traditional ML-based systems since these models treat this information

as redundant. Using the character n-gram instead of the word n-gram helps us include

and analyze these minute morphological features that play an important role.

2.4.1 N-gram

N-gram is a contiguous sequence of n items from a given text. N-grams can be

letter or word-based. N defines the length of the sequence. Unigram will contain

one item, bigram will have 2 items, and so on. Character n-grams are language-

independent and hence character-level n-gram language models can be easily applied

to any language and even non-language sequences such as DNA and music. It also

has further applications in data compression and cryptanalysis.

2.4.2 N-gram Derivation

Characters and words can both be retrieved from n-grams. Character-based ele-

ments are referred to as character n-grams and word-based ones are referred to as

word n-grams. Character n-gram considers all symbols along with alphabets such as
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whitespace, punctuations, or newlines. The scope of this study is limited to charac-

ter n-gram only. Fig. 2.7 illustrates the extraction of character n-gram via sliding

window where the value of N is four.

Figure 2.7: Character N-gram Extraction Illustration

When the n-gram extractions are for words it is known as word n-gram. Unlike

character n-gram, word n-gram extraction ignores white space. Fig. 2.8 illustrates

the extraction of the word n-gram where the value of N is two.

Figure 2.8: Word N-gram Extraction Illustration

For the authorship attribution task Equ. 2.10 was used in the original study by

Bennet [8] where only bigrams were used which can be attributed to 1970’s limited

technological capabilities.

X

n,m

[f1 (n,m)� f2 (n,m)]2 (2.10)

where n, m are indices over the range 1 to 26 and f1 and f2 are normalized character

bigram frequencies for di↵erent authors.

N-grams have application in several tasks such as spelling correction as most of

these typographical errors are minor and can be easily anticipated with character

n-grams. These errors can be fixed with simple operations such as insertion, deletion,

and substitution [103]. N-grams have also been proven good at capturing the structure

of human language [93] and can be used for language detection. N-grams are also able

to perform document clustering due to their ability to identify the technical words

that are domain-specific [71].
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Bennet [8] was the first author who successfully implement the character bigram-

based method for authorship attribution and obtained promising results. Building on

this work, Keselj et al. [57] implemented common N-gram for authorship attribution

task in three di↵erent languages. This study implements the CNG method with a

larger n-gram and profile length, unlike the previous studies which were limited to

computational resources available and obtained 100% accuracy for the English lan-

guage, and the Greek dataset obtained higher scores than previously reported. The N-

gram method has been successful in other languages, including Korean. The authors

tackle the challenge of using weighted document indexing in the Korean language by

using a combination of word-based and n-gram-based indexing, using bigrams and

trigrams of Korean syllables [62]. They conclude their system is likely more e↵ective

than word-based indexing and could approach the performance of morpheme-based

indexing. Successful implementation of CNG method lead to its application for other

classification tasks such as disease detection, identification of source code author, and

music composer attribution tasks. [107, 35, 119].

Calvin et al. [107] studied the impact of Alzheimer’s-type dementia on patients’

spontaneous speech using the CNG approach. They found that using byte-level n-

grams to construct class profiles, combined with minimal training instances, produced

successful models in detecting and rating the severity of the disease.

2.4.3 Relative N-gram Signature

Jankowska et al. [50] proposed a visualization system called Relative N-gram Signa-

ture analysis methods the based on common N-gram method for text classification.

The system was designed to conduct a detailed investigation of the characteristics of

n-gram in the documents and provide greater insights into the working of the classi-

fier in an intuitive manner. The relative N-gram signature method was inspired by

the works of Collins et al. [19] which presented subsets of a faceted corpus through

the extraction of distinctive words, which are then displayed as visually appealing

tag clouds in a parallel format. For purpose of illustration of the n-gram signature

visualization technique Fig. 2.9 was generated from the dataset used in this study.
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Figure 2.9: Illustration of N-gram Signature

This visualization method helps in discovering patterns in n-grams for a given

profile to understand similar themes in di↵erent classes and interpret models work-

ing. The original study also foresees modification of the n-gram profile of a class on

the task-dependant decision of a user for classification which can boost CNG’s per-

formance. The system is based on representing the di↵erence in usage of frequency

of n-gram between two classes to understand misclassification or similarity between

them. Cohan et al. [17] employed LIWC lexicon [85] in order to categorize language

through the examination of psycholinguistic attributes. This analysis sheds light on

the nuanced elements present in writing that can indicate potential mental health

issues. The findings of this study can assist researchers in verifying their model inter-

pretations prior to testing in real-world scenarios. Eichstaedta et al. [31] performed

LIWC analysis on Facebook posts and discovered people with depression have higher

tendencies to use first-person pronouns in their speech. Ramos et al. [94] conducted

validation of mHealth app for depression screening using 4 psychological depression
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instruments and came to the conclusion that even though mental health screening

relied on subjective measurements. By implementing a novel approach using mo-

bile technology, the validation process is augmented with credibility and increases

confidence in the automated system.

Previous studies on character n-gram visualization used Latent Semantic Indexing,

where character n-grams served as the terms of a document, and visualized the first

LSI dimension to identify similar clusters [101]. Wolkowicz et al. [118] designed a

music visualization tool to detect themes in musical pieces. This tool was built on

the concept of self-similarity matrices, which encode a musical piece through character

n-gram similarity of sequences.



Chapter 3

Methodology

In this chapter, we discuss various methods that were designed and implemented in

this study.

3.1 Dataset Description

This study uses Self-Reported Mental Health Diagnoses (SMHD) dataset. SMHD

data collection approach is based on Reddit Self-reported Depression Diagnosis (RSDD)

dataset [122] and further builds on RSDD by including synonyms in matching pat-

terns and adding data for eight additional diseases in addition to depression [17].

The SMHD dataset comprises posts made on Reddit by users (referred to as

“diagnosed users”) who acknowledge having been given a diagnosis for one or more

of nine mental health problems, as well as posts made by matched control users. The

data of diagnosed users had every post made to a mental health-related subreddit or

having a keyword associated with a mental health issue removed; as a result of the

selection process, the data of control users do not have such postings.[17].

The entire SMHD dataset consists of 116 million posts from 335,000 users [17] but

due to limited computation and memory resources, this study uses a smaller sample

dataset.

This study focuses on six mental illnesses included in DSM-5 standards [4]. Four

conditions are top-level DSM-5 disorders: schizophrenia spectrum disorders (schizophre-

nia), bipolar disorders (bipolar), depressive disorders (depression), and anxiety dis-

orders (anxiety). The 2 other conditions are one rank lower: autism spectrum disor-

ders (autism) and Attention-Deficit / Hyperactivity Disorder (ADHD) under neuro-

developmental disorders.

For the sampled dataset used in this study, patients with and without a di↵erent

diagnosis of mental illness were balanced at 5% for depression, 3.8% for anxiety,

2.8% for ADHD, 1% for autism, 0.6% for Bipolar Disorder, 0.45% for schizophrenia

22
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and rest 86.35 % for the control group to simulate true mental illness prevalence

[81, 24, 99, 82]. Sampling was done with help of an in-built sampling function provided

by Pandas [106]. Table 3.1 describes detailed statistics for each label including the

total numbers of users and posts.

Label # of Users # of posts Total Word Count Total # of char
Total # of

Non Alpha char
Control 8636 1,754,943 64,720,509 357,904,732 17,146,263
Depression 500 253,894 4,437,815 22,847,497 677,775
Anxiety 380 39,850 2,361,869 12,752,601 530,154
ADHD 280 31,695 1,827,233 10,056,686 403,166
Austim 100 12,184 767,305 4,209,406 181,642
Bipolar 60 6,138 390,626 2,108,075 82,527
Schizophrenia 45 5,361 314,569 1,749,242 79,053
Total 10,000 2,104,065 74,819,926 411,628,239 19,100,580

Table 3.1: Label wise Data Statistics

The dataset consists of 2 main columns which are label which indicates the illness

profile or if the user belongs to the control group and posts written by respective users

in various subreddits.

All usernames were replaced with random identifiers to prevent users’ identities

from being known without the use of external information. We strictly adhere to the

Data Usage Agreement in obtaining the SMHD dataset. We ensure that no attempts

are made to identify or establish connections between individual users within the

dataset and any other users.

3.2 Data Preprocessing

Data preprocessing is a vital step that transforms raw data which can consist of false,

corrupt, duplicate, or inconsistent data into a more quickly and e↵ectively processed

format. It greatly improves analysis and boosts the performance of ML algorithms.

Fig. 3.1 shows preprocessing pipeline used in this study.
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Figure 3.1: Data Preprocessing Pipeline

In the cleaning phase, the raw data is cleaned by removing data points with missing

text or labels and by removing corrupt data. Since letter case does not necessarily

provide important information, all letters were converted to lowercase to combat

data sparsity. Furthermore, in order to ensure that the dataset contains su�ciently

informative posts for analysis, any posts with fewer than 50 words were dropped. In

the data transformation phase, the data is tokenized and padded. Tokenization is a

preprocessing technique that splits a stream of text into words, phrases, symbols, or

other meaningful elements called tokens [38, 114]. For example, consider the sentence

:

“I am tired of this work.”

The tokenization of this sentence:

“I”, “am”, “tired”, “of”, “this”, “work”, “.”

Tokens obtained are vectorized in a text corpus, by turning each text into either

a sequence of integers or into a vector where the coe�cient for each token could be

binary, based on word count or based on term frequency-inverse document frequency

(TF-IDF). TF-IDF was proposed to numerically reflect how important a word is to a

document in a corpus and reduces the e↵ect of common words which do not provide

useful information [55]. The weight of each term by TF-IDF is calculated using Equ.

3.1.

W (d, t) = TF (d, t)⇥ log

✓
N

df (t)

◆
(3.1)

where N is the number of documents present and df(t) is the number of documents

containing the term t in the entire corpus.

Padding transforms sequences to be equal to the desired length by adding 0 before

or after the sequence. If the sequences are longer then they are truncated so that
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they fit the desired length [13]. Many studies that implement deep learning models

for classification tasks remove stopwords [65, 98] from the dataset. Still, for this

research, this step was not done as stopwords and punctuation usage and frequency

can be indicators of mental health illness [86]. After the preprocessing was completed,

transformed data was passed to classification models.

3.3 Classification Methods for Detection of Mental Disorders from Text

In this section, we will discuss classification methods from this research that are used

to detect mental health illnesses from social media posts. It will briefly describe the

data flow and classification algorithm.

3.3.1 Supervised Learning Model

The two supervised learning algorithms used in this study are SVM and CNN-LSTM

models. Process pipelines for both models have similar phases as shown in Fig.

3.2a and Fig. 3.2b for SVM and CNN-LSTM respectively. For the SVM model, no

embedding layer is present and a linear kernel is chosen as a nonlinear kernel such as

Radial Basis Function does not scale well with the big dataset. CNN layers for feature

extraction on input data are paired with LSTMs to facilitate sequence prediction in

the CNN-LSTM architecture.

(a) SVM

(b) CNN-LSTM

Figure 3.2: Process Phases for Supervised Learning Models
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For the CNN-LSTM model, the data is passed to an embedding layer before it

is passed on to the first convolutional layer which is followed by the max pooling

layer. The embedding layer helps us convert words into vectors of fixed length which

can help the model better understand words and reduce dimensionality. Embedding

layer values can later be extracted to study how the model interpreted each word in

relation to the corpus given to it. After the max pooling layer data is passed to the

LSTM layer which is connected to a fully connected layer and has softmax as the

output activation function. The model also consists of a dropout layer [13] which

deactivates random neurons during training to avoid overfitting. Fig. 3.3 shows an

overview of CNN-LSTM model.

Figure 3.3: Overview of CNN-LSTM model

3.3.2 Common N-gram Method

This section will introduce and explain the profile similarity algorithm for the clas-

sification task used in this study. Unknown texts are classified using this profile

similarity algorithm.

Profile Similarity Algorithm

This study uses the same algorithm proposed by Keselj et al. [57] and evaluates its

performance on a di↵erent genre of data. In order to keep the profile of limited size to

avoid memory explosion and rare and uncommon n-grams influencing the results we

design an illness profile to be set of L the most frequent n-grams with their normalized

frequencies. By limiting profile size L most common n-gram a profile can be defined as

a set of L pairs {(x1, f1), (x2, f2), ...(xL, fL)}, n-grams and their normalized frequency.

Profile length limiting also helps with computational performance as well as reduces

the change of model overfitting [108]. Previous works [57] have shown values for n  8

can be before computational and memory limitations and performance decreases are

observed.
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The original study done by Bennett [8] used Equ. 2.10 which gave simple Eu-

clidean distance with equal weight to all n-gram frequency di↵erences included in

the profile since the profile size was smaller and data was not sparse. An extension

of Bennett’s work was done by Keselj et al. [57] where they have to use Equ. 3.2

for normalized similarity metric. The normalization of n-gram frequencies was done

because if the absolute di↵erence measure is used the more frequent n-grams would

be highlighted more since the absolute di↵erences in their frequencies are bigger. In

order to normalize these di↵erences they were divided by the average frequency for

a given n-gram. As explained in the original study, “a di↵erence of 0.1 between two

profiles of an n-gram with frequencies of 0.9 and 0.8 will be less weighted than a

similar di↵erence between two profiles of an n-gram with frequencies of 0.2 and 0.1”.

X

n2profile

 
f1(n)� f2(n)

f1(n)+f2(n)
2

!2

=
X

n2profile

✓
2 · (f1(n)� f2(n))

f1(n) + f2(n)

◆2

(3.2)

where f1(n) and f2(n) are frequencies of an n-gram n in the unknown text and the

illness profile.

Algo. 1 outlines the algorithm used in CNG method for calculating the dissim-

ilarity metric between unknown text and known illness profile. The algorithm will

always return a positive value, the measure of dissimilarity. For texts that are identi-

cal the algorithm will return 0, i.e if the L most frequent n-grams in a profile are all

present in the unknown text profile and are truly similar. We can assign text based

on the least dissimilarity value to either an illness class or a control group. In essence,

the CNG classifier utilizes the k-nearest neighbor algorithm with k set to 1, using a

dissimilarity measure between profiles to classify data instances
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Algorithm 1: Profile Dissimilarity (profile1, profile2)
sum 0

for all n-grams x contained in profile1 and profile2 do

let f1 and f2 be frequencies of x in profile1 and profile2 (zero if they are not

included)

add square of the normalized di↵erence of f1 and f1 to sum:

sum sum+ (2 · (f1 � f2)/(f1 + f2))2;

end for

return sum

where f1(n) and f2(n) are frequencies of an n-gram n in the illness and the docu-

ment profile.

3.4 Visualization Techniques

This study implements an n-gram visualization technique called Relative N-gram

Signature as discussed in Section 2.4.3. This section will discuss its implementation

and briefly discuss examples of this method.

Single Relative Signature

A relative n-gram signature is built based on two n-gram profiles that reflect the usage

frequency of n-grams between them. Suppose P1 and P2 are two n-gram size L profiles

to be analyzed. The signature is created in the following way: First, all the n-grams

in P1 (which is the base document that serves as the background for the signature)

are ordered based on their frequency followed by the n-grams that appear only in P2

in a similar manner preserving their order in P2. The n-gram at i -th index will be the

i -th most common n-gram in the base document when i  L. If i > L, it means the

i -th n-gram is i -th most common n-gram in the second document since the n-gram

with a number greater than L doesn’t appear in the base document. The lower the

value of i the more common the n-gram is. The dissimilarity index is calculated using

Equ. 3.2 for n-grams used to create the signature.

A single relative n-gram signature is represented in Fig. 3.4 is used when only

two classes are to analyzed. The dual contrast color mapping represents the distance

between the n-gram frequency of the profile to the base documents. The white color
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represents that distance is zero or close to zero and the n-gram has an equal frequency

in both documents. The red scale presents that n-gram is more frequent in the base

document i.e P1 document. While the blue scale presents the n-gram as less frequent

in the base document and more in the other document. The darker the strip, the

higher distance between the profiles with respect to the particular n-gram.

Figure 3.4: A single relative n-gram signature of Schizophrenia profile with Bipolar
as a base document with parameters n = 4 and L = 10000

The top part of the signature presents n-grams higher than L. These n-grams do

not appear in the base profile and have a dark blue color which is the maximum

distance. This part provides information about how many n-grams appear in P2 only.

Similarly, bottom part of the signature contains more red strips and blue because it

represents n-grams no higher than L, meaning they appear only in the base document

(P1). The taller the signature the less similar the profile are to one another since more

n-grams appear only in one profile i.e P2. Similarly, darker signatures either blue or

red also indicate high dissimilarity between the two profiles.

Fig. 3.5 shows a “zoomed-in” version of Fig. 3.4 extracted using only sample data

for the purpose of illustration, shows that n-grams “ YOU”, “T TH” and “WORK”
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are more often used in text labeled for “bipolar” class than in “schizophrenia”. While

n-grams “ MY” and “ OF ” are more common in “schizophrenia”. N-grams like

“ING ” and “THE ” have an equal frequency in both profiles. In the visualization

“ ” presents whitespace.

Figure 3.5: First 20 n-gram of Relative N-gram signature of Schizophrenia with de-
pression as a base document with parameters n = 4 and L = 10000

A relative signature of a document with a base document of itself would be com-

pletely white since the distance between all n-grams will be zero indicating the iden-

tical profile and the dissimilarity index will be zero.

Series of Relative Signature

The use of a series of relative n-gram signatures can be highly beneficial in gaining

an understanding of n-gram signatures when comparing multiple profiles with one

another on one single base document. This can be extremely useful when analyzing

multi-classification tasks and understanding the model’s performance. It allows ana-

lyzing one profile with base documents and also comparing multiple profiles with one
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another to understand the dissimilarity between them.

Fig. 3.6 illustrates the relative signature of 6 illness profiles with the control

group as the base document for n = 4 and N = 10000. From the figure, it is readily

apparent that depression is the least similar to the control group while schizophrenia

is most similar to the base document which could make classification between these

two groups di�cult. Since control is the base document for all the profiles it is also

useful to see n-grams that are close to index 10,000 i.e 10,000 most common n-grams

are closer to the control profile and the respective illness profile (P2).

Figure 3.6: Series of relative signatures with control as a base Document and param-
eters n = 4 and L = 10000

As shown in Fig. 3.7 is a “zoomed in” version of Fig. 3.6. It helps us see if there

are common or emerging themes between two or more profiles. N-grams “ TO ”,

“AND ”, and “THAT” are more frequent in the control group. N-grams “ THIN”

and “HINK” helps us deduces that the word “think” is more frequently used in

depression profile and sentences with the word “think” could be further analyzed to

understand the written statement of people su↵ering from depression.
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Figure 3.7: First 20 n-gram in Series of Relative N-gram signature with control as a
base document with parameters n = 4 and L = 10000

3.5 Evaluation Matrices

Various techniques can be employed to evaluate the potential of di↵erent classification

models. Accuracy is the one of most intuitive and frequently used evaluation criterion.

Accuracy is defined as the ratio of correct classification to total predictions [89]. Due

to the unbalanced nature of the dataset used and its sampling, using accuracy as an

evaluation criterion is an unreliable indicator of model performance. If the model is

biased towards the majority class and cannot classify the minority class the accuracy

of the model will still be high creating a deceptive impression of model performance.

F1-score, precision, and recall are more robust against the imbalanced dataset and

provide more useful insights into the findings.

To measure the performance of the models and maintain the metrics with other

prior research for easy comparison, this study uses the F1-score, precision, recall, and
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confusion matrix.

3.5.1 Precision

Precision provides the understanding of the proportion of positive identifications that

was correct. It is the ratio of the true positive (TP) to the total positive classified by

the model [89]. This is calculated using Equ. 3.3.

Precision =
TP

TP + FP
(3.3)

3.5.2 Recall

Recall provides the understanding of the proportion of actual positives identified

correctly. It is the ratio of true positives to actual true positives, which is the sum of

true positives and false negatives (FN), in the dataset [89]. Recall is employed when

it is more important to avoid a false negative than a false positive, which is typically

the case in the healthcare industry. This is calculated using Equ. 3.4.

Recall =
TP

TP + FN
(3.4)

3.5.3 F1-score

F1-score is the harmonic mean of precision and recall [89]. The value range of the

f1-score is between 0 and 1. A high f1-score indicates high precision and recall values

and vice versa while a mediocre d1-score indicates that one of the values is low and

the other is high. This is calculated using Equ. 3.5.

F1 = 2⇥ Precision⇥Recall

Precision+Recall
(3.5)

For this study, the focus is on the macro F1-score which is computed by calculating

metrics for each label and finding their unweighted mean which does not take label

imbalance into account, unlike the weighted F1-score. Macro F1-score is preferred

instead of weighted f1-score which would introduce the same problem discussed as

accuracy in Section 3.5 due to an imbalanced dataset [84].

Macro F1 =
1

n

nX

i=0

2⇥ Precisioni ⇥Recalli
Precisioni +Recalli

(3.6)
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where n is the total number of labels present.

3.5.4 Confusion Matrix

The confusion matrix provides us with an understanding of the classification capa-

bility of the model for each label. A confusion matrix is a table of n ⇥ n, where n

is the number of labels in the dataset. The diagonal elements of the table represent

the number of points for which the predicted label is equal to the true label, whilst

the incorrect labels assigned by the classifier are represented by the o↵-diagonal el-

ements. The higher the confusion matrix’s diagonal values, the better, indicating

correct predictions [84].

A confusion matrix o↵ers a straightforward understanding of the model’s strengths

and limitations for each label which can not only be used to understand the main

characteristics of di↵erent models but also labels that are extremely similar or dis-

similar.



Chapter 4

Experiments and Results

4.1 Experimental Setup

Python programming language was used to implement and execute the experiments

for this research. Pythonv3.7.6 was employed for the implementation of the entire

project.

Pandas and Numpy framework were used to import, handle and manipulate the

dataset [106, 41]. Scikit-learn package provided implementation of Support Vector

Machine classifier [84].

Text processing such as tokenization and padding of sequencing is done with the

help of Keras API [13]. The neural network model is implemented with Keras API,

which is a high-level API of TensorFlow [1] that implements neural network mod-

els and o↵ers fundamental abstractions and components for creating and delivering

machine learning solutions at rapid iteration rates.

Matplotlib is a cross-platform library for data visualization and graphical plotting.

It is used to generate a confusion matrix for classification results [46]. Seaborn another

high-level API based onMatplotlib [116], is used to generate relative N-gram signature

for algorithm analysis in Section 4.3d. More details of implementation are provided

in Appendix A.

4.2 Results and Discussion

In this section, we will discuss the performance and interpret models discussed in

Section 2 briefly.

4.2.1 Model Comparison and Discussion

To find out the best-performing model we compare the evaluation metrics. We utilized

precision, recall, and f1-score to assess how well the model predicted and distinguished
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each illness class and to determine whether it was biased towards any class. We

employed the f1-score to compare the models’ overall performance, as detailed in

Section 3.5. We evaluated these models on test data, which was not used while

training the models. Table 4.2 and Fig. 4.2 shows the performance of the three models

tested in this experiment and Supervised FastText which was the best-performing

model in the study [17] which created the dataset used in the thesis.

A grid search for finding optimal values of n and L was done for the CNG model,

3  n  5 and L = [10000, 20000, 50000, 100000]. The reason for these limited values

was, first as observed from past studies and experiments done with sample dataset,

the highest performance was seen when 3  n  6. Second, for n � 7 computation

is slow and the memory requirement is high. Table 4.1 shows the f1-score obtained

from the grid search.

N-gram size
Profile Size 3 4 5
10,000 0.18 0.19 0.20
20,000 0.13 0.19 0.20
50,000 0 0.20 0.20
100,000 0 0.16 0.23

Table 4.1: Pilot study F1-score for the multi-classification task using CNG

Even though our best f1-score (0.23) is for parameter n = 5 and L = 100,000 the

model has a zero prediction rate for autism, bipolar control, and schizophrenia and

overpredicts anxiety and control. The scope of this study is to find a model that

can best distinguish and detect di↵erent mental illnesses and the CNG model with

these parameters is not suitable for this purpose. However, it does provide enough

evidence to test the CNG model with higher threshold values to assess the impact of

less frequent n-grams on classification results in future studies.

F1-score of 0.20 was obtained for four di↵erent pairs of n and L but from the

confusion matrix Fig. 4.1 we can see that for parameters n = 5 and L = 10,000, the

model predicts 6 out of 7 labels with decent accuracy. While in other instances model

has a similar f1-score for depression and control but a very low score for other classes.

Due to this reason, CNG model’s optimal parameters were selected as n = 5 and L=

10,000.
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(a) n = 4 and L = 50000 (b) n = 5 and L = 10000

(c) n = 5 and L = 20000 (d) n = 5 and L = 50000

Figure 4.1: CNG model’s Confusion Matrices Comparision

Model
Label

Depression Anxiety ADHD Autism Bipolar Schizophrenia Multi-class

Support Vector Machine
P = 0.91
R = 0.89
F = 0.89

P = 0.60
R = 0.60
F = 0.60

P = 0.59
R = 0.59
F = 0.59

P = 0.60
R = 0.60
F = 0.60

P = 0.62
R = 0.62
F = 0.61

P = 0.61
R = 0.60
F = 0.60

P = 0.20
R = 0.24
F = 0.21

Common N-Gram Method
P = 0.61
R = 0.55
F = 0.47

P = 0.62
R = 0.55
F = 0.48

P = 0.61
R = 0.55
F = 0.47

P = 0.59
R = 0.54
F = 0.46

P = 0.65
R = 0.54
F = 0.42

P = 0.58
R = 0.53
F = 0.45

P = 0.27
R = 0.31
F = 0.20

CNN Long Short-Term Memory Network
P = 0.82
R = 0.85
F = 0.83

P = 0.65
R = 0.65
F = 0.65

P = 0.64
R = 0.64
F = 0.64

P = 0.65
R = 0.65
F = 0.65

P = 0.65
R = 0.64
F = 0.64

P = 0.66
R = 0.66
F = 0.66

P = 0.29
R = 0.27
F = 0.16

Supervised FastText
P = 0.66
R = 0.44
F = 0.53

P = 0.67
R = 0.44
F = 0.53

P = 0.62
R = 0.37
F = 0.46

P = 0.68
R = 0.39
F = 0.49

P = 0.62
R = 0.42
F = 0.50

P = 0.69
R = 0.33
F = 0.45

P = 0.23
R = 0.44
F = 0.27

Table 4.2: Models Classification Performance

Binary classification task is performed between each illness and control group. For

the binary classification task except for the depression class, CNN-LSTM outperforms
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SVM and CNG models. For the depression class, SVM has the highest f1-score of

0.89 and CNN-LSTM has 0.83. CNN-LSTM provides consistent results across all

labels for binary labels. While CNG’s performance in the binary classification task

may not be ideal, it still exhibits a noteworthy precision score. Although the f1-score

falls below 0.5 for all classes, this does not detract from the fact that the model is

able to correctly identify a significant number of positive samples.

For multiclass classification tasks, however, CNGmethod (0.20) outperforms CNN-

LSTM (0.16). CNN-LSTM model is unable to predict any other class other than anx-

iety and depression. Even though SVM, which is acting as our baseline model, has

a similar f1-score as CNG method it su↵ers from the same problem as CNN-LSTM

does and is only able to predict depression and control class. This is most likely due

to SVM overfitting on two majority classes and being unable to find boundaries for

the minority classes which is evident from higher precision and recall rate but lower

f1-score.

Figure 4.2: Model Comparision

In a previous study, [17], ML models that outperformed our method in terms of

f1-score also showed inconsistency between precision and recall measures. Models

would often report high precision and less recall rate or vice versa which is evidence

that their models had an inconsistent performance where models would either return

many results which are incorrect or very few results but they are correct.
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4.2.2 Model Analysis

This section presents the model analysis used in this research and interprets the

model’s learning and justifies its classification decisions.

Common N-gram Method

Relative n-gram signatures detect document properties, they can provide a visual

explanation of a CNG classifier’s reasoning. Fig. 4.3 shows the relative n-gram

signature for each of the labels as a background profile for parameters n = 5 and L =

10,000 for which CNG achieved the best results. From the confusion matrix 4.1c it can

be observed that “’depression” was the label with the highest classification rate which

can be attributed to the fact the depression’s profile is least similar to the rest of the

labels. Depression’s candlestick is the longest and darkest of all the signatures plotted

which can be observed from Fig. 4.3b. “Schizophrenia” has the lowest classification

rate and is misclassified as control, bipolar, and anxiety labels. Schizophrenia has

the lowest dissimilarity index of all when these labels act as base documents. This

explains why the model is unable to distinguish between schizophrenia and other

labels.

While the signature does help us understand model reasoning for classification to

an extent it fails in the case of “ADHD” where even though for most of the documents

it is not the least dissimilar profile, many of the profiles are misclassified as ADHD.

This phenomenon was also noted by the original authors of system [50] and can be

seen in Fig. 4.3a.
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(a) Relative N-gram Signature with ADHD as Base Document

(b) Relative N-gram Signature with Control as Base Document
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(c) Relative N-gram Signature with Depression as Base Document

(d) Relative N-gram Signature with Schizophrenia as Base Document

Figure 4.3: Relative N-gram Signatures for parameter n = 5 and L = 10,000
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When observing the top 20 n-grams using the signature method it was observed

that the top n-grams for anxiety, autism, bipolar, and schizophrenia are similar to

one another and have almost the same frequencies. This is not an uncommon thing

observed since stopwords were not removed which are usually in abundance in text

written in the English language. A strange phenomenon when using depression as

base class is that the top 20 n-grams are more common in depression profiles than in

any other label.

From Fig. 4.4a it can be seen n-gram “ YOU ” which is a second-person pronoun

is a more depressed profile than in the control group. It is often noticed that first

and second-person pronouns are more commonly used by people with mental health

illnesses. Phrases such as “act of kindness” and “impact of betrayal” generate n-grams

such as “ACT O”, “IMPAC” and “KIND ” which are in the high-frequency depression

profile suggesting that people su↵ering from depression were describing situations with

extreme emotions. N-gram “ITING” was observed in sentences conveying emotions

of excitement or worry, as words such as ”waiting”, ”visiting”, and ”limiting” were

present. These finds are consistent were previous work where similar emotions were

observed from other data sources such as Facebook [31].

(a) Relative N-gram Signature with Control as Base Document
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(b) Relative N-gram Signature with ADHD as Base Document

(c) Relative N-gram Signature with Depression as Base Docu-
ment

Figure 4.4: Relative N-gram Signatures of Top 20 N-grams

People su↵ering from mental disorders have also di↵erent usage of grammar and
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comparatively higher usage of past tense for sentence formation [115]. N-gram “OULD ”

suggests the presence of verbs such as “could”, “would” and “should”. N-grams

“YYYYY” and “OOOOO” are present in ADHD profiles with high frequency and

mostly absent in other profiles. These particular n-grams were extracted from words

like ”heyyyyy” and ”sooooo” and are thought to be linked to the repetitive behavior

that is often observed in people with ADHD.

CNN-LSTM

To interpret the CNN-LSTM model this research analyzed the embedding layer of

the model. The embeddings were trained from scratch instead of using a pre-trained

embedding model. This was done because pre-trained embedding will have certain

relations established based on norms present in English literature, which may not be

true for social media and how people express their feelings and opinions on online

platforms.

The embeddings are visualized using Tensoflow’s Embedding Projector [1]. The

embeddings used in this experiment had a dimension of 128, which means the length

of single vector space used for a word was 128. To visualize embedding in 3D space

dimensionality reduction was done with help of t-SNE algorithm [44] learning rate

was set at 1 and perplexity at 49. Ill-defined clusters appeared after 1400 iterations

and then the shape stabilized.
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(a) Neighbours words of ”ALONE”

(b) Neighbours words of ”COULD”

Figure 4.5: Word Embeddings from CNN-LSTM model

The deep learning model is also able to link words that are related to feelings of

loneliness and sadness and other related words such as “useless”, “alone”, “social”

and “trash”. The model is also able to build a relation between words such as “king”

and “president” and words related to some fee structure such as “tax”, “charge”,

“fee” and “line”. These words are part of the sentences there described bills or tax

payments as the reason for distress and worry.
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Word Embeddings extracted from CNN-LSTM model have some similarity with

top n-grams that were observed from the CNG method as seen in Fig. 4.4b. From

Fig. 4.5b words like “the”, “could”, “with”, “for”, and “this” are close neighbours in

3D space. CNN-LSTM model’s good recall rate for depression class can be explained

by this phenomenon that the deep learning model was able to learn that these words

are often present in text written by people with mental disorders.

These interesting findings suggest that deep learning models are highly capable

of detecting mental illness with great accuracy and model language in a manner that

aligns with the psychological markers commonly observed in mental disorders.



Chapter 5

Conclusion and Future Work

This chapter concludes this research by providing the conclusion, limitation, signifi-

cance, and suggestions for future work to continue and improve this research.

5.1 Conclusion

To our knowledge, this is the first study to employ the character-level common N-gram

method for the classification of DSM-5 mental disorders, while also incorporating a

control group for evaluation To achieve this objective and assess CNG’s performance

comparison was done with state-of-the-art machine learning models.

The research attempted binary classification for each illness label with the con-

trol group and multi-classification using all models. Various metrics like precision,

recall, and f1-score were used to evaluate performance and with help of the confusion

matrix best model was identified when similar performance was achieved across dif-

ferent various models. The labels in the dataset were kept in ratio to simulate their

true prevalence in the real world to accurately asses the model’s potential real-world

application.

This research demonstrated CNG’s ability to work with complex, unbalanced,

and large datasets, unlike deep learning models that may over or underfit with such

data and are sensitive to their hyper-parameters. The CNG method had better able

performance in terms of both f1-score, 0.20 compared to CNN-LSTM’s score of 0.16,

and the ability to classify and di↵erentiate between illnesses in multi-classification

tasks as explained in model analysis. Even though the CNG model is unable to beat

the CNN-LSTM model in binary classification tasks, it is able to match the score of

the Supervised FastText method used in the original study.

The Relative N-Gram Signature method was used to analyze the classification

decision of the n-gram technique and provide interesting and useful insights. By an-

alyzing the CNG model it was observed that it made classification decisions based
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on features that are consistent with findings in previous studies and that are used by

professional psychologists to diagnose their patients. This provided enough evidence

that NLP models can be used used to augment the process of automated systems

that detect mental illness in people who can then seek professional help and strive

for a better life. The CNG model has the potential to be integrated into individuals’

personal devices, allowing for real-time analysis of their text and immediate notifi-

cation of any indications of mental illness. By running the system directly on the

local machine, users can benefit from rapid diagnosis without the need for an inter-

net connection or remote servers, allowing for quick turnaround times and increased

convenience. Secondly, by keeping sensitive medical data o✏ine, users can ensure the

confidentiality of their information and minimize the risk of data breaches or unau-

thorized access. This is especially important in the healthcare industry, where patient

privacy is a critical concern [43].

5.2 Ethical Challenges

As the sharing of private information on public platforms and data analysis continues

to increase, it is becoming easier to deduce personal traits such as health conditions

or opinions such as political a�liations or sexual orientations of individuals from this

data. While these techniques were developed with the intention of improving quality

of life, there is a looming danger of their unethical utilization by private companies for

discriminatory hiring practices or even by a totalitarian regime. To prevent misuse,

strict government regulations surrounding data and data mining should be imple-

mented, and adherence to HIPAA laws [5] should be enforced in their research and

use. Additionally, increasing public awareness about the potential consequences of

disclosing personal information can help individuals better understand the risks and

benefits of sharing information publicly [109]. By doing so, we can take steps toward

protecting individual privacy while still leveraging the benefits of data analysis. For

this study we maintain all data privacy and usage laws as discussed in Section 3.1.
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5.3 Limitations

The CNN-LSTM model was able to surpass the results of Logistic Regressoin, XG-

Boost, Linear SVM and CNN for the binary tasks from the original study that de-

signed this dataset. Cohan et al. [17] used the same dataset in their experiment and

were not able to achieve an f1-score higher than 0.55 in most cases for binary classi-

fication. However, due to limited computational resources as discussed in Section 3.1

which resulted in the use of the partial dataset, there is a threat to the external valid-

ity due to selection bias in this research that the selected subset of data used in this

research happens to contain specific patterns that the model was able to e↵ectively

learn from, resulting in better classification performance. To validate these results,

further experimentation on the entire dataset would be necessary. Furthermore, it

should be noted that the original study utilized clinical subreddit groups to identify

individuals with mental disorders and extract their data. However, this approach

does not represent the most accurate or reliable method of diagnosis, and as such,

it is not possible to independently verify the claims made by these individuals. It

remains unclear whether these individuals were formally diagnosed with the disorder

by a healthcare professional or if it was a self-diagnosis.

5.4 Future Work

This section o↵ers a few possible research trajectories that can carry forward the work

done in this thesis:

• CNG’s performance can be further boosted by the creation of profiles tailored

specifically to markers of an illness which can be facilitated using the n-gram

visualization technique. Further investigation can be done by using large thresh-

old values to study the e↵ect of rare n-grams on the classification decision of

the model.

• Considering our work showed binary models are better at classifying mental

disorders, using Ensemble methods to combine multiple binary classification

models to create a multi-class and multi-label classification system should be

an interesting avenue of research since illnesses like depression or anxiety are
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symptoms or secondary illness accompanied when su↵ering from ADHD or

schizophrenia. Another advantage of this kind of system will analysis for each

model would be easier.

• Reddit-based data did not include any social-demographic-based information

which can greatly a↵ect a person’s background and their response to mental

disorders. A survey-based study can gather more information about this infor-

mation along with writing samples from social media information to generate

models that can better capture and understand language models of di↵erent

regions and cultures of the world.

• Longitudinal data across a few months or years can be used to study the evo-

lution of the language of people su↵ering from mental illness. LSTM models

have shown great performance with such data and the relative n-gram signature

method can be useful for gaining insights into a shift in words and language used

over time.
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[50] Magdalena Jankowska, Vlado Kešelj, and Evangelos Milios. Relative n-gram
signatures: Document visualization at the level of character n-grams. In 2012
IEEE Conference on Visual Analytics Science and Technology (VAST), pages
103–112, 2012.

[51] Jared Jashinsky, Scott H Burton, Carl L Hanson, Josh West, Christophe
Giraud-Carrier, Michael D Barnes, and Trenton Argyle. Tracking suicide risk
factors through twitter in the US. Crisis, 35(1):51–59, 2014.



56

[52] Shaoxiong Ji, Tianlin Zhang, Luna Ansari, Jie Fu, Prayag Tiwari, and Erik
Cambria. MentalBERT: Publicly available pretrained language models for men-
tal healthcare. arXiv [cs.CL], 2021.

[53] Kim Jina, Lee Jieon, Park Eunil, and Han Jinyoung. A deep learning model for
detecting mental illness from user content on social media. Scientific Reports,
10(11846(2020)), 2020.

[54] Thorsten Joachims. Text categorization with support vector machines: Learn-
ing with many relevant features. In Machine Learning: ECML-98, pages 137–
142. Springer Berlin Heidelberg, Berlin, Heidelberg, 1998.

[55] Karen Sparck Jones. A statistical interpretation of term specificity and its
application in retrieval. Journal of Documentation, 28(1):11–21, January 1972.

[56] SM Kamruzzaman and Farhana Haider. A hybrid learning algorithm for text
classification. arXiv preprint arXiv:1009.4574, 2010.
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Appendix A

Implementation details

The list of modules and their respective version required for the experiments are

mentioned in Table A.1.

Packages Version
Keras 2.8.0

Matplotlib 3.1.1
NLTK 3.4.5
NumPy 1.21.2
Pandas 1.3.5
Regex 2022.6.2

Scikit-learn 1.0.2
Seaborn 0.9.0

TensorFlow 2.8.0

Table A.1: List of packages and their respective version

Brookside, Calvert, and Waverley servers were used that share a centralized disc

space and carried out code execution. The servers were provided by Computer Science

Department at Dalhousie University [77].
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