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Abstract

Municipalities and government entities collect massive amounts of daily data from ur-

ban activities and events for multiple purposes. Part of this information is used to base

their decisions on geographically-targeted budgeting and resource allocation. This re-

quires a deep understanding of the data and how urban indicators impact geographical

areas. However, the tools and mechanisms typically used for this decision-making are

generally unsuitable, as they focus on small parts of the data or aggregates. This

thesis proposes UrbViz, a visual analytics tool that supports interactive geographical

analysis of multi-attribute rankings and causality graphs. The system allows to 1)

compare and rank different urban areas regarding index scores and urban attributes,

2) identify hotspots and coldspots on the map for a group of selected indicators, 3)

find relationships in geographical areas considering scores of indexes and attributes,

4) analyze and explore causal relations between indicators. The effectiveness of Ur-

bViz was evaluated with real-world urban datasets, including traffic collisions, fire

incidents, and neighborhood calls datasets, by two domain experts from a local mu-

nicipality. The results of the study support the advantages of our tool.
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Chapter 1

Introduction

One way to help government entities and municipalities in decision-making is by

detecting relationships between indices and urban datasets. This can help to tell

a more complete story about the relationship between the entities and the diverse

communities it serves. An index is a composite measure to evaluate and understand

multidimensional information, aggregating multiple indicators to summarize datasets

of different perspectives. It helps identify the strengths and weaknesses of the ob-

ject under analysis, comparing large data collections through a ranking strategy. In

general, indices are deemed the most relevant measure for comparing multivariate

data, especially when there is no standard tool for evaluation [37]. Their application

includes the measurement of progress in human development, human poverty, and

various social and economic indicators [6], [42]. This study uses the Canadian Index

of Multiple Deprivation which measures four dimensions of deprivation and marginal-

ization, giving a score to each area. The possibility of finding data patterns between

urban datasets and indices allows domain experts to evaluate the impact of concrete

variables (some influenced by municipalities’ actions) on abstract concepts (e.g., de-

privation and marginalization) and to promote hypothesis and exploratory-driven

analysis to assist in formulating and answering concrete questions.

Early studies that propose visual analytics approaches for urban data [40], [35],

[25], [36] propose a combination of visualizations to analyze the data in detail. How-

ever, any of these approaches combine the information from multiple datasets. One

way to find relationships between data is by creating rankings to analyze how ar-

eas vary in position depending on the indicators they are being ranked. Previous

works involve the rank and comparison of different observations regarding multiple

attributes, allowing the user to set and change their weights to alter the rank [23],

[14], [45], [32], [28]. However, any of these studies make use of urban indices to

compare against diverse urban datasets. Other types of approaches, mainly used by

1
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municipalities, involve the spotting of areas with a high concentration of determined

urban events [19], [18], [20], [12], [21] with regard to mitigating future effects. How-

ever, they focus on one single data sample, not allowing the combination of events

from multiple datasets. Analyzing causal relationships, when one event is the result

of the occurrence of another event, of different indicators is another way urban data

analysts benefit since it can help them to prevent future negative events [48], [52],

[49]. However, these studies focus on the causal analysis of attributes from the same

dataset, preventing the combination of attributes from multiple datasets.

1.1 Motivation

The motivation for this thesis was to help the Halifax Regional Municipality in find-

ing relationships between their urban datasets and the Canadian Index of Multiple

Deprivation. For this, we first derive an analytical workflow and seven user require-

ments through a careful literature review and close collaboration with domain experts.

Based on the requirements, we further developed UrbViz, a visual analytics system

to find relationships and patterns among multiple urban data. Motivated by the lim-

itations in the prior studies, UrbViz addresses the gap in the literature as follows.

First, we propose two single-column multi-attribute rankings based on an index and

numerous urban datasets to rank and compare geographical areas regarding their at-

tributes. Second, we design a dynamic map visualization to spot areas of high/low

concentrations of urban indicators based on their past frequency and facilitate identi-

fying relationships between index attributes and urban dataset indicators. Third, we

present a geographically located causality network visualization to analyze the causal

relation between urban indicators. Finally, a user evaluation with usage scenarios of

the system with urban experts demonstrates the effectiveness of our approach.

1.2 Contributions

In brief, our contributions to this thesis are:

• We propose a combination of different techniques to help urban data analysts,

including multi-attribute rankings, spatial analyses (hotspots, coldspots, and

multivariate choropleth map), and geo-located causal analysis.
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• We design and implement a visual analytics system called UrbViz for analyzing

multiple urban datasets and indices to identify patterns in the data. UrbViz

incorporates multi-attribute rankings, spatial and causal analyses, and a set of

effective visualizations for analyzing located geographical areas.

• We evaluate our approach through a user evaluation with usage scenarios with

domain experts.

1.3 Thesis Outline

The remainder of this thesis is organized as follows: Chapter 2 presents the literature

review of some of the research work previously done about multi-attribute ranking

visualizations, urban hotspot analysis, causal relation visualizations and urban visual

analytics. Chapter 3 describes the pipeline creation of UrbViz; first, it describes the

data used and its pre-processing process, secondly, it presents the requirements set

for the system and thirdly, it discusses the methodology of the research describing

the system architecture, as well as the data processing pipelines including rankings,

spatial and causal analyses, and finally the visual design decisions taken for each

visualization in the tool. Chapter 6 presents the user evaluation for the system made

with domain experts testing real usage scenarios. Chapter 7 concludes our thesis

work by briefly highlighting limitations and future directions.



Chapter 2

Related Work

Research studies that overlap with this work can be divided into four categories:

multi-attribute ranking visualizations, urban hotspot analysis, causal relation visual-

izations, and metropolitan visual analytics. This chapter aims to define the research

gap our system intends to fill.

2.1 Multi-attribute ranking visualization

Multi-attribute ranking systems are standard tools used to make data-driven deci-

sions. This type of ranking presents a challenge since it is not trivial how the at-

tributes contribute to a ranking and how changes in one or more attributes influence

it. In order to interpret, modify, and compare such rankings, more advanced tools are

needed. Researchers have developed different strategies to visualize multi-attribute

rankings in the past years. Some studies, for instance, LineUp, Rank As You Go and

Relevance Tuner allow the user to create multiple custom rankings by clicking and

dragging columns to change the attribute weights, and hence visually show how these

changes impact the ranking [23], [14], [45].

An opposite approach, Podium operates in a way in which users do not require

to specify the attribute weights, but instead, the user can drag rows and rank data

points based on their perception of the relative value of the data. As a consequence,

the columns of the attributes show the weight needed to make that ranking possible

[47].

Several approaches in the literature are inspired by LineUp and use their ranking

as part of the solution to a specific problem. One example is WeightLifter [32], which is

an interactive visualization technique for weight-based multi-criteria decision-making

that facilitates the exploration of all possible combinations of weights. The approach

of SmartAdAp, which is shown in Fig. 2.1, is an interactive visual analytics system

to solve billboard placements. The tool deals with two significant challenges: finding

4
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Figure 2.1: Interface of SmartAdP: interactive visual analytics system to solve bill-
board placements. A framework that integrates a novel visualization-driven data
mining model enables advertising planners to effectively and efficiently formulate
good candidate solutions.

good solutions in a large solution space and comparing them visually and intuitively

[28]. The system WarehouseVis proposes a visualization-driven pipeline to facilitate

warehouse location selection. It centralizes relevant information about warehouses

and adapts a widely-used methodology used by experts to efficiently rank warehouse

candidates [27]. Finally, the study SRVis, shown in Fig. 2.2, proposed a spatial

ranking visualization tool that supports efficient spatial multi-criteria decision-making

processes. This approach addresses challenges in terms of the presentation of spatial

rankings and contexts, their scalability, and the analysis of context-integrated spatial

rankings [50].

Figures 2.2 and 2.1 show the integration of multi-attribute rankings into systems

that try to solve a specific domain problem. Our approach tries to do the similar by

proposing a single-column ranking and a custom one created by combining different

urban attributes and interacting together. This technique was inspired by LineUp,

and some of its features were used.

2.2 Urban hotspot analysis

Hotspot analysis is a spatial analysis technique frequently used with urban data to

describe specific events across different geographical areas. A feature is a hotspot

when it has a high value of a specific event, and it is surrounded by other features
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Figure 2.2: Interface of SRVis: a spatial ranking visualization tool that supports
efficient spatial multi-criteria decision-making processes.

with a high number of the same event. Crime-related data analysis is one of the

most common problems in which hotspot analyses are used. The system CriPAV is a

visualization-assisted analytical tool that integrates a set of linked views to uncover

relevant information about hotspots. CriPAV enables mechanisms to identify, ex-

plore, and analyze crime hotspots in a street-level of detail, enabling users to explore

the possible causes of the observed crime patterns [19]. A similar approach is carried

out on Mirante, shown in Fig. 2.3, where a crime mapping visualization system that

allows spatiotemporal analysis of crime patterns on a street-level scale using street-

level heatmaps is proposed [18]. Different from these methods, CrimAnalyzer, shown

in Fig. 2.4, proposes a visual analytic tool that allows users to study the behaviour

of crimes in specific city regions. The system facilitates the identification of local

hotspots and the associated crime patterns while showing how hotspots and corre-

sponding crime patterns change over time [20]. Another example is SHOC, which is

a practical tool that facilitates performing domain tasks such as detection, compari-

son, and evolution of hotspots by providing a straightforward way of making spatial

comparisons of areas, using set-like operations on superimposed geometries for visu-

alization [12]. Finally, the system HotSketch allows police officers to rapidly utilize
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predictive models for crime in a neighbourhood while away from the precinct. The

users can explore crime data in their area through sketch-based interaction methods

that enable them to make queries and update a dashboard [21] .

Figure 2.3: Interface of Mirante: crime mapping visualization system that allows
spatio-temporal analysis of crime patterns on a street-level scale using street-level
heatmaps.

To a lesser extent, some tools use hotspot analysis beyond the crime domain.

The study of Garcia et al. presents the development of a GIS system that visualizes

traffic hotspots in the road network inside the metropolitan area of Madrid and warns

drivers when approaching those hotspots [11]. Another example is the study of Singh

et al. which proposes a hotspot analysis method that delineates the areas with the

highest vulnerability to fire events [41]. The system can alert urban planners to the

need to provide appropriate fire services. The study of Tasseron et al. presents a

simple method for plastic hotspot mapping in urban water systems [44]. Similarly,

the approach of Cao et al. explores new ways to better understand urban systems

emphasizing detection and analysis of urban area hotspots through cell phone traffic

data [8].

None of these approaches can combine two or more urban datasets to create a

spatial analysis. We can see in Mirante and CrimAnalyzer, shown in Figures 2.3 and



8

Figure 2.4: CrimAnalyzer System: Visual analytic tool that allows users to study
the behaviour of crimes in specific city regions.
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2.4 respectively, that their systems focus on one single type of dataset, not offering

an analysis of a combination of them. Our approach differs from the previously cited

systems in that it combines attributes of different urban datasets chosen by the user

to calculate hotspots.

2.3 Causal relation visualizations

A wide variety of methods have been developed to visualize causality relations in data

analysis. One is through causality networks, a graph formed by nodes representing

variables connected by links denoting causal influence. One example of approaches

with causality networks is the system Causality Explorer, shown in Fig. 2.6, which is

a visualization tool that allows analysts to explore, validate, and apply causal rela-

tions in real-world decision-making scenarios. The tool provides an uncertainty-aware

causal graph visualization for presenting a large set of causal relations inferred from

high-dimensional data [52]. Similarly, the approach of Visual Causal Analyst shown

in Fig. 2.5 is a causal reasoning framework that allows users to apply their exper-

tise, verify and edit causal links, and collaborate with the causal discovery algorithm

to identify a valid causal network. It visualizes causal networks as colour-coded 2D

graphs with force-directed layouts [48].

Further research by Wang and Mueller resulted in the creation of Causal Structure

Investigator, an interface that includes visual analytics techniques for making visual

causality analysis more practical for real-world applications [49]. Instead of causal

networks, other approaches use event sequence visualizations to explain events’ occur-

rence. The study by Xie et al. proposed an interactive visual analytics approach that

combines Sankey diagrams and timeline-based visualizations to present the causal-

ity of event sequences [53]. Similarly, Compass is a visual analytics approach for

in-depth analyses of dynamic causality in urban time series. This tool uses dynamic

graph visualization to reveal the temporal variation of the detected causal relations

and enables time-oriented drill-down analyses of causal graphs [13].

Other methods to visualize causal relations exist. For example, the study by

Yafeng et al. explore linking textual media data with curated secondary textual data

sources [29]. Relationships between these events and media trends can be analyzed

using causality modeling, where model results are interactively displayed. Due to
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Figure 2.5: Visual Causality Analyst framework: reasoning framework that allows
users to apply their expertise, verify and edit causal links, and collaborate with the
causal discovery algorithm to identify a valid causal network. Its interface consists of
both an interactive 2D graph view and a numerical presentation of salient statistical
parameters, such as regression coefficients, p-values, and others.
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Figure 2.6: Interface of Causality Explorer: A visualization tool that allows analysts
to explore, validate, and apply causal relations in real-world decision-making scenar-
ios. The tool provides an uncertainty-aware causal graph visualization for presenting
a large set of causal relations inferred from high-dimensional data.
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the wide adoption of node-link diagrams for understanding mediated causation along

causal paths [46], our tool also uses this visual metaphor considering that dynamic

causality in urban space integrating different topics has not been studied. In Fig. 2.6

and Fig. 2.5 show the approaches of Causality Explorer and Visual Causality Analyst

respectively. We can observe both of them offer a causality network for different

topics but the option of geographically located causality is not offered. Our approach

creates causal networks of causal relations for different geographical locations between

different combinations of urban dataset attributes.

2.4 Visual urban analytics

Visual analytics approaches have been proven effective in leveraging various urban

data to improve our understanding of cities. In this section, we restrict ourselves to

approaches that handle spatiotemporal datasets to solve problems for urban-data ex-

perts. The study by Seebacher et al. proposes an interactive visual analytics method

that consolidates automatic predictive analysis and glyph-based overview visualiza-

tions. This tool aims to support domain experts, such as city planners or meteorolo-

gists, in detecting and investigating urban heat islands [38]. Another approach with

the same goal is the interactive visualization system StreetExplorer, which is used

for the exploration of global and local properties of urban street networks to help

urban morphology experts identify patterns of historical development and modern

planning approaches [40]. Urban Chronicles is an open-source web-based visual ana-

lytics system that enables interactive exploration of changes in land use patterns[35].

TrajGraph is another visual analytics system for studying urban mobility patterns

by integrating graph modeling and visual analysis with taxi trajectory data [25].

The graph is created to store and display real traffic information recorded by taxi

trajectories over city streets. The final approach, VisMiFlow, proposes a visual ana-

lytics system to support and improve city planning decisions based on city migration

movements [36].

Most of these tools focus on a single urban dataset to analyze such data visually

and interactively. One exception is the system Urban Pulse [30], which proposes a

data-driven approach to understanding the city in the context of multiple urban data

sets to determine a city’s level of activity. VAUD [9] is a visual analytics system
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that supports visual queries and reasoning across multiple semantically linked urban

data sets. Our work can use multiple datasets to make different computations to find

patterns between them.

2.5 Summary

In summary, UrbViz proposes a novel combination of visualizations to solve a domain

problem. This approach uses multiple datasets to make different computations to find

patterns between them. It allows the users to perform individual analyses such as

hotspots, coldspots, and causal relations, and also the option of combining different

datasets in rankings and multivariate choropleth maps. We have not found many

other approaches that offer this combination of techniques. Also, none of the works

previously cited meet the whole set of domain tasks and requirements that arise from

our collaboration with domain experts.



Chapter 3

UrbViz

This chapter describes the creation process of UrbViz. First, it is described the

datasets used in the system and its preprocessing pipeline. Second, it is presented

the requirements for the system. Finally, it is explained the system architecture, as

well as the implementation of all features and visual design decisions.

3.1 Datasets

The datasets used in this thesis correspond to the data collected by Halifax Regional

Municipality (HRM) during the last 10 years regarding different urban topics. The

Canadian Index of Multiple Deprivation(CIMD), openly available was also added as

part of the system data [43]. Our data comprises:

• Traffic collisions. Point representation of traffic collisions that have occurred

within the road right-of-way. Collisions are mapped according to the Motor

Vehicle Collision Report. It includes all the traffic accidents that occurred in

the municipal region during 2018 - 2022.

• Fire incidents. Includes all the fire incidents that occurred in the municipal

area during 2006 - 2021.

• Neighbour calls. Collection of phone calls made by the citizens to the Munic-

ipal Services and Information Center, a free municipal government service that

provides information from anywhere in the region on municipal information and

services. The entries are calls made from 2017 to 2021.

• Parks and Public buildings. Pointwise location of parks inside the munici-

pality district and public buildings such as hospitals, universities, supermarkets,

and so on.

14
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• Canadian Index of Multiple Deprivation. Area-based index of the 2016

Canadian Census of Population microdata to measure four key deprivation

scores at the dissemination area (DA) level: residential instability, economic de-

pendency, situational vulnerability, and ethnocultural composition. Each score

is computed by an unknown formula using different indicators.

All dataset entries contain the dissemination area code where the event happened.

A dissemination area (DA) is a small, relatively stable geographic unit composed of

one or more adjacent dissemination blocks. A dissemination block (DB) is an area

bounded on all sides by roads and boundaries of standard geographic areas. DAs are

uniform in terms of population size, which is targeted from 400 to 700 persons to avoid

data suppression. This means that the regions have different sizes. For instance, DAs

in downtown are smaller than the ones in the suburbs since there are more densely

populated. Instead of using DAs, we segment our data into polygons (hexagons in

this case) covering the geographic area under analysis. The concept of area used in

this study will make reference to a hexagon polygon. All hexagons have the same size,

making it possible to compute the spatial analyses since this is the proper scale for

the type of application we support (later discussed). To generate the hexagon map,

we preprocessed the datasets by adding a hexagon ID according to the geolocation of

the record. In the case of the Canadian Index of Multiple Deprivation, when we place

the hexagon layer on top of the DA layer, some hexagons cover one or more DAs.

This means that the index score, for instance, for Residential Instability of a hexagon

is computed considering all scores of Residential Instability of the overlapping DAs.

To solve this, we decided that the index scores for each hexagon are the weighted

average of the different DA scores covered based on the percentage of surface area

the hexagon is covering.

3.2 Requirements

Urban data analysts working on municipalities spend considerable time finding pat-

terns and possible relationships in data to find insights and the reasons underpinning

urban behaviors. We have been collaborating closely with a municipality’s experts

to understand their needs and provide them with a tool for data analysis. We had
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multiple interviews with urban data analysts to identify the problems they face dur-

ing data analysis and brainstorm possible solutions. During this process, we analyzed

their needs and elicited requirements for a software tool to help them in their tasks.

After identifying the experts’ requirements, we collected relevant research articles and

developed a prototype system. Finally, we verified and refined the user requirements

together with the prototype system through interviews with the experts. After the

structured interviews with the domain experts, we compiled a list of requirements

based on their analytical needs:

R.1 Encode multi-attribute ranking: Domain experts typically work with mul-

tiple indicators, which must be weighted and combined to produce a single

ranked list to prioritize citizen demands. Therefore, an analytical tool must

allow the user to create a ranking from a chosen dataset and combine multiple

indicators to produce a single all-encompassing ranking.

R.2 Correlation between index scores and ranking attributes: Domain ex-

perts require to rank and compare areas of the region based on the score index

and attribute(s) from the urban datasets they have. The system must support

comparing data items in different ranking positions to find correlations between

the custom-made ranking indicators and the Canadian Index of Multiple De-

privation scores.

R.3 Relationship between index and data: Domain experts waste a consid-

erable amount of time in identifying where in the map there are relationships

between an index and the different urban datasets. The experts require an easy

and quick way to identify spatial patterns or relationships between the index

and datasets on the map.

R.4 Highlights in the map: Domain experts require a technique that allows

them to spot easily on the map the places with the highest/lowest correlation

between an index score and urban attribute(s). The system should allow the

user to explore the polygon areas of interest from the custom-made ranking on

a map. Depending on the data and hypothesis under analysis, this exploration

should be possible at different spatial granularity levels.
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R.5 Hot and cold spots: Domain experts need techniques that help them to

identify spots that contain a high frequency of certain events to mitigate possible

future negative effects. The system should identify the geographic areas where

it is likely and not likely that events will repeat based on frequency in historical

data.

R.6 Causal relation among indicators: Domain experts need to identify which

events trigger future events to mitigate them. The system should allow users to

analyze causal graphs for different areas in detail, including the directions and

paths of the causal relations among all attributes.

R.7 Location of entities: Domain experts typically use city landmarks for both

reference and hypothesis generation. Therefore, the system should support the

pointwise location of parks and important buildings (e.g., schools, hospitals,

etc.) and the possibility of exploring any correlation with the spatial layer of

hotspots, coldspots, and multivariate choropleth map.

3.3 System

In this section, we first describe the architecture of our tool. Then, we detail the

spatial and causal analyses that are performed in the back-end. Finally, we describe

the visual encodings and different views used in our interface.

3.3.1 System architecture

The system is a web-based application constituted by a data storage, its back-end

and front-end. The back-end is coded in Python and it handles the pre-processing of

data and the calculation of the spatial and causality tests. The front-end is developed

in Svelte.js [24] with the support of libraries such as D3.js [7] and Leaflet.js [1]. The

front-end helps users find patterns in the data by using hotspots, coldspots, and

multivariate choropleth maps. It also supports the analysis of causal relations with

the causal graph visualization.
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3.3.2 Data processing pipelines

This section introduces the proposed methods to compute the main functionalities of

UrbViz.

Ranking and indices

Based on our requirements, experts need a flexible ranking tool to create rankings from

scratch using their available datasets (R.1). UrbViz shows two rankings: Ranking 0

and Ranking 1 in the Ranking View as it is shown in Fig. 3.1. Both are single-

column multi-attribute rankings, i.e., they are composed of one single column created

by different sources:

• Ranking 0 : A single column ranking of the hexagon areas made from an index

chosen by the user. As the scores of the index are calculated by an unknown

formula, we cannot join or combine attributes, so only one score is shown.

• Ranking 1 : A single weighted sum column ranking of the hexagon areas that

combines multiple attributes chosen by the user.

Figure 3.1: Rakings 0 and 1 in the Ranking View.

They also require visualizing and connecting the ranked position of the same data

item in the second ranking (R.2). The ranking technique that we used was inspired

by LineUp [23], as we used some of its features. In Ranking 1 the user assigns a

weight w to each indicator chosen by the user according to her assessment of its

importance in the ranking. Initially, the weights are all equal. As the user changes
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the weights, Ranking 1 gets updated dynamically. The score for each data item is

computed as a weighted sum of its individual attribute scores. The such score is used

to define the position of the ranked items. Figure 3.2 A’ shows the user selected three

desired indicators for Ranking 1, and the weighted sum is computed among them.

Since the attributes can be of different types, i.e., continuous and categorical, the user

needs to normalize the attribute vectors by mapping them onto a common scale. For

numerical attributes, the user provides a mapping function stating each attribute’s

minimum and maximum values. For categorical attributes, their order will determine

the ranking of the observations.

Figure 3.2: UrbViz contains three main views: (A) Ranking View, (B) Map View,
and (C) Causality View. The Ranking View has 2 sub views: (A’) is the menu rank-
ing where the users select the datasets they want to work with and (A’) presents two
single-column rankings, one from the CIMD and the second from an urban dataset.
The Map View shows a map with five different layers: hotspots, coldspots, rela-
tionship map, and pointwise locations of buildings and parks. The Causality View
displays a causal network composed of nodes representing the indicators from Rank-
ing 1, which are connected by links that denote causal influence.

Spatial analyses

Spatial analyses allow us to solve complex location-oriented problems, explore and

understand data from a geographic perspective (R.4), determine relationships among
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different areas (R.3), find patterns, assess trends, and make decisions based on geo-

located data (R.5). In this domain, visualization of spatial analyses is a key part of our

tool as it provides the experts with a convenient way to spot patterns. This section

explains the computations for each spatial analysis included in the visualization tool.

Hotspots and Coldspots As illustrated in Figure 3.2 B, hotspot and coldspot

identification is a primary component of UrbViz. These spots are identified by local

measures of each observation and its surroundings. A hotspot is shown for an area

of the map based on a geo-located event or attribute e, when e is significantly higher

than the mean and it is also surrounded by other high values of e [33]. There may be

areas on the map with high values of e, but if other high-value areas do not surround

them, it is not regarded as a hotspot. On the contrary, coldspots are areas with low

values of e compared to the overall mean that is also surrounded by other areas with

low values of e. The hotspots and coldspots are calculated on the hexagon polygons,

their visualizations are shown in Fig. 3.3.

Figure 3.3: Hotspots (Red hexagons) and Coldspots (Blue hexagons) shown in the
Map View.

The identification of these spots includes the analysis of a variable behavior in a

particular area, and because nearby areas tend to have similar behaviours, we also

have to consider them in the analysis. This is called spatial autocorrelation. Spatial

autocorrelation has to do with the degree to which the similarity in values between

observations in a dataset is related to the similarity in locations of such observations.

It relates the value of the variable of interest in a given location with values of the same
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variable in other locations. This type of autocorrelation can be calculated depending

on the scale we are considering, i.e., global or local. Global spatial autocorrelation

considers the overall trend that the location of values follows. Local measures of

spatial autocorrelation focus on the relationships between each observation and its

surroundings rather than providing a single summary of these relationships across the

map [39]. In order to calculate these correlations, we compute a spatial weight matrix

to represent the spatial relationships. Spatial weights connect objects in a geographic

table to one another using the spatial relationships between them. Adding all of them

in a matrix lets us embed our observations in space together. The weights express the

neighbor structure between the observations as a n× n matrix W in which elements

wij of the matrix are the spatial weight. Spatial weights wij are non-zero when i and

j are neighbours, and zero otherwise.

In calculating hot and cold spots, testing the presence of clustering in the data by

using global spatial autocorrelation techniques is the first step. In our approach, we

decided to use Moran’s I [31], which given a set of hexagon areas and an associated

attribute, evaluates whether the pattern expressed is clustered, dispersed, or random

[34]. Moran’s I can be written as:

I =
n∑n

i=1

∑n
j=1wij

∑n
i=1

∑n
j=1 wijzizj∑n
i=1 z

2
i

, (3.1)

where n is the number of observations, zi is the standardized value of the variable of

interest at location i, and wij is the cell corresponding to the i-th row and j-th column

of a spatial weight matrix W . Moran’s I returns a value ranging from -1 to 1. Perfect

dispersion is at -1, complete random arrangement at 0, and a north/south division

at +1, indicating perfect correlation. For each attribute we have in the datasets, we

calculated Moran’s I score and a pseudo-p-value called p sim. P sim is calculated in

order to answer the questions of how likely is the pattern we observe in the map and

Moran’s I captures in its value to be generated by an entirely random process?. It is

calculated as an empirical p-value representing the proportion of realizations in the

simulation under spatial randomness that are more extreme than the observed value.

A small p-value, below 0.05, associated with Moran’s I of a map allows rejecting the

hypothesis that the distribution of values of an attribute in the map is random.

After these calculations, we captured each indicator’s degree of geographical clus-

tering. To calculate where the specific clusters are on the map, we calculate the
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Local Indicator of Spatial Association (LISA). LISA has two important characteris-

tics. First, it provides a statistic for each location with an assessment of significance.

Secondly, it establishes a proportional relationship between the sum of the local statis-

tics and a corresponding global statistic [3]. In our approach, we decided to work with

the LISA statistic Local Moran’s I, which is used to identify local clusters and local

spatial outliers. The core idea of a Local Moran’s Ii is to identify cases in which the

value of an observation and the average of its surroundings is either more similar or

dissimilar than expected from pure chance. The mechanism to do this is similar to

the one in the Global Moran’s I but applied in this case to each observation. The

formal representation of the statistic can be written as follows:

Ii =
zi
m2

∑
j

wijzj;m2 =

∑
i z

2
i

n
(3.2)

where m2 is the second moment (variance) of the distribution of values in the data,

zi = yi − ȳ, wij, is the spatial weight for the pair of observations i and j, and n is

the number of observations [39]. After calculating the Local Moran’s I value for each

observation, we can use a Moran Scatterplot to analyze and explore the results. A

Moran Scatterplot consists of a plot with the spatially lagged variable on the y-axis

and the original variable on the x-axis [5]. A spatially lagged variable is a weighted

sum or a weighted average of the neighboring values for that variable [2]. The x-axis

represents the values of an indicator at location i, while the y-axis represents the

values of the same indicator in the neighbourhood of location i. Therefore, values in

the top-right of the scatterplot represent locations in which the attribute at i and its

neighbours are well above the mean, i.e, a High-High relationship, indicating positive

spatial autocorrelation. Points in the lower corner of the plot indicate locations in

which the attribute at i and its neighbours are below the mean (Low-Low); this also

represents locations of positive spatial autocorrelation because nearby locations are

similar. The two other quadrants are spatial outliers (High-Low / Low-High) because

they are points whose locations are not typical of the patterns of the rest of the

points in the dataset. We calculated the local Moran’s I for all indicators we have in

each dataset and then plotted the results using the Moran Scatterplot to show the

relationship between each location and its mean.

Because this analysis identifies statistically significant hotspots and coldspots, we
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Figure 3.4: Fig. (Left) shows the significance map for the indicators chosen. Fig.
(Right) shows the cluster map for the indicators chosen.

need to assess the significance value. For this calculation, we use the conditional

permutation method, which calculates a reference distribution for the statistic under

the null hypothesis of spatial randomness by randomly permuting the observed values

over different locations. The statistic is computed for each randomly reshuffled data

set, yielding a reference distribution. The result is a pseudo p-value for each location,

which can then be used to assess significance. When an indication of significance is

combined with the location of each observation in the Moran Scatterplot, a power-

ful interpretation becomes possible. The combined information allows for classifying

significant locations as High-High and Low-Low spatial clusters, and High-Low and

Low-High spatial outliers. The significance map in Fig. 3.4 (Left), which is a rep-

resentation of positions of significant transform coefficients, shows the locations with

significant local statistics for the chosen indicators, starting with p < 0.05, and shows

all the meaningful categories for the given number of permutations. The cluster map

shown in Fig. 3.4 (Right) of the same indicators augments the significant locations

with an indication of the type of spatial association based on the location of the value

and its spatial lag in the Moran scatter plot. Observing the significance and cluster

map we can conclude that positive forms of local spatial autocorrelation are of two

types. First, HH observations, which we can term hotspots, represent areas where val-

ues at the site and its surroundings are larger than average. Second, LL observations,

significant clusters of low values surrounded by low values, are sometimes referred to

as coldspots. Negative forms of local spatial autocorrelation also include two cases.

When the focal observation displays low values but its surroundings have high values

(LH), we call them doughnuts. Conversely, areas with high values but neighboured

by others with low values (HL) can be referred to as diamonds in the rough[4].
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Relationship Map. Multivariate choropleth maps can help experts find patterns

between the indicators from the urban datasets and the scores from the Canadian

Index of Multiple Deprivation (R.3). For this reason, we decided to include a multi-

variate choropleth map since they allow the visual comparison of multiple attributes

simultaneously. In essence, a relationship map combines two data attributes to show

where they converge (have similar values) and where they diverge (have opposite

values) [16].

Figure 3.5: Relationship Map layer shown in the Map View.

For instance, if the user selects the column “Residential Instability Score” for

Ranking 0, and “Total intersection related and Total distracted driving” for Ranking

1, then the tool creates the sets X = Residential Instability Scores and Y =

Total intersection related+Total distracted driving. UrbViz then standardizes the

values of X and the sum of the columns included in Y . Once the data is standardized,

the tool displays the plot RM(X, Y ) in a fourth quadrants for all the hexagons we have

on our map. RMi(X, Y ) can be described as a point representing the standardized X

and Y values for the hexagon i. Once the tool calculates all RM(X, Y ), the results

are plotted on a scatterplot to analyze the data and continue with the process.

Emulating a similar approach to the Moran Scatterplot, we divided the plot into

four (4) quadrants. The top-right quadrant represents the hexagons with a high score

of X and a high number of Y . These are the areas called High-High (HH). The

bottom-left shows the Low-Low (LL) areas, hexagons with low scores of X and low

numbers of Y . The scatterplot also displays spatial outliers, areas with a high score
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Figure 3.6: Legend (Color scale) of the Relationship Map.

of X but a low number of Y are plotted in the top-left quadrant, the High-Low (HL)

areas. The Low-High (LH) areas are shown in the bottom-right quadrant. We decided

to work with four (4) quadrants, assigning to each of them a specific colour. Fig. 3.5

shows the visualization for the relationship map and Fig. 3.6 shows the grid colour

used. The colors we decided to use in this approach are:

• Brown for HH: Areas with high score from a column of the CIMD and high

number of urban attributes chosen.

• Blue for HL: Areas with high score from a column of the CIMD and low number

of urban attributes chosen.

• Orange for LH: Areas with low score from a column of the CIMD and high

number of urban attributes chosen.

• Beige for LL: Areas with low score from a column of the CIMD and low number

of urban attributes chosen.

. All the points (hexagons) receive the colour assigned to the quadrant they belong.
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Finally, we assign the quadrant colour to each hexagon in the hexagon layer. Now,

the user can analyze the map and have a quick and easy overview of the relationships

between the index scores and indicators of the dataset chosen.

Location of entities Domain experts from Halifax Regional Municipality expressed

the importance of overlapping the different spatial analyses with the location of im-

portant parks and buildings from the city to find new correlations with these entities

(R.7). For this reason, we include two layers with the pointwise location of parks and

buildings shown in Fig. 3.7, respectively, and the option of overlapping them with

the rest of the layers.

Figure 3.7: Pointwise location of parks and buildings in the Map View.

Causality tests

The possibility of predicting future events becomes vital in the context of municipal

entities since it can help urban data analysts make better decisions, e.g., for financial

planning or for resource management.

UrbViz contains diverse techniques and visualizations to analyze and identify pat-

terns among data, but since “correlation does not imply causation”, we decided to

incorporate the notion of causality through a causal graph to analyze the causal influ-

ence between the indicators of the same ranking. Causality refers to the relationship

between events where one set of events (the effects) is a direct consequence of an-

other set of events (the causes). Causal graphs have the potential to transform local
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government events into a visualization that illustrates likely outcomes and identifies

where needs must be met (R.5). A causal graph G = (V,E) is a directed acyclic

graph that consists of a set of vertices V denoting the indicators chosen by the user

in the custom-made ranking and a set of directed edges E denoting the causal rela-

tions between two variables. This type of graph is shown in Fig. 3.8. The basic graph

patterns of the causal relations among any three observed variables related to each

other are: (1) a common cause influencing multiple variables, (2) a chain of causal

influences, or (3) a common effect caused by multiple variables [48].

Figure 3.8: A causal graph shown in the Causality View.

The causal relations were calculated by running the Granger causality test [22]

among the selected indicators in Ranking 1. The Granger causality test is a statistical

hypothesis test for determining whether one time series is a factor and offers useful

information in forecasting another time series. For V = {v1, v2, ..., vn} the test was

first run selecting v1 and using the pairs (v1, vi) vi ∈ V, i ̸= 1. This step was

repeated until all the different pairs of combinations were calculated. Before running

the Granger causality tests, a series of steps have to be followed in order to ensure

correct causal analysis. First, we preprocess our datasets so that we keep: (1) the

date on which events were recorded; (2) the Id of the hexagon area where events took

place; and (3) the number of events that happened in the hexagon area on that date.

A prerequisite for performing the Granger Causality test is that data need to be

stationary. This means that specific attributes of the data do not change over time.
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The augmented Dickey-Fuller (ADF) test is a statistical test that works based on the

unit root test to check whether a time series is stationary [15].

After applying the ADF test, the Kwiatkowski-Phillips-Schmidt-Shin test (KPSS)

is evaluated to determine whether a time series is stationary around a mean or linear

trend, or whether it is non-stationary due to a unit root [51].

After performing the ADF and KPSS tests, we can conclude whether the data is

stationary. Non-stationary or trending data can often be transformed into stationary

by the first-differencing method [26].

The next step is to calculate the vector autoregression (VAR) model [10]. VAR

is a statistical model that captures the relationship between multiple quantities as

they change over time. VAR models generalize the single-variable (univariate) au-

toregressive model by allowing multivariate time series. The result of this step is

a correlation matrix for residuals for the different time series chosen. We then run

the Durbin-Watson test, a measure of autocorrelation in residuals from regression

analysis. A Durbin-Watson result of 2.0 indicates no autocorrelation detected in the

sample, values from 0 to less than 2 points to positive autocorrelation, and values

from 2 to 4 mean negative autocorrelation [17].

After these calculations, we can finally run the Granger Causality Test. For this, we

Total aggressive driving Total distracted driving
Total aggressive driving 1.0 0.1449
Total distracted driving 0.0025 1.0

Table 3.1: Causal matrix for total distracted driving and total aggressive driving from
traffic collisions dataset

created a Granger causation matrix n×n where n is the number of indicators chosen

from the custom-made ranking. For each cell in the matrix, we run the Granger

causality tests. The resultant matrix of this example is shown in Table 3.1. The row

is the response, and the columns are the predictors. If a given p-value is less than

the significance level (0.05). For example, taking the value 0.0025 in Table 3.1, we

can reject the null hypothesis and conclude that Total distracted driving does not

Granger cause Total aggressive driving. In contrast, the 0.1449 in (row 1, column 2)

refers to Total aggressive driving Granger causes Total distracted driving.
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3.3.3 Visual Design

The following section explains the design decisions taken to create the different views

in the system.

Overview

The system comprises three views: Ranking view, Map view, and Causality view.

The views interact together in most cases, any change in one of them affects the

other two. The user selects from the Ranking view the datasets which are desired to

work with. Once Ranking 1 and Ranking 0 are made, the user can inspect the Map

view to observe the hotspots and coldspots of the indicators from the columns chosen

in Ranking 1, and also analyze the relationship map where each axis is represented

by the columns of each ranking. Moreover, the user can inspect in the Causality view

the causal graph for the entire region in order to see any causal relation between the

indicators of Ranking 1. In case a particular area of the municipal area needs to be

analyzed in detail the user can select the areas of interest in the Ranking view and

show them on the map; a causal graph of the selected area is created in the Causality

view, as it is shown in Fig. 3.9.

Figure 3.9: First 9 rows of Ranking 0 are highlighted in Ranking 1, and the visual-
izations of the map and causal graph are updated with the information of these areas.



30

Ranking view

In this view, the user must select the two datasets needed to create Ranking 0 and

1 in the ranking menu shown in Fig. 3.2 A. The first must be an index, and the

second should be any urban dataset with indicators. These two datasets must share

the same type of geo-localization for each area they contain, for instance, geographic

coordinates or postal code. Once the data is selected, the system creates two single-

column rankings. On the left of the view, Ranking 0 shows a column of one of the

scores, and on the right Ranking 1 makes a weighted sum of all columns selected by

the user (R.1), the rankings are shown in Fig. 3.2 A’. Between the rankings there are

parallel coordinates indicating the positions of the data items in both of them (R.2).

The attributes have assigned weights that initially are equal for all of them. Altering

weights can be realized either by changing the width of a column using drag-and-drop

or by double-clicking on the percentages shown above the histograms to specify the

exact distribution of weights. While the combined scores are represented as stacked

bars, the weight of an attribute is directly reflected by the width of its column header

and histogram [23]. It is possible to replace the stacked bars shown in the rankings

for each data item with another type of visualization, such as proportional symbols,

ticks, strings (of the scores), dots, etc. The first column lists the areas after the two

rankings are sorted in descending order, this is visualized in Fig. 3.2 A’. The rest of

the columns display the indicators values, encoded by the bars’ length. The width of

a column represents the weight users assign to the attribute. The colour scheme used

for the bars is consistent with the nodes in the causal graph in the Causality view.

Users can click on the header of a column to rank the solutions by the associated

indicator. In the case of Ranking 1, the columns can also be sorted by any individual

column included in the weighted sum. Selection and highlighting of multiple data

items from one of the rankings will automatically highlight the same items on the

other one, at it is shown in the Ranking View in Fig. 3.9.

Map view

The Map view in Fig. 3.2 B visualizes an OpenStreetMap centred in the municipal

region with a toggle with five layers, two of which correspond to markers of important

buildings and parks of the region (R.7), and the remaining represent spatial analyses.
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The map view allows the user to see the results of the hotspots and coldspots of

the indicators from Ranking 1 (R.5) by plotting red hexagons on top of the map for

hotspots and blue hexagons for coldspots. Also, the user can select the layer of the

relationship map to visualize the relationship between the scores of Ranking 0 and

the sum of the indicator values of Ranking 1 (R.3). For this layer, each hexagon

will have assigned a single colour from a four-colour scheme representing the four

possible relationships: High-High, High-Low, Low-High, and Low-Low. The user can

select and overlap as many layers as wanted. Their overlapping helps the user find

relationships, patterns, and spot areas of interest. All views are updated when the

user selects a group of data items on the rankings and clicks ’Show selection in the

map’. The corresponding hexagons to those areas are shown on the map (R.4). A

new causal network is shown on the Causality view considering only the data of the

desired areas as Fig. 3.9 shows. Because the need to add new hexagons to the analysis

can come up while observing the selected hexagons data, map view allows clicking

more hexagons on the map to keep updating the views with more information.

Causality view

The Causality view visualizes a causal network composed of nodes representing the

indicators from Ranking 1, connected by links denoting causal influence (R.6). The

causality view is shown in Fig. 3.2 C. The graph is created using the entire data of

the municipal region when there are no selected items from the rankings. When a

selection of items is made, the causal graph will only consider the data from the areas

selected as is shown in Figure 3.9. Multiple visual design decisions were taken for a

better and easier understanding of the causal graphs. The colour scale of the graph

corresponds with the same one from Ranking 1. An indicator has assigned a specific

colour that is shown in both views. The size of the nodes varies depending on how

many causal relations the variable provokes. The links’ width is associated with the

causal value of the causal relation. The wider the link, the bigger the causal value.

Interactive techniques were also applied to the causal graph. The user can drag and

drop the links to organize the nodes and links in a preferred way. When hovering on

top of a node, only the causal relations from that node are shown in the view.



Chapter 4

Results and Evaluation

This chapter presents and explains each step of the evaluation of UrbViz. The eval-

uation was divided into three (3) parts: pre-study questionnaire, execution of tasks

using the system with real scenarios, and post-study questionnaire. We invited two

data analysts from Halifax Regional Municipality who make urban decisions regard-

ing the datasets included in the tool to perform the user evaluation. Before taking

part in it, we provided them with a brief explanation of 10 minutes about the different

features and views of the system. The experts did not interact with the tool before

this instance. Their first interaction was during the evaluation.

4.1 Pre-study questionnaire

The pre-study questionnaire consisted of seven questions about the current tools the

experts were using for making urban decisions. We gathered information about how

long they have been using them, their level of helpfulness and satisfaction, the type

of issues they face, if the tool provided data visualizations and spatial or statistical

analyses, and, finally, if they would change anything of it. This step showed that

experts E1 and E2 used Excel, ArcGIS Pro, and GIS for data analysis to make de-

cisions. They both expressed that they were very satisfied, and the tools helped

do their analyses. E1 described that the tools provided charts, graphs, and maps,

while E2 mentioned that visualization and basic statistical analyses are possible man-

ually. Regarding changes they would like in their current methods, E2 mentioned the

helpfulness of generating automatic visualizations.

32
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4.2 Execution of tasks

After the pre-study, the users were given eight tasks involving real usage scenarios

while exploring and interacting with the system. The tasks were composed of instruc-

tions to simulate a scenario and a final question to assess the conclusions they made

from the visualizations shown in it.

Relationship between rankings. The experts were asked to set the scenario

shown in Fig. 3.2 A, setting Residential instability scores for Ranking 0 and To-

tal distracted driving, Total intersection related, Total impaired driving for Ranking 1

(R.1), and were asked if they found any correlation between the two rankings (R.2.).

Both experts could perform this task successfully and made conclusions similar to our

expectations: areas with high scores for Ranking 0 are also areas with high values for

Ranking 1. E1 stated ”Higher instability leads to a higher likelihood of issues” and

E2 ”Areas with high residential instability score usually have more traffic collisions

labelled as Total impaired driving.” We could verify that the users can successfully

interact, play with the rankings, and find relationships between them.

Correlation between hotspots/coldspots and parks/buildings. With the

same scenario in Fig. 3.2 A, the experts had to overlap the layers of hotspots of

Ranking 1 indicators (R.5) with parks and buildings (R.7), shown in Fig. 3.2 B,

to analyze if there was any correlation between the hotspot areas and the location

of these entities. After that, they had to repeat the same task with the coldspots.

The experts performed these tasks, and both of them could conclude that hotspot

areas of Total distracted driving, Total intersection related, Total impaired driving

are hexagon areas where a high number of parks and buildings are located and that

coldspots areas of the same indicators are areas where no parks and buildings are

located.

Major cause event among indicators. For this task, the experts had to add

Total aggressive driving to Ranking 1 to the scenario in Fig. 3.2 A, explore the

causal graph created from the indicators of Ranking 1, and identify the event that

majorly causes other events (R.6) shown in Fig. 4.1. E2 could achieve this task
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by answering Total distracted driving, while E1 answered incorrectly Total aggressive

driving.

Figure 4.1: Causal graph for the indicators of Ranking 1 for the entire municipality
region.

Relationship between index scores and dataset attributes. In this task, the

experts had to work with the neighbour claim calls dataset. They had to select

Economic dependency scores for Ranking 0 and ROW Maintenance, ROW lights,

Traffic Inquiries for Ranking 1, then display the relationship map layer, shown in Fig.

4.2 (Left), to observe the hexagon areas of a chosen region and analyze if there was

any relationship between the index score from Ranking 0 and the dataset attributes

from Ranking 1 (R.3). After that, the users had to change the column of Ranking 0

for Residential instability scores and analyze the new relationship map, shown in Fig.

4.2 (Right), of the same region. For these tasks, we expected the users to note that

areas with a high concentration of people usually have low Economic Dependency

scores and high Residential Instability scores, and vice versa for areas with a low

concentration of people.

E1 solved this task successfully, stating ”Rural areas appear to have a more ’high-

high’ ” for the first score, and ”The High high has moved into the urban core, whereas

in the economic one, it was more based on rural vs. urban. This is broader across

the municipality” for the second score. E2 first expressed ”There doesn’t appear to
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Figure 4.2: Fig. (Left) shows the relationship map between ’Economic dependency
scores’ and ’ROW Maintenance, ROW lights, Traffic Inquiries’. Fig. (Right) shows
the relationship map between ’Residential instability scores’ and ’ROW Maintenance,
ROW lights, Traffic Inquiries’

be much relationship – all of (region selected) appears to have a High ’Y’, while only

one small area has a High ’X’.” and then ”This time, almost all of (region selected)

has a High ’X’, instead of just one area.” After these tasks, we wanted to test if the

users could interact with multiple spatial layers simultaneously. For this, the users

had to select and overlap the layers of hotspots and relationship maps of the scenario

previously described and identify which hexagons from the relationship map were

coinciding in the hotspots. Both experts answered successfully that most high-high

hexagons were overlapping with the hotspots. These results show that the users can

explore the map using the layer of the relationship map and create conclusions from

it.

Analysis of causal relations among indicators. For this final task, the users

had to work with the fire incidents dataset. They had to select the columns of Resi-

dential Instability Scores for Ranking 0 and False Alarms, Alarms, Outside Fire for

Ranking 1, then observe the causality graph of the entire region for these 3 indicators,

particularly focuses on the causal relation of False Alarms, Outside Fire (R.6). The

scenario for this task is shown in Figure 4.3. After that, they had to sort descending

Ranking 1 by False Alarms and visualize the causal graph of the first 10 rows of it
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Figure 4.3: Fig. shows the causal graph of the entire municipality region

(R.4) shown in Figure 4.4. We asked the experts if they found any difference between

both graphs and their thoughts about why this happened. We were expecting results

stating the causal relation switched, and the causal graph of specific areas, especially

those with high false alarms, had different causal relations than the entire region.

Only E2 succeeded in this task, stating ”The causality arrow switched directions –

for the entire region, ’False Alarms’ was the cause of ’Outside Fire’, but in the areas

with the highest numbers of false alarms, ’Outside Fires’ causes ’False Alarms’. Per-

haps after an actual fire event, people in the area are more cautious and report false

alarms”. We believe E1 did not understand the causality view and could not perform

this task. These results give us an insight that only when the experts comprehend

the feature of causal graphs they can elaborate successful conclusions from it.

4.3 Post-study questionnaire

The post-study questionnaire consisted of fifteen questions to gather feedback on the

usefulness and usability of the tool. The feedback is summarized as follows.

Interpretability and Usefulness Both experts agreed that the system helped

them to discover behaviours or patterns in the urban data that they did not know

before and were able to draw conclusions or tell stories from all the data presented.
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Figure 4.4: Fig. shows the causal graph of the first 10 areas of Ranking 1 sorted by
False Alarms.

In particular, E1 stated that the conclusions drawn from the tasks were sensible and

reflected actual patterns of the city. Regarding usefulness, both experts stated that

the system would help them to make faster and better urban decisions supported by

data and that it would be more helpful if they could add other datasets to the system.

Both mentioned they would like to use UrbViz on a regular basis.

Usability The experts were neutral about the system being easy to use. In par-

ticular, E1 disagreed that people can learn to use the system quickly. However, the

experts stated that after the given tutorial, they felt able to investigate other datasets

on their own. E1 remarked ”This is a very interesting tool that allows you to compare

and summarize quickly. It would be important to have some kind of training before

use because it isn’t very intuitive at first glance (but makes sense when explained)”.

Similarly, E2 mentioned that, after the initial explanation, they would not need the

support of a technical person to be able to use the system and commented ”Overall

on a usability end the tool is great if you’re used to using tools like this, I think there

could be some issues for folks who do not have a comfort level using this kind of tool”.
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4.4 Conclusion

The evaluation of UrbViz performed with urban data analysts from Halifax Regional

Municipality completing real usage scenarios provided us with positive feedback in

terms of usefulness and usability. The domain experts, after a brief introduction to

the system, could interact with the tool, perform the tasks and create conclusions

from the information provided by it. They agree that the results they could find

were sensible and reflected actual patterns of the city, and they were able to discover

new outcomes by exploring the tool. They believe UrbViz would help them to take

faster and better urban decisions in their work, and they showed interest in adding

new datasets to the tool. The experts mentioned the importance of having a proper

introduction to the tool before its use, they do not think a person can quickly learn

this tool without an introduction. However, once the user has this knowledge the

experts agreed they can use the tool on their own and the support of a technical

person is not needed.



Chapter 5

Conclusions and Future Work

This thesis presents a novel visual analytics approach that assists urban data analysts

in identifying patterns and relationships among indices and multiple urban datasets.

Working closely with domain experts from Halifax Regional Municipality, we identi-

fied a specific problem in their data analysis process and proposed a system comprised

of multi-attribute rankings, spatial analyses, and geo-located causal analysis.

During this journey, we faced different issues in the interaction with the munici-

pality. In the first stage of data collection, we had a long wait until we gathered the

data due to privacy terms. Later, we found out each dataset belonged to a different

department in the municipality, leading each team to have its own convention for

data storage. For instance, teams used a different coordinate projection to register

the events. Because of this, the step of data preprocessing took a longer period of

time than expected, since we had to set a convention for all datasets and make the

proper modifications.

We then develop UrbViz by coordinating a set of well-designed visualizations.

During this stage, we faced the challenge of balancing both the creation of a novel

combination of visualizations and the provision of a user-friendly visualization system

that could be used by urban analysts from a municipality.

Finally, we conducted a user evaluation of real-world datasets by two domain

experts. For this last stage, we conducted two in-person meetings in the Halifax

Regional Municipality. In the first one, we introduced and gave a live demonstration

of UrbViz to 10 employees. The second meeting was a user evaluation session intended

for the people who had taken part in the initial demonstration to use the tool for the

first time in a supervised setting. Due to complications, none of the people from the

first meeting were available. This meant we had to conduct the user evaluation with

two people unfamiliar with the tool. Despite the fact that these people were unfamiliar

with the tool the evaluation was a success providing us with positive feedback about

39
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its usefulness and usability.

5.1 Limitations and Future Work

Three limitations are observed in this study. First, the system does not support the

option of filtering the analyses by time. The computations for each feature in UrbViz

take into consideration the entire time frame of the data collection, which makes the

calculations not very precise. In the future, we will include a timeline feature in

which the user can select the time frame desired and the analyses will be calculated

by taking only the observations that happened in that lapse. Secondly, the system

supports the comparison between an index and a custom multi-attribute ranking, but

the option of comparing different custom rankings is not allowed. In the future, we

want to improve the system by adding the possibility of saving rankings and allowing

the users to make comparisons between them. Finally, the time calculation for the

spatial analyses exceeds fifteen seconds. In the future, we will optimize the functions,

implement them with a higher-performance programming language, and deploy it on

a distributed computing server.
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