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Abstract

Distributed Denial-of-Service (DDoS) attacks are considered to be a major security threat to on-

line servers and cloud providers. Intrusion detection systems have utilized machine learning as

one of the solutions to the DDoS attack detection problem for over a decade, and recently, they

have been deployed in a distributed system. Another promising approach is deep learning-

based intrusion detection system. While these approaches seem to produce favourable results,

they also bring new challenges. One of the primary challenges is to find an optimal trade-off

between prediction accuracy and delays, including model training delays. We propose a DDoS

attack detection system that uses machine learning and/or deep learning algorithms, executed

in a distributed system, with four different, but complementary, techniques: first, we intro-

duce a DDoS attack detection framework that utilizes a robust classification algorithm, namely

Gradient Boosting, to investigate the trade-off between the accuracy and the model training

time by manually tuning the classifier parameters. The results are promising and show that

the framework provides a lightweight model that is able to achieve good performance and can

be trained in a short time. Secondly, we address the problem of automatic selection of a clas-

sifier, from a set of available classifiers, with a framework that uses fuzzy logic. The results

show that the framework efficiently selects the best classifier from the set of available classi-

fiers. Thirdly, we develop a framework that utilizes several Feature Selection algorithms to

reduce the dimensionality of the dataset, and thereby shortening the model training time. The

results are promising in that they show that the approach is not only feasible, but that it re-

duces the training time without decreasing the accuracy of prediction. Lastly, we introduced a

deep learning-based DDoS detection system that uses a Multi-Layer Perceptron (MLP) neuron

network algorithm running in a distributed system environment. The results show that the

system has a promising performance with deeper architectures trained on large data sets.
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Chapter 1

Introduction

1.1 Overview and Motivation

Distributed Denial-of-Service (DDoS) attacks are one of the most common Internet security

threats. They are launched in many different ways, and the real impact of a DDoS attack is

on reducing the availability of services, which can result in financial losses and many other

problems. Different researchers have considered using various machine learning algorithms

to prevent DDoS attacks, and many have been developed as distributed systems for scalability

in order to deal with large amounts of data. Despite these efforts, we still see DDoS attacks

every day [1] as is shown in Figure 1.1; thus, preventing them requires further research and

investigation into the problem. Table 1.1 summarizes some of the DDoS attacks that have

had severe impacts on victim organizations and provide motivation to pursue DDoS detection

solutions.

Machine learning algorithms are widely used for security problems and many other appli-

cations. The fundamental goal of using a classification algorithm in a DDoS detection solution

is to identify/classify the requests due to DDoS attack within the normal traffic. Utilizing

machine learning algorithms in a DDoS detection system usually has two main objectives: en-

suring high prediction accuracy and low model training times. In fact, accuracy and model

training time are affected by many factors, such as, the choice of which classification algorithm

is used has an impact on the performance [2]. The dataset size also has a direct impact on the

accuracy and the time required to train the model. Many researchers consider applying feature

selection techniques not only to select the right features but also to reduce the dataset size and

1
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Figure 1.1: Digital Attack Map (Top daily DDoS attack worldwide)

consequently reduce the model training time [3] [4] [5]. The machine learning algorithms pa-

rameters’ configuration is another factor that has an impact on the performance and the model

training delay. The effect of these factors differs from one application to another. Accuracy is

one of the most, if not the most, essential requirements for all applications. However, for some

applications, low training time may be required, even be critical, as identifying DDoS requests

with the normal traffic may under time constraints to be useful. Obviously, a trade-off exists

between higher accuracy and shorter training times.

Shone et al. [6] identify the six most challenging issues concerning DDoS detection systems:

The first issue is the required fast training and detection in face of high traffic volume when

under a DDoS attack. The second is the accuracy of existing solutions; for instance in [6], the

author argues that to achieve an accurate system, there has to be a deep level of granularity and

contextual understanding of the DDoS behaviour. The third one is the diversity of emerging

network protocols that can increase vulnerability and also the complexity in learning the DDoS

attack behaviour. The fourth issue is the dynamics and flexibility of modern networks that will

require shorter attack-detection delays that drives to complexity in building a reliable model.

The fifth is insufficient precision of current solutions in detecting low-frequency attacks due to
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the imbalance in training datasets. The sixth and final issue is the adaptability of the detection

system to new dynamic networks.

Existing detection solutions account for a subset of the factors that affect the classifier’s

performance. To the best of our knowledge, most research has focused on the use of selective

machine learning algorithms without giving attention to the many factors that have direct or

indirect impacts on both accuracy and training times. We propose four frameworks covering

broader range of factors , namely: Robust Lightweight Model (RLM), Dynamic Model Selection

(DMS), Feature Selection (FS), and Deep Learning (DL). As all solutions require processing of

large volumes of data in a short period of time, we exploit the great processing resources offered

by a distributed system consisting of Apache Spark and Hadoop in order to reduce delays.

Robust Lightweight Model (RLM). RLM is a framework that uses a robust classification algo-

rithm, Gradient Boosting (GB), in order to find the optimal balance between the accuracy and

the model training time by manually tuning the classifier parameters. The results are promis-

ing and show that the framework provides a lightweight model that is able to achieve good

performance while training the model in a short time. Different theories exist in the literature

regarding how the parameters of a machine learning algorithm should be set up. Some studies

have suggested manually setting up the parameter values, while others have advocated utiliz-

ing a parameter tuning optimization approach. The primary goal of this approach is to tune

the classifier parameters manually to obtain highly accurate detection while incurring a low

model training time in building the model.

Dynamic Model Selection (DMS). Although only one candidate classifier was used in the

previous framework, a good performance was obtained. However, which of the available clas-

sifiers was to be used was selected by us based on our observations the classifiers’ performance

as reported in the literature. In order to automate the classifier selection process, we propose a

novel framework that finds the best classifier from a set of candidate classifiers. The proposed
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framework utilizes a fuzzy logic system and the results show that the framework efficiently se-

lects the right classifier that can classify the DDoS attack. The selection of appropriate machine

learning models was based on the model prediction accuracy, the model training time and the

traffic volume. This approach has been evaluated and our framework shows promising results

in dynamically selecting the best machine learning algorithm from a set of such algorithms.

Dynamic Features Selection (FS). FS is used in machine learning to reduce the training time

by reducing the volume of the dataset and reducing the number of attributes–both of which

reduce training times. The basic reason for the performance enhancement when utilizing FS is

that the FS removes less important feature attributes from the dataset. This framework utilizes

several FS algorithms to reduce the dimensionality of the dataset; it obtains a short model

training time and retained the same if not better, accuracy. In addition to reducing the training

times with FS, further reduction of training time is obtained by utilizing the distributed system

(Spark and Hadoop). The system is evaluated in terms of the classifiers’ accuracies and the

FS’s processing delays. The evaluation was comprehensively performed to analyze both the

classifiers and FS algorithms, and we observed that the Decision Tree (DT) classifier coupled

with the Chi- Percentile variant outperforms other pairings of classifiers with FS methods.

Deep Learning Approach. Further improvement are achieved by investigating and introduc-

ing a novel framework based on the combination of Deep Learning (DL) and Spark for DDoS.

The proposed framework’s objective is to build a high accuracy model that can be general-

ized, which is a different objective than those of the previous frameworks. The best-known

advantage of using DL algorithms is that they provide high accuracy due to a good neuron net-

work presentation. The empirical experimentation shows that the DLmodel can be generalized

mainly because of the distributed system processing power when managing and training on a

large dataset.



5

Ta
bl
e
1.
1:

N
um

be
r
of

D
D
oS

at
ta
ck

s
th
at

ha
ve

be
en

la
un

ch
ed

in
th
e
la
st

de
ca
de

w
it
h
a
hi
gh

im
pa

ct

R
ef
.

V
en

do
r
A
ff
ec
te
d

D
at
e

Im
pl
ic
at
io
n

[7
]

Ya
ho

o
Fe

br
ua

ry
20

00
T
he

se
rv
ic
e
w
as

un
av
ai
la
bl
e
fo
r
a
co
up

le
of

ho
ur

s
ca
us

in
g
$5

00
,0
00

in
lo
ss
es

in
th
ei
r
re
ve
nu

e

[8
]

D
om

ai
n
N
am

e
Sy

st
em

(D
N
S)

O
ct
ob

er
20

02
Sh

ut
do

w
n
tw

o
ou

to
ft
hi
rt
ee
n
D
N
S
se
rv
er
s
an

d
an

ot
he

r
se
ve
n
di
d
no

t

re
sp

on
de

d
to

th
e
In
te
rn
et

tr
affi

c

[9
]

T
he

SC
O

G
ro
up

Fe
br
ua

ry
20

04
T
he

ir
w
eb

si
te

w
as

un
av
ai
la
bl
e,
du

e
to

flo
od

in
g
D
D
oS

by
ut
ili
zi
ng

th
e

M
yd

oo
m

vi
ru

s

[1
0]

M
as
te
rc
ar
d.
co
m
,P

ay
Pa

l,

V
is
a.
co
m

D
ec
em

be
r
20

10
"A

no
ny

m
ou

s"
gr
ou

p
w
as

re
sp

on
si
bl
e
fo
r
th
os
e
at
ta
ck

s

[1
1]

N
in
e
U
.S

ba
nk

s'
w
eb

si
te
s

(2
01

0-
20

13
)

M
an

y
ba

nk
s
ar
e
av

oi
di
ng

an
no

un
ci
ng

an
y
ki
nd

s
of

D
D
oS

be
ca
us

e
of

fi
na

nc
ia
lr
ea
so
ns

[1
2]

H
on

g
K
on

g
20

14
A
n
at
ta
ck

re
ac
hi
ng

50
0G

bp
s
w
as

ca
rr
ie
d
ou

ta
ga

in
st

pr
o-
de

m
oc
ra
cy

w
eb

si
te
s
in
cl
ud

in
g
in
de

pe
nd

en
tn

ew
s
si
te

A
pp

le
D
ai
ly

an
d
Po

pV
ot
e.

[1
2]

G
it
H
ub

A
pr

il
20

15
Tw

o
pa

ge
s,
G
re
at
Fi
re

an
d
C
hi
ne

se
ve
rs
io
n
of

N
ew

Yo
rk

Ti
m
es

w
er
e

ta
rg
et
ed

.H
ow

ev
er
,t
he

w
ho

le
G
it
H
ub

ne
tw

or
k
ex
pe

ri
en

ce
d
an

ou
ta
ge

du
ri
ng

th
e
at
ta
ck

.

[1
2]

B
B
C

D
ec
em

be
r
20

15
T
he

en
ti
re

do
m
ai
n
of

B
B
C
in
cl
ud

in
g
it
s
on

-d
em

an
d
te
le
vi
si
on

an
d

ra
di
o
pl
ay
er

w
er
e
do

w
n
fo
r
th
re
e
ho

ur
s

[1
3]

D
re
am

H
os
t(
H
os
ti
ng

Pr
ov

id
er
)

A
ug

us
t2

01
7

W
eb

ho
st
in
g
pr

ov
id
er

an
d
do

m
ai
n
na

m
e
re
gi
st
ra
r
D
re
am

H
os
t,

kn
oc
ki
ng

it
s
sy
st
em

s
pa

rt
ic
ul
ar
ly

it
s
D
N
S
in
fr
as
tr
uc

tu
re

offl
in
e.

[1
3]

U
K
N
at
io
na

lL
ot
te
ry

Se
pt
em

be
r
20

17
T
he

co
ns

eq
ue

nc
e
w
as

th
at

m
an

y
U
K
ci
ti
ze
ns

w
er
e
pr

ev
en

te
d
fr
om

pl
ay
in
g
th
e
Lo

tt
er
y
w
it
ho

ut
vi
si
ti
ng

a
pa

rt
ne

r
re
ta
ile

r
to

pu
rc
ha

se
a
ti
ck

et
.



6

1.2 Thesis Objectives

This thesis has twomain objectives. The primary objective is to design a DDoS detection system

that is able to predict DDoS accurately. The second objective is to create a system with shorter

training time so that the employed classifier can be trained with patterns of new DDoS attacks.

To that end, we propose and investigate four frameworks to achieve these objectives.

1.3 Research Questions

This thesis aims to address the following research questions:

1. Can an RLM framework be used in a DDoS detection system to improve training times

and prediction accuracy?

2. Can a DMS framework be used in a DDoS detection system to improve training times and

prediction accuracy?

3. Can a FS framework be used in a DDoS detection system to improve training times and

prediction accuracy?

4. Can a DL framework be used in a DDoS detection system to improve training times and

prediction accuracy?

1.4 Thesis Contributions

In this thesis, there are four main proposed approaches that contribute to the field of network

traffic classification for DDoS attacks. A significant contribution to the field of network traffic

classification was achieved by utilizing Machine Learning (ML), a Fuzzy Logic System, FS, and

DL to build different models that are able to classify DDoS traffic robustly when supported by

a distributed system (in our case Spark and Hadoop). Some of the results of this thesis have

already been published in the scientific literature [2, 14, 15], while others are under review
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and some are in preparation. This thesis contributions are summarized below and are also

presented in Figure 1.2. The publications containing the results discussed below is shown in

List of Publications section in Appendix A.3.

1. Robust Lightweight Model (RLM).

a. Novel DDoS detection framework utilizing the GB classification algorithm supported

by Spark distributed system.

b. Experimental evaluation of the GB algorithm’s performance and delays.

c. Comparative evaluation of the GB algorithm’s performance and delays for different

dataset sizes and different configurations.

2. Dynamic Model Selection (DMS).

a. Novel DDoS detection that uses fuzzy logic to dynamically select the classification

algorithm to be used from a pool of algorithms.

b. Novel procedure for selecting membership functions’ degrees of the proposed fuzzy

logic inputs.

c. Experimental evaluation of the classification algorithms’ performance and delays.

d. Comparative evaluation of the classification algorithms’ performance and delays for

different dataset sizes.

e. Experimental validation of the fuzzy logic system.

f. Experimental validation of the membership functions’ degrees selection procedure.

3. Dynamic Features Selection (FS).

a. Finding the best set of traffic packet features to classify the DDoS attacks faster and

more accurately.

b. Utilization of Chi-square, within six different modes.
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c. Experimental evaluation of the FS algorithms’ performance and processing times.

d. Comparative evaluation of the classification algorithms’ performance and delays for

different dataset sizes.

4. Deep Learning Approach (DL).

a. Novel DL framework to build robust/generalized models by employing a large real

DDoS attack dataset.

b. Comparative evaluation of the classification algorithms’ performance, model train-

ing time, and prediction time for different dataset sizes.

c. Comparative evaluation of the DL algorithms’ performance for different neuron con-

figurations.
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1.5 Thesis Outline

This thesis is divided into eight chapters. Chapter 1 provides an overview of this thesis includ-

ing overall objectives, motivation, and the contributions to the field of network traffic classifi-

cation. Chapter 2 provides the background for the DDoS attacks and their detection and also

a literature review of existing solutions. Chapter 3 provides background information on the

distributed system and the dataset used in this thesis. Chapter 4 introduces the first proposed

framework, which is based on GB, a machine learning algorithm, and a distributed system to

build a lightweight model. Chapter 5 introduces the second framework solution, which focuses

on model selection for better prediction. Chapter 6 investigates how to obtain the best features

of the dataset by using feature selection algorithms to improve the models’ prediction accu-

racy. Chapter 7 introduces the proposed DL framework that is based on Spark. The aim of this

framework is to build a robust/generalized model that is trained with a large data set. Finally,

in Chapter 8 conclusions are drawn, and possible future work is discussed.



Chapter 2

Literature Survey and Background

2.1 Overview

This chapter provides an overview of DDoS attacks and the state-of-the-art existing defense

solutions.

2.2 DDoS Attacks

A DDoS attack is a security threat to an online service or network. DDoS attacks are our re-

search problem in this thesis in which we propose a number of solution frameworks. DDoS

attacks aim to decrease the availability of a service by exhausting the network or the computa-

tional resources available for traffic or computation/processing and thus preventing legitimate

users from accessing victims’ services.

2.3 How a DDoS Can be Launched

There are many ways in which an attacker can launch a DDoS attack [16], but, most commonly,

a DDoS attacker sends a stream of packets to a victim server. This consumes key resources and

renders it difficult for legitimate users to access these resources. Another common approach is

to send a few malformed packets that force the victim servers to freeze or to reboot. Another

way to deny a service is to subvert machines in a victim network and consume key resources,

leading to the non-availability of the same network for internal or external service. There are

many other ways to perform such attacks and they are difficult to predict and are discovered

only after the attacks have been launched. Figure 2.1 shows an example of a DDoS attacks [17].

11
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Figure 2.1: Example of DDoS attacks

A DDoS attack is carried out in several phases and has four main actors: an attacker, a con-

troller, zombies, and a victim. To launch an attack, the attacker scans for vulnerable ports on a

machine that can be accessed remotely. Once the vulnerability is discovered, the attacker sends

a malicious code that, when executed on the targeted machine, replicates itself and launches

the attack. Another way of spreading the malware is to disguise it as a legitimate internet

packet; for example, it can be sent as an attachment in an e-mail. All this can be controlled

by the attacker remotely. With the exception of reflecting attacks, spoofing is used to hinder

attack detection and characterization in order to prevent the discovery of agent machines.

2.4 Types of DDoS Attacks

DDoS attacks can be classified into Volume-based attacks, Protocol attacks, and Application

layer attacks. In volume-based attacks, the attack is executed by directly flooding a victim’s

server with Internet packets. This can be done by UDP Flooding, Spoofed Packet Floods and

ICMP Flooding. Protocol-Based attacks can be executed by SYN Flooding, Fragmented Packets,

and Ping of Death. Protocol attacks consume the server’s Internet resources and increase the
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traffic load on the server. Application Layer attacks, such as GET/POST Floods, target specific

vulnerabilities in the security protocols. An example attack in each category is now described:

• UDP flood attack: In User Datagram Protocol (UDP), unlike in Transmission Control Pro-

tocol (TCP), the packet is sent directly to the target server without any handshake. The

attacker uses this protocol property to send a large volume of traffic and thus exhausts

the network resources of the target server.

• SYN flood: The connection in TCP protocol is established after a three-way handshake

process in which the server and client exchange synchronize (SYN) and acknowledge

(ACK) messages. SYN attacks happens when a client responds to the server with an in-

correct ACK message containing a spoofed IP address.

The server replies to the wrong IP address Synchronize (SYN) message and waits to get a

reply back from the client. During this wait time, the connection is idle instead of serving

a valid user.

• Ping of Death: Ping Of Death (POD) is an old version of an Internet Control Message

Protocol (ICMP) ping flood attack. The IP protocol has a maximum packet size, to be sent

between two devices, which is 65,535 bytes for IPv4. Using a simple ping command to

send malformed or oversized packets can have a severe impact on an unpatched system.

• Denial of Sleep Attack: In wireless sensor nodes, the Media Access Control (MAC) layer

protocol plays an essential role in controlling and saving power consumption. A denial of

sleep attack occurs when the attacker has obtained information about the MAC protocol,

which allows bypassing authentication and encryption protocols.

2.5 DDoS Detection Approaches

A large number of studies have investigated the DDoS attack solutions using different tech-

niques. Existing solutions can be divided into the categories of machine learning solutions,
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distributed system solutions, or a combination of these solutions. There is also an emerging

trend solution focusing on utilizing DL.

2.5.1 Machine Learning Approaches

Most studies have relied on machine learning solutions, including classification, clustering,

and prediction. Song and Liu [18] propose a real-time detection system that uses a dynamic

algorithm utilizing a distribution system called Storm. They consider three aspects of their

proposed solution: real-time data feedback, the maturity of massive data processing technol-

ogy, and analysis technology. However, their system mainly focuses on a mobile network traffic

dataset. Their findings show good performance. However, it would be interesting to compare

results obtained from a different algorithm and using different datasets. Hameed and Ali [19]

propose a DDoS detection system that uses the counter base algorithm executed using Hadoop

technology when targeting DDoS flooding attacks. Their study, however, is unable to achieve

efficient processing delays.

Jia et al. [20] propose a detection method that is a combination of various multi-classifiers

using Singular Value Decomposition (SVD). They claim that constructing different classifiers

provides better accuracy than static classifiers. It would be interesting to assess the perfor-

mance of their method when applied to a large dataset. Their findings show an improvement

in results when compared to results using the K-Nearest Neighbors (K-NN) algorithm.

Nezhad et al. [21] propose a DDoS attack detection system employing an Autoregressive

Integrated Moving Average (ARIMA) classification algorithm along with analyzing the CETS.

The approach is tested by computing the maximum Lyapunov exponent. Their findings show

high detection rates compared to other methods. However, it would be interesting to consider

further information contained in packets (i.e., features/fields) and implement their method in

a distributed system to find the impact it has on their performance and detection time.

Prasad et al. [22] propose an entropy variations approach to classify Internet traffic to dis-

tinguish between DDoS attack traffic and flash crowds. They use distributed Internet Threat
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Monitors (ITM) across the Internet that collaboratively send log files to their center. However,

their approach allows the possibility of legitimate users being prevented from obtaining ser-

vices by the detection system.

Mizukoshi and Munetomo [23] propose a protection system against the DDoS attacks using

a Genetic Algorithm (GA) deployed in a Hadoop cluster. They attempt to address a weakness in

the static pattern matching approach that can be exploited by a DDoS attack that uses different

patterns. Their study confirms that the number of Spark worker nodes is directly proportional

to the completion time of a GA. However, their results would have been more beneficial if they

had assessed the accuracy of their algorithm.

Bazm et al. [24] propose a detection system for a malicious virtual machine (VM) that is

being used in the cloud as a botnet to launch a DDoS attack. They consider two machine

learning algorithm approaches: classification and clustering. The method clusters all VMs

that have the same port number and then classifies the VMs based on the network parameter.

However, the approach is unable to handle a large-scale infrastructure because the monitored

data are sent only to one machine. It would be interesting also to evaluate the system with

different classifiers.

Fouladi et al. [25] propose a DDoS attack detection approach that utilizes Naive Bayes clas-

sification coupled with Discrete Fourier Transform (DFT) as well as DiscreteWavelet Transform

(DWT) to distinguish between normal and attack behaviours. Their result shows that combin-

ing DFT and DWTwith the Naive Bayes algorithm has higher accuracy than using DFT or DWT

with a simple threshold classifier.

Machine learning algorithms are considered a core part of many Intrusion Detection Sys-

tems (IDSs). However, current research solutions have limitations. Firstly, they have a low

detection rate due to the static selection of specific classification models. Secondly, some of

the previous approaches incur expensive computational costs for the model training process.

Thirdly, the ability to deal with large amounts of data is a challenging issue, and consequently,

many previous approaches have used relatively small data sets. Our proposed system uses
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a fuzzy logic approach for the dynamic selection of classification algorithms and a Hadoop

Distributed File System (HDFS) environment to allow for the processing of large data sets for

training purposes in order to improve detection accuracy.

2.5.2 Deep Learning Approaches

Recently, the literature on deep learning algorithms has grown rapidly. Kim et al. [26] pro-

pose an Intrusion Detection System (IDS) model using a deep learning strategy. They utilize

the Long Short-Term Memory (LSTM) design for a Recurrent Neural Network (RNN). After

building the model, their evaluation results, using the metrics of Detection Rate (DR) and False

Alarm Rate (FAR), show that the deep learning approach is efficient for IDS.

Green et al. [27] comparatively evaluate three well-known deep learning models for Net-

work Intrusion Detection (NIDS): a vanilla Deep Neural Network (DNN), Self-Taught Learning

(STL), and RNN, based on both LSTM and Autoencoder. Their evaluation focuses on the algo-

rithms’ accuracy and precision. They report that the Autoencoder is able to achieve an accuracy

of 98.9%, while the LSTM model achieves only a 79.2% accuracy. Therefore, they recommend

that the further tuning of hyperparameters is likely required to improve the accuracy of the

LSTM model. However, they conclude that the Autoencoder deep learning algorithm is better

than other models for NIDS.

Tang et al. [28] propose and build a DNN model for Software Defined Networking (SDN).

They confirm that the deep learning method shows great potential to be used for flow-based

anomaly detection in SDN environments. They evaluate the performance of their system using

a Confusion matrix and compare their results to similar approaches. Even though they only

use six features from the dataset, they claim that the DNN approach can be generalized and

provides a promising level of accuracy.

Shallue et al. [29] measure the effects of data parallelism on mini-batch stochastic gradient

descent (SGD), the powerful algorithms for training neural networks. In their experiments on

six different classes of a neural network, the results show that the relationship between the
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batch size and the number of training steps has the same characteristics when three training

algorithms and seven data sets were used.

Deep learning is expected to outperform traditional machine learning algorithms [28, 30–

33]. However, it has been shown that deep learning algorithms are more computationally ex-

pensive than traditional machine learning algorithms [33]. It has been suggested [33] that one

way to reduce latency in DNNs is to parallelize computation. However, deciding on optimal

parallelism in DNNs is still a challenging task [33]. Our approach, in Chapter 5, combines the

benefits of using a fuzzy logic system in a distributed environment to build classification mod-

els, thereby selecting an appropriate classifier and thus obtaining accurate and fast prediction

of DDoS attacks.

2.5.3 Distributed System Approaches

Choi et al. [34] propose a MapReduce algorithm to detect a web-based DDoS attack in a cloud

computing environment. They utilize the entropy statistical method based on selected param-

eters. Their result shows high accuracy compared to signature-based detection and a low error

rate compared to threshold-based detection. Their comparison results with Snort detection

show some improvements; however, they only compare it with one other detection algorithm.

Badis et al. [35] examine the behaviour of a bot-cloud that is used for a DDoS attack. They

employ a Principal Component Analysis (PCA) classification algorithm, which is an unsuper-

vised method where there is no learning phase. However, their evaluation shows only prelim-

inary results. It would be interesting to examine and compare their approach with different

workload scenarios by considering a distributed detection technique.

Lakavath and Naik [36] propose a Hadoop architecture for online analysis of a significant

amount of data. Their study shows that Hadoop is a fundamental framework for Big Data

researchers.

Chen et al. [37] propose a detection and monitoring cloud-based network system for critical

infrastructure such as a typical Cyber-Physical System (CPS). They utilize Hadoop MapReduce
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and Spark and their results contribute additional evidence showing that Spark has a much bet-

ter processing time than Hadoop MapReduce. However, in the detection part of their system,

they only used one well-known classifier, namely, the Naive Bayes classifier. Moreover, they

rely on a small number of features in which Naive Bayes has high accuracy.

Distributed system environments afford more processing power to deal with large data sets.

Many researchers have combined a distributed system with machine learning algorithms for

IDS that bring more power for the detection process. However, the detection rates are limited

by the capability of the selected machine learning algorithm. Our system, in Chapter 5, utilizes

a fuzzy logic system to dynamically select the machine learning algorithm.



Chapter 3

Distributed System, Dataset, and Evaluation Measurements

3.1 Overview

This chapter presents three important aspects of this thesis that we utilize in processing and

evaluation: distributed system, dataset used for evaluation, and the evaluationmatrix andmea-

surements. We utilize a distributed system in order to exploit its improvements in processing

and storage improvements over its single system counterpart. Thus, here we overview in some

details the distributed system we used. The dataset is presented here to provide a general

perspective of it and avoid repetition through the thesis, as evaluation using this data set is

explored in-depth in several chapters. The evaluation matrix and measurements are also pre-

sented here to avoid repetition throughout this thesis.

3.2 Distributed System

Apache Spark and Hadoop are the twomain distributed system platforms used in this thesis. In

section 3.3, Spark is discussed, and in Section 3.4, information about Hadoop and Yet Another

Resource Negotiator (YARN) is provided.

3.3 Apache Spark

3.3.1 Spark Overview

Apache Spark is an open-source processing engine that offers in-memory computing. We em-

ployed the Apache Spark distributed system because of the valuable advantages it offers [38]:

19
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• In-memory cluster computing: This concept is the power of Spark as it is faster than

Hadoop – in [39] it is claimed that it is ten times faster for a specific situation.

• Speed: It supports Resilient Distributed Dataset (RDD) in which the data are distributed

amongst nodes that speed up execution of tasks.

• Powerful Caching: It has programming layer that supports powerful caching and disk

persistence abilities.

• Deployment: It supports a number of deployments, such as through Mesos, YARN, or

Spark’s cluster manager (standalone). It also provides high-level APIs in four languages:

Scala, Java, Python, and R as well as shell support for Scala and Python.

• Real-Time: It is claimed to be suitable for real-time applications due in-memory compu-

tation and low latency.

Due to the above advantages, Apache Spark is adopted in our frameworks. It has been

determined that the more worker servers and configurable master servers there are, the faster

the processing results [37].

3.3.2 Spark Architecture

Figure 3.1 shows the architecture of a small Spark cluster that has three nodes. In the master

node, wherein the program is launched, there has to be a so-called Spark Context. The Spark

Context is created to establish the connections between the master node and worker nodes. It is

the gateway to all the Spark functionalities. The Spark Context connects with the cluster man-

ager to manage different jobs. These jobs are split into multiple tasks that are distributed over

the worker nodes. The worker nodes are responsible for executing the tasks on a partitioned

RDD, while the results are returned to the Spark Context.

Note that when the number of workers increases, the memory size in which the jobs can be

cached increases to execute it faster. Increasing the number of workers can also distribute jobs
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Figure 3.1: Spark Architecture

into more partitions and complete them in parallel resulting in faster execution [38] [39].

RDDs are the primary structure blocks of the Spark application. RDD stands for Resilient

Distributed Dataset, where:

Resilient: The system is fault-tolerant in face of a failure.

Distributed: Data is distributed amongst the nodes in the cluster.

Dataset: It is the data that is input, partitioned, and processed.

While Spark is designed to operate in a distributed setting, a distributed file system had to

be adopted, i.e., HDFS was employed. A distributed computing approach is used to accelerate

the processing performed by the classification algorithms. Its components are described in

Section 3.4. The Apache Spark computing distributed system, coupled with an Apache Hadoop

distributed storage system (HDFS), is used because of the valuable processing cost available as

well as the massive amount of data that can be handled [39,40].

More details about the Spark configuration are provided in Section 6.5.1 and Appendix A.1.
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3.4 Apache Hadoop

3.4.1 Hadoop Overview

HDFS is a distributed storage framework software developed by Apache. It is mainly developed

to store, maintain and interpret large amounts of data. It can efficiently handle both structured

and unstructured data.

It has many advantages, including, but not limited to, reliability and availability and, more

importantly, scalability. For fault-tolerance, data are replicated amongst the nodes.

HDFS utilizes two main components: first is a JobTracker and second one is TaskTrackers.

The JobTracker resides within the master node while TaskTrackers are distributed on worker

nodes within the cluster.
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Figure 3.2: Hadoop Architecture

HDFS replicates data blocks for fault tolerance, usually 128 MB in size, on each of the

DataNodes, which are worker nodes [40]. Thus, Hadoop is used in our system to store the

dataset and to allow the Spark operation to read and write the data.
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3.4.2 Hadoop YARN

YARN expands Hadoop’s capabilities to process real-time data with Apache Spark, and many

researchers have used HDFS for Big data applications [40].

YARN is a large-scale distributed operating system used for Big Data processing. It is the re-

source manager for the Hadoop ecosystem. The basic idea of YARN is to divide up the function-

alities of resource management and job scheduling or monitoring into separate daemons. It has

two components: 1) The Resource Manager, which manages the resources on all applications

in the system, consists of a Scheduler and an Application Manager. The scheduler designates

resources to different applications. 2) The Node Manager, consists of an Application Manager

and a Container or several Containers. Each MapReduce task runs in one Container. Moreover,

the Node Manager observes these Containers and their resource usage that is reported to the

Resource Manager [41].
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Figure 3.3: YARN Architecture

YARN has grown in popularity because of the following advantages:

• Scalability: The scheduler in the Resource manager of the YARN architecture allows

Hadoop to extend and manage thousands of nodes and clusters.
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• Compatability: YARN supports the existing map-reduce applications without disrup-

tions, making it compatible with Hadoop 1.0.

• Cluster Utilization: YARN supports the dynamic utilization of clusters in Hadoop, which

enables optimized Cluster Utilization.

• Multi-tenancy: It allows multiple engine access, thus providing organizations with the

benefit of multi-tenancy.

3.5 Dataset

The datasets used in this thesis research are presented and discussed here in general. They are

also presented in each chapter with a precise structure.

The datasets are constructed using the real-world Internet traffic traces dataset obtained

from the Center for Applied Internet Data Analysis (CAIDA) [42]. They are constructed as

a binary dataset with n extracted features of the form {yi ,xi}, i = 1, ....,n, where xi is a multi-

dimensional input vector and yi ∈ {0,1} is the binary class that represents the predicted result

(i.e., attack or normal).

Table 3.1 shows the fields extracted from the dataset to form training and testing datasets.

Table 3.3 shows a small dataset that is constructed for evaluation purposes. Table 3.2 shows

the features based on their categories. More details on how the datasets are being used and

constructed are provided in relevant sections.

Dataset Preprocessing

T-shark [43], a network analysis tool, is used to extract packet fields from a stored dataset. T-

shark, a command terminal version of Wireshark, is used to extract and convert our dataset

from pcap format to csv format as follows:
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tshark −r TrafficDataset −T f ields −e f ield1 −e f ieldn −E separator="," −a file-

size:1,000,000

Table 3.1: Extracted feature from the original packets

[1]: ip.src [2]: ip.dst [3]: tcp.srcport [4] : udp.srcport
[5]: tcp.dstport [6] : udp.dstport [7]: ip.proto [8] : ssl.handshake.ciphersuite
[9]: ssl.handshake.version [10]: _ws.col.info [11]: frame.number [12]: frame.time_delta
[13]: frame.len [14]: frame.cap_len [15]: frame.marked [16]: ip.len
[17]: ip.flags [18]: ip.flags.rb [19]: ip.flags.df [20]: ip.flags.mf
[21]: ip.ttl [22]: ip.frag.offset [23]: ip.checksum [24]: tcp.len
[25]: tcp.seq [26]: tcp.nxtseq [27]: tcp.ack [28]: tcp.hdr_len
[29]: tcp.flags [30]: tcp.flags.cwr [31]: tcp.flags.fin [32]: tcp.flags.urg
[33]: tcp.flags.ack [34]: tcp.flags.push [35]: tcp.flags.reset [36]: tcp.flags.syn
[37]: tcp.flags.ecn [38]: tcp.window_size [39]: tcp.checksum_bad [40]: udp.length
[41]: udp.checksum_coverage [42]: udp.checksum [43]: smb.cmd [44]: tcp.checksum
[45]: tcp.checksum_good [46] : udp.checksum_good [47]: udp.checksum_bad [48]: ip.checksum_good
[49]: ip.checksum_bad

Table 3.2: Features based on their category

Frame frame.time_delta , frame.number , frame.cap_len ,
frame.marked , frame.len , _ws.col.info , smb.cmd

IP ip.src , ip.dst , ip.proto , ip.flags.df , ip.ttl , ip.flags.rb , ip.checksum,
ip.checksum_good , ip.checksum_bad , ip.len , ip.flags,
ip.flags.mf , ip.frag.offset

TCP tcp.srcport , tcp.dstport tcp.len , tcp.nxtseq , tcp.ack , tcp.hdr_len ,
tcp.flags , tcp.flags.ecn , tcp.flags.fin , tcp.flags.ack ,
tcp.flags.push, tcp.flags.reset , tcp.flags.syn

TCP tcp.flags.urg , tcp.window_size , tcp.checksum , tcp.checksum_good ,
tcp.checksum_bad , tcp.flags.cwr , tcp.seq

UDP udp.srcport , udp.dstport , udp.length , udp.checksum_coverage ,
udp.checksum , udp.checksum_good , udp.checksum_bad

SSL ssl.handshake.ciphersuite , ssl.handshake.version

3.6 Evaluation Method

All the frameworks proposed in this thesis consider a binary classification problem evalua-

tion procedure. Thus, as mentioned earlier, the datasets are labelled into two classes, which
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Table 3.3: Extracted features from the packets to form a small dataset

Frame frame.len

IP ip.src , ip.dst , ip.proto , ip.ttl , ip.len

TCP tcp.srcport , tcp.dstport , tcp.length

UDP udp.srcport , udp.dstport , udp.length

Table 3.4: Confusion matrix

Classified positive Classified negative

Positive TP: True Positive FN: False Negative

Negative FP: False Positive TN: True Negative

represent the predicted results (i.e., attack or normal). Therefore, the evaluation matrix and

performance measurements are the same and presented in this section. Table 3.4 shows the

confusion matrix used to calculate the performance measurements.

Performance Measurements

The performance evaluation is done by considering performance measures that include: Ac-

curacy, Precision, Recall, F measure, False Positive rate, and Receiver Operating Characteristic

(ROC) – their equations are shown below (equations 3.1, 3.2, 3.3, 3.4, 3.5, and 3.6 ).

Accuracy

Accuracy is defined by equation (3.1), and it is calculated as the number of all correct predic-

tions divided by the total number of packets in the data set [44].

Accuracy =
TP +TN

TP +TN +FP +FN
(3.1)
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Precision

Precision is formed in equation (3.2) and is calculated as the number of true positives divided

by the number of true positives plus the number of false positives [44].

Precision =
TP

TP +FP
(3.2)

Recall

Recall is the number of correct predictions divided by the number of both positive values (i.e.,

the true positive and the false negative). It is the sensitivity of the prediction. Equation (3.3)

shows the formal definition of the recall measure [44].

Recall =
TP

TP +FN
(3.3)

False Positive Rate

The false positive rate is defined by equation (3.4), and is calculated as the number of false

positives divided by the total number of false positives plus the number of true negatives [45].

False Positive Rate =
FP

FP +TN
(3.4)

F measure

F measure [44] is the balance between both the precision and the recall and is calculated as

illustrated in equation (3.5).

F = 2 ∗ Precision ∗Recall
Precision+Recall

(3.5)
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Receiver Operating Characteristic (ROC)

This is an evaluation measure that is commonly used to evaluate a binary classification algo-

rithm performance. It is a graphical plot of the trade-off between the true positive rate against

the false-positive rate within different thresholds.

AUROC =
∫ 1

0

TP
P

d
(FP
N

)
(3.6)

The Area Under the ROC Curve (AUC), as illustrated in equation (3.6), is always used as a

comparisonmetric combined with ROC as a measurement of binary classification performance.

If the Area Under the ROC Curve (AUC) is higher, it indicates that the machine learning model

is has a better performance [45].



Chapter 4

DDoS Detection System Based on a Gradient Boosting Algorithm and a

Distributed System

4.1 Overview

Classification algorithms use specific parameters that need to be set for the classification pro-

cess. In this chapter, we explore the effect of classification algorithm parameters that may have

on the classification performance. We chose the Gradient Boosting (GB) algorithm for this pur-

pose as it is one of themost robust learning approaches [46], andmany researchers [47–54] have

utilized it. Furthermore, the classification algorithm is implemented in a Spark distributed

cluster system with Hadoop for storage management. The framework is evaluated in both as-

pects, the classifier performance, and model training times.

4.2 Motivations and Objectives

Numerous studies have investigated the effects of utilizing classification algorithms to detect

and prevent DDoS attacks [18–21, 23]. However, existing research also identified many obsta-

cles including achieving practical performance rates in the detection system, delays in detec-

tion, as well as the difficulties in dealing with the large datasets, and thus practical approaches

are needed.

In this Chapter, we propose a DDoS detection framework that consists of a GB classifica-

tion algorithm and the Apache Spark, a distributed processing system. Both collectively, with

their evaluation facilitated by our framework, form the novel contribution of this research.

29
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The framework is comprised of two concepts: classification algorithms and parallelism in com-

puting. The Gradient Boosting Tree (GBT) algorithm is used in our framework to classify the

traffic packets and predict DDoS attacks. The parallelism concept is proposed to efficiently

reduce classification training time and prediction delays.

There are two objectives of this Chapter:

1. To investigate whether the integration of the GBT algorithm with Spark improve perfor-

mance in detecting DDoS attacks.

2. To examine the impact of GBT algorithm’s parameters tuning as well as the dataset size

on the performance and the training times.

4.3 Literature Review

A large number of studies have investigated the threat of DDoS attacks using many different

techniques. Most studies have relied upon machine learning solutions including classification,

clustering, and prediction. Examples of machine learning techniques include the dynamic K-

NN algorithm [18], ARIMA [21], SVD [20], entropy variations [22], PCA [35], and Naive Bayes

(NB) [25] algorithms.

The GBT algorithm is a decision tree classifier that is widely used in many applications.

Krauss et al. [48] examined GBT’s effectiveness when compared to Deep Neural Networks

(DNN), Random Forest (RF), and various ensembles. They developed a statistical arbitrage

strategy based on these three algorithms and deployed it on a financial-field dataset. Their out-

comes determined that the GBT has promising accuracy. However, RF outperforms the GBT

and the DNN methods in cases of noisy feature space.

Peter et al. [49] proposed a method for constructing the ensemble of GB of deep regression

trees to achieve cost-efficiency and high accuracy. Their motivation was driven by the fact

that cheap features in some instances may achieve high efficiency as opposed to expensive
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features [50]. They claim that the adaptation of GB trees outperforms other methods used in

comparison such as GreedyMiser and BudgetPrune.

The GBT is also called a Gradient Boosting Machine Gradient Boosting Machine (GBM) if

the α parameter is specified.

Touzani et al. [51] proposed an energy consumption model that utilizes a GBM for com-

mercial buildings. They analyzed the impact of using a k fold-blocks CV to tune the GBMs’

parameters. Their results show that the GBM outperformed the other algorithms used for com-

parison, i.e., the Time-of-Week-and-Temperature Model (TOWT) and RF model.

Brown and Mues [52] analyzed many classification algorithms to classify loan applicants in

a binary manner (i.e., good payers and bad payers). Their results show that a gradient boosting

classifier provides promising prediction accuracy.

Zhang et al. [53] proposed a gradient boosting random convolutional network (GBRCN)

framework for scene classification, which is a combination of a gradient boosting and Convolu-

tional networks (CNets). They conducted a comparative evaluation with a baseline algorithm

by varying the dataset types and feature spaces and applying different scenarios.

Dubossarsky et al. [54] proposed a wavelet-based gradient boosting algorithm. They ex-

amined their algorithm with two applications: Sydney residential property prices and Spam

filtering. Their results show that the integration of wavelet basis functions within the gradient

boosting provides apparent practical benefits for data science applications due to their flexibil-

ity and usability.

Tao et al. [55] proposed a framework for improving detection of sophisticated DoS attacks.

They assume that attackers have passed the network monitor, and they plan to launch local

DoS daemons. They mainly focus on the architectural features to prevent similar attacks. They

employed a GB algorithm to classify and detect whether the traffic is normal or shows signs

of an attack. They combine architectural features such as instruction_retired, L1_cache_miss,

L2_cache_miss, and bus_access to the dataset.

Research to date has tended to focus on the GBT algorithm alone rather than leveraging a
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distributed processing engine such as Apache Spark. Additionally, analyses of the GBT algo-

rithm’s performance has been mostly restricted to limited comparisons of the GBT algorithms’

parameters and their impact.

This chapter has two main contributions:

• We create a framework that utilizes parallel computing techniques (i.e., Apache Spark

and Hadoop) to instrument execution of the GBT algorithm to explore the performance

of their combination in identifying DDoS attacks. Each of the GBT and Spark have been

used in many situation with good results and we are interested if their combination leads

to good performance when applied to the problem of DDoS attacks detection.

• We evaluate the framework, executing in a Spark cluster in which data storage and man-

agement is provided by Hadoop, on a real DDoS dataset and report promising results in

accuracy and delays.

To the best of our knowledge, this study is unique in drawing on the strength of combining the

GBT algorithm and parallel computing techniques (i.e., Apache Spark).

4.4 Methodology and System Design

4.4.1 Overview

Figure 4.1 shows the framework workflows. The framework consists of a GB classification

algorithm and the Apache Spark, a distributed processing system..

4.4.2 Gradient Boosting Algorithm

The Boosting algorithm [46] is one of the most robust learning approaches. Many researchers

[47–54] have utilized the GBT algorithm for classification applications. A major advantage

of the GBT algorithm is that it provides more accurate classification when compared to many

classifiers.



33

Figure 4.1: Framework workflow

Initially, GB algorithm consolidates and combines a number of weak learner models into

one strong learner to achieve arbitrarily high accuracy. It works by continuously applying weak

learner models to frequently reweighted versions of the training data [46]. In each iteration,

the weights for the misclassified models are increased, whereas the weight gets decreased for

the accurately classified samples. Therefore, each progressive classifier concentrates on mod-

els that could not be classified in the previous steps. Finally, the prediction is a combination

of a series of weak classifiers determined by the majority vote weight through a number of

iterations. The GBT algorithm is defined by a loss function in equation 4.1.

2
N∑

i=1

log(1 + exp(−2yiF(xi))) (4.1)

whereN denotes the number of instances, yi is the label of instance i, xi represents the features

of instance i, and F(xi) is the model’s predicted label, for the instance i [39].

There are four parameters that have to be provided to the GBT algorithm.
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• d, depth of the decision trees.

• K , number of iterations.

• α, learning rate value between 0 and 1.

• η, fraction of data that is used at each iterative step.

The GBT is also called a Gradient Boosting Machine (GBM) if the α parameter is specified. In

practice, the higher the number of iterations, the greater the accuracy of the prediction tree [51].

4.4.3 Network Analysis Tool and Software

Packet Extraction

Details on how data is extracted were already provided in Section 3.5. Tables 3.1 and 3.3 show

the extracted fields (i.e. features) from each packet.

Dataset

Details are provided in Section 3.5 in regards to the dataset used in this chapter. Table 3.1

shows the fields extracted from the packets to form the so-called ”Dataset 1”. Table 3.3 shows

the features that are extracted to construct Dataset 2. Both constructed Datasets have one

million packets. The data is split into 70% for training and 30% for testing.

4.5 Evaluation

4.5.1 Experimental Settings

To examine our proposed system, we set up a testbed consisting of three slave machines and

one master machine. They both run on Ubuntu Version 16.04.2 OS, Spark-2.0.2, Hadoop-2.7.3,

and 500 GB of storage. The master machine has a Core i5 CPU and 16 GB of memory. The

slave machines have a Core i7 CPU and 4 GB of memory. We also configured Spark parameter
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as follows: executor instances to 4, spark executor cores to 10, the size of the spark executor

memory to 20 GB, and the size of the spark driver memory to 9 GB.

4.5.2 Evaluation Method

We evaluated the proposed framework’s effectiveness and prediction accuracy by calculating

the performance rates and delays. The experiments were run 20 times in each configuration,

and we report averages. The decision trees depth d is selected from the set of {3, 6, 9, 12,

15}. The number of iterations K is selected from the set {1, 3, 6}. Table 3.4 shows the confu-

sion matrix that is used in our evaluation. The performance evaluation is done by considering

performance measures that include: Accuracy, Precision, Recall, F measure, and False Positive

rate.

Tables 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6 show measured delays in milliseconds for model train-

ing and also observed performance measurements (using metrics described in Section 3.6).

These are shown for different number of iterations (1, 3, and 6 iterations) and different datasets

(Datasets 1 and 2). The presented delays are for the model training time, which is reported in

milliseconds. A table contains measurements for a combination of the dataset (1 or 2) with the

number of iterations (K = 1, 3, or 6), and within the table results are shown for different depths

of the decision tree, d.

The evaluation is conducted in two main steps:

• Analysis of the GBT algorithm’s performance rates and its delays in both datasets (i.e.,

Dataset 1 and Dataset 2)

• Analysis of the GBT performances by varying the number of iterations K as well as the

decision tree depth d.
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4.6 Results

4.6.1 GBT Algorithm Performance Rates and Delays for both Datasets

In this section, we follow similar evaluation procedures as in [53] through which the features

are selected to generate a different dataset with a different number of features. The performance

rates, as well as the delays, are reported for each combination of the dataset with one of the

number of iterations (1, 3, 6) while varying the total tree depth.

Tables 4.1, 4.2, and 4.3 show the performance rates and delays for Dataset 1 in which K =

{1,3,6} for the respective tables, and for each table the decision tree depth is varied. Recall that

Dataset 1 is larger than Dataset 2 and, thus, the delays as expected to be higher in the Dataset

1 are higher in comparison to the corresponding delays for Dataset 2. However, accuracy and

the false positive rates have, with small differences. The same trend between the two datasets.

Table 4.1: Performance rates and the delays for the Dataset 1 with number of iteration equal to 1

Decision tree depth Delay Accuracy Recall Precision F measure False positive rate
3 6940 0.885 0.885 0.872 0.874 0.495
6 8415 0.915 0.915 0.909 0.908 0.392
9 9922 0.935 0.935 0.934 0.930 0.334
12 11157 0.955 0.955 0.954 0.953 0.210
15 13260 0.970 0.970 0.969 0.969 0.131

Table 4.2: Performance rates and the delays for the Dataset 1 with number of iteration equal to 3

Decision tree depth Delay Accuracy Recall Precision F measure False positive rate
3 15930 0.883 0.883 0.871 0.873 0.495
6 19696 0.918 0.918 0.912 0.911 0.389
9 24103 0.942 0.942 0.941 0.938 0.293
12 30001 0.960 0.960 0.959 0.95 0.193
15 40316 0.973 0.973 0.973 0.972 0.120

Tables 4.4, 4.5, and 4.6 show the performance rates and delays of the Dataset 2 in which

the number of iterations K is {1,3,6} in the respective tables, while the decision tree depth is

varied as shown in each table. The false positive rates are inversely proportional to the depth

of the tree, d; that is, if the tree depth is increased, the false positive rates is decreased.
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Table 4.3: Performance rates and the delays for the Dataset 1 with number of iteration equal to 6

Decision tree depth Delay Accuracy Recall Precision F measure False positive rate
3 28174 0.887 0.887 0.875 0.877 0.494
6 34354 0.925 0.925 0.921 0.919 0.362
9 42515 0.947 0.947 0.946 0.944 0.271
12 62013 0.965 0.965 0.965 0.964 0.167
15 98684 0.978 0.978 0.978 0.978 0.098

Table 4.4: Performance rates and the delays for the Dataset 2 with number of iteration equal to 1

Decision tree depth Delay Accuracy Recall Precision F measure False positive rate
3 5151 0.888 0.888 0.886 0.860 0.638
6 6116 0.903 0.903 0.902 0.885 0.543
9 7037 0.924 0.924 0.920 0.917 0.381
12 8615 0.943 0.943 0.942 0.939 0.285
15 10829 0.958 0.958 0.957 0.956 0.196

Table 4.5: Performance rates and the delays for the Dataset 2 with number of iteration equal to 3

Decision tree depth Delay Accuracy Recall precision F measure False positive rate
3 10874 0.88 0.88 0.88 0.86 0.63
6 13650 0.90 0.90 0.90 0.89 0.51
9 16927 0.93 0.93 0.92 0.92 0.36
12 21802 0.94 0.94 0.94 0.94 0.25
15 31523 0.96 0.96 0.96 0.96 0.17

Table 4.6: Performance rates and the delays for the Dataset 2 with number of iteration equal to 6

Decision tree depth Delay Accuracy Recall precision F measure False positive rate
3 18805 0.888 0.888 0.886 0.860 0.640
6 25388 0.914 0.914 0.912 0.901 0.468
9 32810 0.936 0.936 0.935 0.930 0.332
12 46457 0.953 0.953 0.953 0.951 0.236
15 83536 0.971 0.971 0.971 0.970 0.134
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Figure 4.2: Relationship between the delays, number of iterations, and the depth of the decision trees
for Dataset 1 and Dataset 2

4.6.2 GBT Performance when Varying Iterations and Decision Tree Depth

In this section, we report the correlation between the accuracy rates, delays, and false positive

rates in Dataset 1 and compare them to those of Dataset 2. Fig. 4.2 shows the delays for both

datasets (i.e., Dataset 1 & 2) in all iterations and decision tree depths. The results indicate that,

overall, the delays in Dataset 1 are higher than those in Dataset 2. This is expected as, the

delays are directly proportional to the dimensional space of the features and the dataset size,

which is larger in Dataset 1 than in Dataset 2. The delays are also directly proportional to the

number of iterations, K , and the depth of the tree, d, which means that delays increase as the

value of K or d is increased. On the other hand, accuracy is inversely proportional to the false

positive as shown in Figure 4.4. However, accuracy is also directly proportional to d indicating

that the tree depth has a positive impact on accuracy.

Fig. 4.5 shows the plot of the ROC curve for both datasets with different K values. It is

apparent that Dataset 1 has better detection accuracy than for Dataset 2. Furthermore, as the

number of iterations is increased, precision is also increased, which applies to both datasets.
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4.7 Chapter Conclusion

DDoS attacks have become more sophisticated to detect. The primary goal of DDoS attacks

is to exhaust the victim’s resources and prevent an authorized user from accessing their ser-

vice. Many studies investigated the effectiveness of classification algorithms when adopted as

a DDoS detection system solution. However, existing research solutions have many limitations

in terms of achieving acceptable detection rates within a reasonable timeframe. In this chap-

ter, we proposed a framework that incorporates a distributed processing engine (i.e., Apache

Spark) and classification algorithm (i.e., GBT) to classify the traffic data with an acceptable

processing delay when compared to other research, such as [55] and [48].

The proposed system was evaluated by determining the performance rates (i.e. Accuracy,

Recall, Precision, F measure, and False Positive) using the confusion matrix. The processing

delays are also assessed. The results show that the proposed system works efficiently to classify

DDoS attacks and that with increasing the depth of decision trees and/or number of iterations

also improves performance. The results also indicate that the dataset sizes and the number of

features, as well as the depth of decision trees and number of iterations, have a direct impact on

the processing delays. The results show that higher accuracy can be achieved by increasing the

tree depth or the number of iterations parameters [2]. However, this come at a cost of longer

delays.



Chapter 5

Dynamic Model Selection Using Fuzzy Logic System

5.1 Overview

Many researchers have attempted to tackle the security threat of DDoS attacks by combin-

ing classification algorithms with distributed computing system. However, their solutions are

static in terms of which classification algorithm is used. In fact, current DDoS attacks have

become so dynamic and sophisticated that they may be targeted to be undetectable by a partic-

ular classification algorithm used by detection system. Furthermore, attack detection systems

in different contexts and environments may require different classification algorithms: hence,

dynamically chosen classification methods are needed.

In this chapter, we propose a dynamic DDoS attack detection system based on three main

components: a set of classification algorithms (classifiers), distributed system for massive data

storage and processing, and a fuzzy logic system used to choose appropriate classification algo-

rithm from the set of classifiers. Our framework uses fuzzy logic to dynamically select an algo-

rithm from a set of prepared classification algorithms that detect different DDoS patterns. Out

of the many candidate classification algorithms, we use Naive Bayes, Decision Tree (Entropy),

Decision Tree (Gini), and Random Forest as a set of candidate algorithms. We evaluated the

performance of classification algorithms and their delays and validated the fuzzy logic system.

We also evaluated the effectiveness of the distributed system and its impact on the classification

algorithms delay. The results show that there is a trade-off between the utilized classification

algorithms’ accuracies and their delays. We observe that the fuzzy logic system can effectively

select the right classification algorithm based on the traffic status.

42
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5.2 Motivations and Objectives

Nowadays, DDoS attacks have become dynamic and sophisticated as they are launched in a

variety of patterns, making it difficult for static solutions to detect [31]. There have been

numerous studies that aim to detect and prevent DDoS attacks by utilizing classification al-

gorithms [18–21, 23], and distributed systems [34–36]. However, existing research has many

problems, including the performance of the detection system, that is, the success in detecting

a DDoS attack, computation cost of detection as well as the ability to deal with large amounts

of data. To address these problems, we investigate dynamic selection of classifiers as a poten-

tial component of a solution to DDoS attack with varying patterns, while using a distributed

system to exploit its potential in scalability when processing large-size dataset effectively.

To the best of our knowledge, no DDoS detection system was reported that draws on the

strength of combining dynamic selection of classification algorithms using fuzzy logic while

using distributed infrastructure for massive data storage and processing.

Although our system can accommodate N classification algorithms, for evaluation pur-

poses, we utilized four classification algorithms, namely Naive Bayes, Random Forest, Decision

Tree (Gini) and Decision Tree (Entropy). The objective of utilizing classification algorithms is

to classify the extracted traffic packets. The choice of these classification algorithms is based

on a number of criteria: the accuracy of the classification, the model training time, and the dif-

ferences in classification function. The distributed system, on the other hand, is based on the

Apache Spark framework and HDFS, in which they can be configured as a cloud computing

environment. The distributed system is used to obtain efficient computation cost of the uti-

lized classification algorithms. As the proposed system works in a continuous manner, a fuzzy

logic system, based on a triangular membership function, is used to determine which of the

candidate classification algorithms is to be executed in the upcoming iteration.
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The research question of this study is whether the proposed system can efficiently de-

tect DDoS attacks by combining the concepts of classification algorithms selection with a dis-

tributed system and a fuzzy logic approach.

We evaluated the performance of classification algorithms and their delays (i.e., model

training time) and validated the fuzzy logic system. The impact of the distributed system on

the training delays is also evaluated using real-world Internet datasets, containing traffic traces,

obtained from CAIDA [42]. The results show that there is a trade-off between the utilized clas-

sification algorithms' accuracies and their delays. We observed that the fuzzy logic system can

effectively select the right classification algorithm based on the traffic status. The distributed

system also has a positive impact on the model training time.

5.3 Chapter Contributions

To the best of our knowledge, there is no DDoS detection system that draws on the strength

of combining N classification algorithms, distributed system techniques, and a selection func-

tion (i.e., fuzzy logic system). By combining these three concepts, this chapter provides the

following contributions:

• DDoS detection system utilizing classification algorithms that are processed in a dis-

tributed system and controlled by a fuzzy logic system.

• A novel procedure for selecting membership functions’ degrees of the proposed fuzzy

logic inputs.

• Experimental evaluation of the classification algorithms’ performances and delays.

• Comparative evaluation of the classification algorithms’ performances and delays for dif-

ferent dataset sizes.

• Experimental evaluation of the fuzzy logic system.
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Figure 5.1: System workflow

• Experimental evaluation of membership functions’ degrees selection procedure.

5.4 Methodology and System Design

5.4.1 Overview

The proposed DDoS detection system is comprised of three components: classification algo-

rithms, a distributed system, and a fuzzy logic system.

Classification algorithms are used to classify the traffic packets to identify DDoS attacks

out of normal traffic. We leverage a distributed system, i.e., Apache Spark, to accelerate the

execution of these classification algorithms. The fuzzy logic system is employed to deliver a

dynamic selection decision on the classification algorithm to be used for detection.

The employed classification algorithms are Naive Bayes, Decision Tree (Gini), Decision Tree

(Entropy), and Random Forest. Only one of these classification models, as selected by the fuzzy
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logic system, is used at any given time to classify the traffic.

5.4.2 SystemWorkflow

Figure 5.1 presents an overview of our system workflow and is as follows:

1. A DDoS attack dataset is extracted using the T-shark tool, which is then followed by the

feature extraction that are stored in HDFS.

2. Initially, the classification algorithms are trained to build their models.

3. The classification models are stored and readied to classify incoming data.

4. Fuzzy logic system selects, from the prepared classification models, the one to be used for

classification.

5. The selected model is used to classify the traffic data and stores the results into two

databases:

(a) The training delay and accuracy are stored in a historical database of up to 100 values

for each of the classifier.

(b) Data classified as attack are stored in a DDoS attack dataset.

6. Fuzzy logic system takes classification algorithms’ accuracy, the model training time, and

the traffic volume as inputs and determines which model is to be used on the incoming

data stream.

7. The process is repeated every t time, where t is a parameter to be set.

8. All classification algorithms are re-trained and new models are rebuild if a DDoS is de-

tected and the datasets are updated.
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5.4.3 Classification Algorithms

Classification algorithms are used to classify the traffic packets to identify DDoS attacks in the

normal traffic. The fuzzy logic is used to determine which of the N classification algorithms

is to be used wherein the classification algorithms are characterized by their accuracy and ex-

ecution delay. Out of the many candidate classification algorithms, we utilize algorithms that

are well known and investigated in terms of their accuracy and delays, namely, Naive Bayes,

Decision Tree (Entropy), Decision Tree (Gini), and Random Forest algorithms. One of the main

reasons to choose these classification algorithms are their differences in the classification pro-

cess and how they affect the accuracy and delays.

Naive Bayes Algorithm

Naive Bayes algorithm is a supervised algorithm that is used widely in many classification

applications [25]. When compared to other algorithms, it provides better accuracy with fewer

features needed as it relies on the concept of independence of attributes [56]. The algorithm is

based in the equation (5.1).

P(h|D) =
P(D|h)P(h)

P(D)
(5.1)

P(h|D) is the posterior probability of class h target given predictor D attributes. The P(h)

is the prior probability of class. P(D|h) is the probability of predictor given class. P(D) is the

prior probability of predictor.

There are three standard Naive Bayes models: Gaussian, Multinomial, and Bernoulli.

Gaussian is used when features are assumed to have a normal distribution.

Multinomial is used for discrete counts in a text classification problem.

Bernoulli is a binomial model used for an application where the feature vectors are binary (i.e.

0 and 1). As our dataset has only two classes, Attack and Normal, and thus we used Bernoulli

model in our system.
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Decision Tree (DT)

The DT classification algorithm is a supervised method that builds a model to predict a target

attribute based on the previously trained variable attribute. It has been used in many appli-

cations [57–60]. The prediction accuracy is affected by the number of features in the training

dataset: As the number of features increases, the prediction accuracy increases [56]. The De-

cision Trees are constructed by determining the best split of the set of items in each step. We

used the following two variants of DT.

DT (Entropy) is a measure of the amount of uncertainty in the (data) set S and is given by

equation (5.2).

E =
C∑

x=1

−fxlog(fx) (5.2)

where fx is the frequency of label x at a given node and C is the number of unique labels.

DT (Gini impurity) is the measure of the difference in entropy from before to after the set S

is split on an attribute A. It is defined by the equation (5.3).

G =
C∑

x=1

fx(1− fx) (5.3)

where fx is the frequency of label x at a given node and C is the number of unique labels.

Random Forest Algorithm (RF)

The Random Forest algorithm [61] is mainly proposed to provide a high accuracy prediction

by combining a large number of decision trees [39]. RF has four main training processes: (1)

re-sampling (bootstrapping), (2) the randomness of feature selection, (3) tree bagging and (4)

full-depth decision tree growing.
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An RF is an ensemble of N trees T1(X), T2(X), . . ., TN (X), where X= x1, x2, . ., xm is an

m-dimension vector of inputs. The resulting ensemble produces N outputs Ỳ1 = T1(X), Ỳ2 =

T2(X),. . ., ỲN = TN (X), where Tn(X) is the prediction value by decision tree number n [62].

The final prediction Y ′ of the training will be obtained by applying the majority vote in case

of classification or averaging the prediction results in case of regression as in equation (5.4).

f̂ =
1
BT

S∑

b=1

fb(x′) (5.4)

where fb is the regression tree and the BT is the tree bagging time.

5.4.4 Fuzzy Logic System

Fuzzy logic was introduced by Zadeh [63] as a technique for describing andmanaging uncertain

information. A fuzzy set specifies a degree of membership, that is a real number between

[0,1], where (1) means entirely true and (0) entirely false. Other numbers in between [1,0] will

represent a degree of truth.

The fuzzy logic system is used to identify the best classification algorithm to be used to

classify the traffic. Simply stated, we use fuzzy logic at each iteration to select the classification

algorithm, from the set of four candidate classification algorithms, to be used to classify the

traffic data. Figure 5.1 shows where the fuzzy logic plays a role in our system.

We propose a fuzzy logic system with three parameters (i.e., inputs): the traffic volume, the

classification algorithm accuracies, and the classification algorithm delays. Figure 5.2 shows

our proposed parameters (i.e., inputs) that are used. Each of the inputs has a set of membership

functions that are represented by a triangular membership function (i.e., Mamdani function).
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Triangular Membership Function (Mamdani)

Triangular membership function has been applied in many applications because of its simplic-

ity and applicability [64]. Equation (5.5) shows the formal definition of a triangular member-

ship function that is used, which is a group of three points (i.e., three degrees). Equation (5.6)

shows a simple way to calculate a Triangular membership function [65]. We propose a dynamic

technique to set the membership function degrees by using percentile rank. More details are

provided in following section.

Figure 5.2: Inputs of the fuzzy logic system

µH (x) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 x ≤ 0

x − h
m− h h ≤ x ≤m

l − x
l −m m ≤ x ≤ l

0 l ≤ x

(5.5)

f (x,a,b, c) =Max(Min(
x − a
b − a ,

c − x
c − b ),0) (5.6)

Equation (5.6) shows how the x value is calculated on triangular function, where a, b, and c are

the three degrees of a given membership function.
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Dynamic Membership Function Degrees

Many fuzzy logic system applications set the membership function degrees’ values statically

[65]. Remember that we propose the fuzzy logic system with three inputs: classification al-

gorithms’ accuracy and delay as well as the current traffic volume. In fact, classification al-

gorithms have different performance rates as well as training time requirements. Therefore,

the membership function degrees for one classification algorithm can not necessarily represent

other classification algorithms. For instance, if a classifier x always has an accuracy higher than

98% and classifier y always has an accuracy less than 80%, then, the membership function

"High" cannot be set from 98% because the classifier y can never be in "High" status.

Therefore, we propose a dynamic technique that sets the membership function degrees for

the accuracy and the delay by using percentile rank. This procedure uses the last hundred

values of the historical results database for both, accuracy and delay. We also introduce two

more membership functions, in addition to those presented in [66], to distinguish between

classification algorithms more accurately. The membership functions for both accuracy and

delay are in the set of {Very High, High, Medium, Low, Very Low}, and their l degrees, of

equation (5.5), are calculated using the percentiles of equation (5.7) in the set of {80, 60, 40,

20, 1}. These values were chosen to represent the five membership functions {Very High, High,

Medium, Low, Very Low} and provide an equal increment distribution by 20%

i =
npi
100

+0.5 (5.7)

In equation (5.7), n is the total number of observations, which is in our case 100 ∗ 4, where

100 represents the number of runs and 4 is the number of classification algorithms.

For simplicity, we set the membership functions degrees for Traffic volume input statically

as show in Figure 5.3.
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Figure 5.3: Traffic volume membership function

5.5 Evaluation

5.5.1 Evaluation Method

The evaluation is conducted in three main steps:

• Analysis of the classification algorithms' performance.

• Analysis of the distributed system.

• Analysis of the fuzzy logic algorithm.

5.5.2 Network Analysis Tool and Software

Dataset

For experimentation purposes we will use two datasets presented in Chapter 3 in Section 3.5:

one with all features that were presented in Table 3.1, called Dataset1, and a second one called

Dataset2, that has the feature presented in Table 3.3.
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5.5.3 Implementation and Configuration of the Prototype

To examine our proposed system, we set up a testbed consisting of three worker machines and

one master machine. They both run on Ubuntu version 16.04.2 OS with Spark-2.0.2, Hadoop-

2.7.3, and 500 GB of storage. The master machine has a Core i5 CPU and 16 GB of memory. On

the other hand, the worker machines have a Core i7 CPU and 4 GB memory.

5.6 Results

5.6.1 Classification Algorithms Performance Measurements

We evaluated the classification algorithms performance by considering performance measures

that include Accuracy, Precision, Recall, F measure, True Positive rate (TPR), and False Posi-

tive rate (FPR) based on the confusion matrix. Table 3.4 in Section 3.6 already described the

performance measures and the confusion matrix, respectively.

5.6.2 Classification Algorithms Performance Results

In this section, we report the performance rates of the classification algorithms for different

dataset sizes and different number of packets. Tables 5.1, 5.2, 5.3, and 5.4 show the perfor-

mance rates of the classification algorithms for both datasets, Dataset1 and Datset2, for all

different sizes. The Random Forest classifier has the highest accuracy amongst the used clas-

sification algorithms, and it also maintains the lowest false positive when 100,000 packets are

used. The DT(Gini) classifier outperformed other classifiers when we increased the number of

packets to 500,000, 1 million, or 2 million, and was followed very closely in performance by

DT(Entropy). In contrast, The Naive Bayes classifier has the lowest accuracy as we vary the

number of packets.

The DT(Gini) has maintained the highest accuracy as we vary the number of the packets.

However, Random Forest classifier has the lowest false positive rate when the number of pack-

ets is 100,000.
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Table 5.1: Performance rates for classification algorithms for Dataset1 and Dataset2 for 100K packets

Dataset Classication method Accuracy Recall precision FMeasure F P R T P R

Dataset 1

Naïve Bayes 0.622 0.622 0.625 0.544 0.531 0.622
DT(Entropy) 0.970 0.970 0.970 0.970 0.0285 0.970
DT(Gini) 0.969 0.969 0.969 0.969 0.0299 0.969
Random Forest 0.972 0.972 0.973 0.973 0.0210 0.972

Dataset2

Naïve Bayes 0.599 0.599 0.783 0.658 0.470 0.599
DT(Entropy) 0.953 0.953 0.952 0.952 0.191 0.953
DT(Gini) 0.955 0.955 0.954 0.954 0.181 0.955
Random Forest 0.961 0.961 0.961 0.959 0.208 0.961

Table 5.2: Performance rates for classification algorithms for Dataset1 and Dataset2 for 500K packets

Dataset Classication method Accuracy Recall precision FMeasure F P R T P R

Dataset 1

Naïve Bayes 0.239 0.239 0.822 0.221 0.169 0.239
DT(Entropy) 0.967 0.967 0.966 0.966 0.141 0.967
DT(Gini) 0.969 0.969 0.968 0.968 0.134 0.969
Random Forest 0.959 0.959 0.960 0.957 0.229 0.959

Dataset2

Naïve Bayes 0.59 0.59 0.78 0.65 0.44 0.59
DT(Entropy) 0.95 0.95 0.95 0.95 0.21 0.95
DT(Gini) 0.95 0.95 0.95 0.95 0.19 0.95
Random Forest 0.94 0.94 0.94 0.93 0.31 0.94

Table 5.3: Performance rates for classification algorithms for Dataset1 and Dataset2 for one million
packets

Dataset Classication method Accuracy Recall precision FMeasure F P R T P R

Dataset 1

Naïve Bayes 0.250 0.250 0.823 0.239 0.172 0.250
DT(Entropy) 0.964 0.964 0.964 0.963 0.160 0.964
DT(Gini) 0.970 0.970 0.969 0.969 0.132 0.970
Random Forest 0.959 0.959 0.959 0.956 0.232 0.959

Dataset 2

Naïve Bayes 0.60 0.60 0.78 0.66 0.46 0.60
DT(Entropy) 0.95 0.95 0.95 0.95 0.20 0.95
DT(Gini) 0.95 0.95 0.95 0.95 0.19 0.95
Random Forest 0.94 0.94 0.94 0.94 0.31 0.94
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Table 5.4: Performance rates for classification algorithms for Dataset1 and Dataset2 for two millions
packets

Dataset Classication method Accuracy Recall precision FMeasure F P R T P R

Dataset 1

Naïve Bayes 0.205 0.205 0.888 0.234 0.126 0.205
DT(Entropy) 0.977 0.977 0.976 0.976 0.201 0.977
DT(Gini) 0.980 0.980 0.980 0.979 0.168 0.980
Random Forest 0.954 0.954 0.956 0.944 0.482 0.954

Dataset 2

Naïve Bayes 0.60 0.60 0.78 0.66 0.47 0.60
DT(Entropy) 0.95 0.95 0.95 0.95 0.19 0.95
DT(Gini) 0.95 0.95 0.95 0.95 0.19 0.95
Random Forest 0.94 0.94 0.94 0.93 0.32 094

When comparing results between Dataset1 and Dataset2, the Naive Bayes classifier has

an increase in accuracy by 40 % in Dataset2. In contrast, the accuracy slightly decreased in

Dataset2, compared to the same number of packets in Dataset1, for DT(Gini), DT(Entropy),

and Random Forest classifiers.

5.6.3 Analysis of the Distributed System

In this section, the distributed system is evaluated by conducting different scenarios in which

the number of nodes is varied:

1. A baseline in which there is only one machine.

2. A cluster of two machines: one master and one worker node.

3. A cluster of three machines: one master and two worker nodes.

4. A cluster of four machines: one master and three worker nodes.

The classification algorithms’ training times are an important measurement in our system as

we are dealing with DDoS attacks. Remember that we proposed the model training time as

one of the inputs for the fuzzy logic system. Thus, when evaluating the fuzzy system, we only

consider Scenario number (4), in which there are four machines ( one master and three workers

).
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The dataset sizes and features construction are designed as in Section 3.5. Tables 5.5 and 5.6

show the classifiers training times in milliseconds in all scenarios. The time was calculated by

taking timestamps of the training phase. The best time achieved in each scenario is highlighted.

The overall observations of the results from Tables 5.5, 5.6 and Figures 5.4, 5.5, 5.6, and 5.7 are

as follows:

1. In general, the training time increased as the number of nodes decreased.

2. Naive Bayes is faster than other classifiers in the same scenario with the Dataset2, partic-

ularly when the sizes are 1 million or 2 million. However, it is always faster than other

classifiers in the baseline scenario regardless of the size of the dataset.

3. Random Forest classifier is the slowest in all scenarios. In fact, other classifiers in the

baseline scenario, in which there is no distributed system, are faster than Random Forest

classifier in the scenario in which there are four machines.

4. In comparison between the baseline scenario and the distributed system scenario, the

time in the distributed system decreases by approximately 35% for identical dataset size

with small differences in the percentage across the classification algorithms.

5. In comparison between the distributed system scenarios, the time decreases by approxi-

mately 10% as we increase the number of worker nodes.
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Figure 5.4: Delay of Naive Bayes classifier in different distributed system scenarios

The percentages in observations (4) and (5) are calculated by the equation 5.8.

|δV1|
σV2
2

×100 (5.8)

where V1 is the delay in one scenario and V2 is the delay in another scenario. From the ob-

servation above, there is a notable indication that the distributed system has a positive impact

on the classification algorithms’ training time. The number of nodes in the Spark cluster is

inversely proportional to the classification algorithms training time. We can conclude that the

more cluster nodes, the faster the DDoS attack detection system.

Figure 5.8 shows a comparison view of the processing delays for all examined classification

algorithms for scenario (4).



60

�

��

��

��

��

���

���

���

�����
�� �����
�� �����
�� �����
�� �����
�� �����
�� �����
�� �����
��

����
�������

����
��������
� ����
�����������
��������
� ����
������
����
��������
 ���
���
�����	��������
	�����
��

�	
��
���
�
�	
��
�

��������

�����	�����	�������
�����
�����	�����	�������
�����
�����	�����	����������
�����	�����	�����������

Figure 5.5: Delay of DT-Gini classifier in different distributed system scenarios
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Figure 5.6: Delay of DT-Entropy classifier in different distributed system scenarios
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Figure 5.7: Delay of Random Forest classifier in different distributed system scenarios

Figure 5.8: Classification algorithms delays and size
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Figure 5.9: Accuracy membership function for Dataset1

5.6.4 Analysis of Fuzzy Logic System

Remember that fuzzy logic is used in our system to select the next classifier in a given time

interval. Tables 5.7 and 5.8 show the setup rules between inputs. We divided the rules into

two main categories based on the traffic volume (i.e. High or Medium). In each category, there

are twenty-five chances of being used to precisely distinguish between different classification

algorithms. When the number one (1) appears in the table column "Chance", then the chance

is high, whereas twenty five (25) indicates a low chance.

Figures 5.9 and 5.10 show the dynamic degrees of membership functions of the accuracy

input, for Dataset1 and Dataset2, respectively. The membership functions’ degrees are similar

to each other with approximately 1% differences between different dataset sizes for Dataset1.

However, for the Dataset2, the similarity is decreased even more than 1%. Therefore, it is an

evidence in support that our proposed membership functions were correctly managed.

Figures 5.11 and 5.12 show the dynamic degrees for membership functions of the delay, for
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Table 5.7: Rules of members in which the traffic volume is High

Traffic Accuracy Delay Chance

High Very Low Very Low 1

High Low Very Low 2

High Medium Very Low 3

High High Very Low 4

High Very High Very Low 5

High Very Low Low 6

High Low Low 7

High Medium Low 8

High High Low 9

High Very High Low 10

High Very Low Medium 11

High Low Medium 12

High Medium Medium 13

High High Medium 14

High Very High Medium 15

High Very Low High 16

High Low High 17

High Medium High 18

High High High 19

High Very High High 20

High Very Low Very High 21

High Low Very High 22

High Medium Very High 23

High High Very High 24

High Very High Very High 25
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Table 5.8: Rules of members in which the traffic volume is Medium

Traffic Accuracy Delay Chance

Medium Very High Very Low 1

Medium Very High Low 2

Medium Very High Medium 3

Medium Very High High 4

Medium Very High Very High 5

Medium High Very Low 6

Medium High Low 7

Medium High Medium 8

Medium High High 9

Medium High Very High 10

Medium Medium Very Low 10

Medium Medium Low 12

Medium Medium Medium 13

Medium Medium High 14

Medium Medium Very High 15

Medium Low Very Low 16

Medium Low Low 17

Medium Low Medium 18

Medium Low High 19

Medium Low Very High 20

Medium Very Low Very Low 21

Medium Very Low Low 22

Medium Very Low Medium 23

Medium Very Low High 24

Medium Very Low Very High 25
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Figure 5.10: Accuracy membership function for Dataset2

Dataset1 and Dataset2, respectively.

Figure 5.13 shows the chance level of classifier selection for Dataset1 for the packet size

of 100,000, 500,000, 1 million, and 2 million. Note that we set the threshold of traffic at the

value of 100 in which the traffic status is changed from a Normal to High volume traffic status.

Recall that the chances’ indexes of the fuzzy logic system are set in an ascending order so

that the higher the index number, the lower the chance. Thus, DT (Gini) classifier has more

chance to be selected as the best candidate when the traffic volume is in the Normal status. In

contrast, Naive Bayes has mostly higher chances when the traffic volume is in the "High" status.

Figure 5.14 shows the chance level of classifier selection for Dataset2 for 100,000 , 500,000 ,

1 million, and 2 million number of packets. The DT (Gini) classifier has higher chances, in

all different sizes, wherein traffic volume is in the Normal status. The same trend goes for

Naive Bayes classifier when the Traffic volume has High status. However, Naive Bayes loses the

chance when the number of packets is 2 million. Remember that some of the DDoS attacks
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Figure 5.11: Delay membership function for Dataset1
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Figure 5.12: Delay membership function for Dataset2
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Figure 5.13: Selected algorithm chance level for the Dataset1
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Figure 5.14: Selected algorithm chance level for the Dataset2



68

20

2
1

40

Traffic-Volume

10 6

60

1

C
h

a
n

ce

Accuracy

100 thousand total packets number 

0.95

80

0 0.9

20

2
1

40

Traffic-Volume

10 6

60

1

C
h

a
n

ce

Accuracy

500 thousand total packets number 

0.95

80

0 0.9

20

2
1

40

10 6

Traffic-Volume

60

1

C
h

a
n

ce

Accuracy

 One million total packets number

0.95

80

0 0.9

2

20

1

40

10 6

Traffic-Volume

1

C
h

a
n

ce

Accuracy

Two million total packets number

0.95

60

80

0 0.9

Figure 5.15: Surface view illustrates the relationship between traffic and accuracy for Dataset1 for
packet size of 100 thousands, 500 thousands, 1 millions, and 2 millions

20

2
1

40

10 6

Traffic-Volume

60

1

C
h

a
n

ce

Accuracy

100 thousand total packets number 

0.95

80

0 0.9

20

2
1

40

10 6

Traffic-Volume

60

1

C
h

a
n

ce

Accuracy

500 thousand total packets number 

0.95

80

0 0.9

20

2
1

40

10 6

Traffic-Volume

60

1

C
h

a
n

ce

Accuracy

 One million total packets number

0.95

80

0 0.9

20

2
1

40

10 6

Traffic-Volume

60

1

C
h

a
n

ce

Accuracy

Two million total packets number

0.95

80

0 0.9

Figure 5.16: Surface view illustrates the relationship between traffic and accuracy for Dataset2 for a
packet size of 100 thousands, 500 thousands, 1 millions, and 2 millions

are launched to exhaust the victim with a low traffic volume over a period of time. Therefore,

Naive Bayes classifier would not be selected in such a situation where the high volume traffic is

not the main characteristic of the DDoS attack.

Figures 5.15 and 5.16 show a surface view of the relationship between the traffic volume

and the classification accuracy for Dataset1 and Dataset2, respectively, in a packet size of 100

thousand, 500 thousand, 1 million, and 2 million. The traffic volume is directly proportional

to the classification algorithm accuracy. The selection function (i.e., fuzzy logic system) will

select a classifier that has more accurate classification than the classifier with less accurate

classification.
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Figure 5.17: Surface view illustrates the relationship between traffic and delay for Dataset1 for a packet
size of 100 thousand, 500 thousand, 1 million, and 2 millions
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Figures 5.17 and 5.18 show the relationship between the traffic volume and the classifica-

tion algorithms delay of Dataset1 and Dataset2, respectively, in packet sizes of 100 thousand,

500 thousand, 1 million, and 2 million. The traffic volume is directly proportional to the classi-

fication algorithm delay. When the traffic volume is high, the selection function algorithm with

a low delay.

5.7 Discussion

In this section, we discuss the benefits, limitations, and possible future work for our system.

In the DDoS detection system using classification algorithms, the objective is to classify the

network traffic data. To the best of our knowledge, most of the existing solutions rely on one

classifier. These solutions are not reliable since the DDoS attack patterns have become more

dynamic and challenging to detect [31]. Moreover, most DDoS attacks have a massive amount

of data that needs more consideration while developing the DDoS detection system. For these

reasons, we propose a DDoS detection system that leverages a number of classification algo-

rithms and a distributed system. Furthermore, our system effectively uses the fuzzy logic to

select at-run-time an appropriate classifier, from a set of candidate classifiers, to be used for

classification of incoming data for a period of time after which another classifier may be se-

lected.
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5.7.1 Classification Algorithms

In general, Big Data researchers have been debating whether to usemore features from a dataset

or to use the best selection of features. Some studies recommend using a dataset with more

features to accommodate the selection feature algorithm with better classification algorithms

performance as well as alternatives to find the best subset of features [67]. However, other

researchers claim that fewer features result in improvements in simplicity and in the classifi-

cation algorithms performance as well as delays [68–70].

Remember that the DT (Gini) and the DT (Entropy) were the best candidate regarding ac-

curacy. However, the Naive Bayes algorithm has the lowest delay, which makes it the best

candidate algorithm when processing delay is most important. In contrast, the Random Forest

algorithm has the highest delays, but it had the best accuracy for Dataset1 when the number

of packets was 100,000. Remember that in our experiments the overfitting problem is being

addressed by increasing the dataset size and the randomization technique for training and test-

ing.

5.7.2 Distributed System

The faster the model training time, more data can be processed, and more data processed, bet-

ter the accuracy [29]. In this research, the lower model training times achieved through Spark

showed its advantages of faster training time of the classification algorithms. The results also

show the differences in the training times between Dataset1 and Dataset2 in different experi-

mental scenarios. We found that the transition points between Scenario 1 (i.e., non distributed

environment), and other scenarios, (i.e., distributed environment), are dramatic as the training

times decreased when using a distributed system. Therefore, in general, using classification

algorithm within the distributed system allows two main benefits: more data to be processed

resulting in a high model accuracy as shown in Tables 5.1, 5.2, 5.3, and 5.4, and faster model

training times as shown in the Tables 5.5 and 5.6.
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5.7.3 Fuzzy Logic System

It is worth noticing that, with various classification algorithms, there exists a trade-off between

accuracy and training delay. It is essential for the DDoS detection system to use a classifier with

high performance and fast training delay [68]. In our system, we consider both the accuracy and

the delay of classification algorithms by employing the fuzzy logic system. The results show

that using the fuzzy logic system provides a reliable solution to select the right algorithm at the

right traffic volume. The concept of fuzzy logic makes our system dynamic in the application

of classification algorithms. Unlike the study done by Song and Liu [18], where they propose a

combination of detection system (i.e., a K-NN algorithm) and a distributed system (i.e., Storm),

our system is dynamic and has a number of classification algorithms that are ready to be used

seeking the trade-off of accuracy and delay.

5.8 Chapter Conclusion

We propose a DDoS detection system composed of three components: a set of classification

algorithms, a distributed system, and a fuzzy logic system. We evaluate our system through

experimentation. Firstly, the performance of the classification algorithms is evaluated. Sec-

ondly, the impact of the distributed system is analyzed using different configuration scenarios,

different data set sizes and number of classifiers. Thirdly, the validation and the effectiveness

of the fuzzy logic system is examined.

The results of the classification algorithms' performance show that there is a trade-off be-

tween the accuracy and the delay. In general, classification algorithms have higher performance

rates and delays when using Dataset1. In contrast, classification algorithms have lower perfor-

mance rates and delays when using Dataset2. However, that is not always the case as the model

training times are inversely proportional to the number of the nodes in the Spark cluster. The

fuzzy logic system, on the other hand, can effectively select the right classification algorithm

from a set of candidate classifier.
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5.9 Limitations and Future Work

In the future we will be focusing on the following points:

1. Currently, our system is designed to analyze static network traffic data. Our system is

able of capturing and storing network traffic data in an HDFS database, waiting for batch

processing. We will extend the proposed method to handle real streaming data from all

sources with the objective to detect DDoS attack in near real-time.

2. The iteration T time was statically set. However, in the future, we will investigate an

effective and dynamic mechanism to update the iteration time.

3. The dataset was updated each iteration when the traffic data is classified as a DDoS attack.

However, currently, our system uses the same dataset with different sizes and different

feature dimensions to simulate the update process. In the future, we will investigate the

update process including data labelling as well as the increase of the dataset size.



Chapter 6

Features Selection Framework Based on Chi-Square Algorithm

6.1 Overview

Features selection algorithms provide a process for removing a subset of features, which are not

significant to the applied classification, from a dataset. Applying algorithms to select features

hasmany potential benefits, and it has been used inmany applications [3,4,71]. First, themodel

training is faster as it removes useless attributes from the original dataset. Secondly, it also

reduces the matrix size of a model and thus makes it easier to interpret. Moreover, it reduces

the overfitting of the model [4]. Due to aforementioned benefits, we propose a framework to

improve the accuracy of the DDoS detection system by feature selection algorithm with the

objective that it chooses the best feature selection algorithm, from a set of prepared algorithms.

6.2 Motivations and Objectives

6.2.1 Motivation

FS and classification play crucial role in identifying attack packets. Research has shown that

using FS to reduce noise and remove redundant data positively impacts the overall accuracy

and speeds up the overall of building of the machine learning algorithm model by reducing

the dataset dimensions [72–75]. In short, FS eliminates inappropriate and redundant instances

from the dataset, thereby improving the overall performance.

73
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6.2.2 Objective

The objective of this Chapter is to investigate the impact of FS on the performance of the classi-

fication algorithms. Among the various FS algorithms, the Chi-Square algorithm is considered

a simple but efficient and successful feature eliminator. Understanding the impacts of using

the Chi-Square variants on the performance of the four classifiers, namely NB, DT based on

Entropy, Logistic Regression (LR) and RF, is crucial to determine the best combination of FS

and classification methods for accurately predicting a DDoS attack.

The fundamental research questions this Chapter addresses are:

1. Do Chi-Square variants used in FS impact the performance of the classification algorithm

when used to predict a DDoS attack?

2. Do the Chi-Square variants decrease the classifiers’ training times and notably improve

the accuracy of the prediction?

6.3 Literature Review

6.3.1 Background

DDoS Attack

In DDoS attacks, the attackers flood the victim’s server with a large volume of packets, which

consumes computational and network resources rendering them unavailable for processing

packets of legitimate users. In most cases, the victims have no prior knowledge that they

are being attacked until it is too late, in which case the victims have no choice but to shut

down their services to prevent any damage. A DDoS attack involves an explicit attempt to stop

the legitimate users from accessing service [76]. Classification of DDoS attacks into Volume-

based attacks, Protocol attacks, and Application layer attacks has already been discussed in

Section 2.4
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6.3.2 Literature Review

Several studies have investigated FS algorithms while developing a DDoS attack detection sys-

tem [17,77–85].

Balkanli et al. [77] investigated well-known FS algorithms, namely Chi-Square and Sym-

metrical Uncertainty, together with the DT classifier for Backscatter DDoS detection system.

They evaluated the performance of their proposed detection system on different traffic traces

provided by CAIDA. Their results show that the C4.5 Decision Tree classifier with only seven

features could achieve more than 95% precision in detecting new Backscatter DDoS attack pat-

terns.

Barati et al. [78] proposed a feature selection approach as a wrapper feature selection for

DDoS detection using a Genetic Algorithm (GA). They employed an Artificial Neural Network

(ANN) as a classifier and considered accuracy as a fitness function for a wrapper feature selec-

tion. They claimed that their proposed approach resulted in very promising findings compared

to earlier studies.

Doshi et al. [80] proposed and analyzed DoS detection for IoT devices. They chose a selected

feature set, which was mainly based on the hypothesis that differences exist between network

IoT and non-IoT traffic patterns. They evaluated their hypothesis by using five classifiers: K-

Nearest Neighbours (KNN), RF, DT, Support Vector Machine (SVM), and DNN. They reported

that the five employed classifiers showed accuracy higher than 99%. However, it would be

interesting to compare the results with different sets of features.

Feng et al. [81] proposed a feature selection procedure for early DDoS attack detection.

Their objective was to find if all features were essential to detect DDoS attacks at an early stage.

They utilized SVM and PCA for feature selection. They also adapted RF as a classifier. Their

results show that applying more features performed better most of the time.

Yusof et al. [82] proposed a DDoS adaptive detection system using Characteristic-Based Fea-

tures (CBF) and a Consistency-based Subset Evaluation (CSE) to select the significant features
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in the well-known NSL-KDD dataset. A simple majority vote is used to merge the combination

of two outputs from the feature selection methods. They perform a majority vote upon selected

features with a predefined threshold. They evaluated their feature selection using the Extreme

Learning Machine (ELM) classifier. They claimed that their system improved performance as

well as testing time.

Harbola et al. [83] analysed selected feature selection algorithms using a DDoS attack dataset

from the well-known NSL-KDD CUP 99. Their objective was to improve DDoS detection by

applying three feature selection methods: an Attribute Score, Attribute Rank, and Attribute

Subset using Greedy Forward Selection (GFS). The KNN algorithm was utilized later to classify

the packets.

Htun PT et al. [85] implemented a combination of RF and KNN algorithms for features se-

lection to support DoS detection attacks. Wang et al. [84] argued that incorrect FS may remove

significant features and thus lower the accuracy of an attack prediction. They proposed a fea-

ture selection method based on the combination of RF and SVM in which the RF performs the

feature selection and SVM rescreens the selected features to ensure that there are no falsely

eliminated critical features.

To the best of our knowledge, no author has combined the power of Apache Spark and

Hadoop cluster and the effectiveness of Chi-Square to select features for subsequent detection

of DDoS attack which is the approach we are investigating herein:

• This study is unique in that it draws on the strength of analyzing Chi-Square variants

when combined with the distributed computing environment (i.e., Apache Spark and

Apache Hadoop).

• Evaluation of this approach indicates promising experimental results in accuracy as well

as in delays.
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Figure 6.1: Framework components and workflow

6.4 System Architecture

6.4.1 Overview

This Chapter focuses on the FS in which the dataset is pre-processed using six Chi-Square vari-

ants and then re-structured with features derived by the FS methods. The structured dataset is

stored in the HDFS to be used by the classification algorithms. Fig. 6.1 shows the components

and workflow in our system.

6.4.2 Chi-Square feature selection approaches

The Chi-Square is one of the most robust feature selection approaches that has been widely

used. Many researchers have utilized the Chi-Square algorithm for DDoS attacks [77,78,80,81,
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Table 6.1: Chi-Square test table to calculate the χ2 score of a feature X

Classified
Positive

Classified
Negative Total

Feature X
occurs CP CN CP + CN =

FM
Feature X
not occurs NCP NCN NCP + NCN =

Y - FM

Total CP + NCP = Z CN + NCN = Z -Y Y

83]. A major advantage of the Chi-Square algorithm is that it is designed to analyze categorical

data.

FS attempts to identify important features for use in the model construction. It reduces

the size of the feature space, which can improve both the speed and the model learning per-

formance. It operates on labelled data with categorical features. Chi-Square test uses inde-

pendence to decide which features to choose. Equation 6.1 shows how Chi-Square is calcu-

lated [86,87].

χ2 =
n∑

k=1

(Ok −Ek)2

Ek
(6.1)

where O is the exact observed value for each class and E is the expected number based on

the distribution of the samples for the corresponding category [88]. Table 6.1 shows how the

observed and expected values are obtained. CP and CN denote the respective observed positive

and negative values that include feature X. NCP and NCN denote the number of positive and

negative samples that do not include feature X, respectively. Therefore, the expected values

ECP , ECN , ENCP , and ENCN can be calculated in a manner similar to equation (6.2) that shows

the definition of ECP .

ECP = (CP +NCP)
CP +CN

Y
(6.2)

The equation is used for six selection methods , variants of Chi-square: Best Top Features,

Percentile, False positive rate (Fpr), False discovery rate (Fdr), Family-wise error rate (Fwe), and

Generic.
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Best-Top-Features (Chi-Best-K) The method keeps a fixed quantity of top features according

to a Chi-squared test. It is similar to yielding the features of the most predictive power. Thus,

this method will always choose the top ten features based on the Chi-Square [89].

Percentile (Chi-Percentile) This is similar to Chi-Best-K, but it chooses a fraction of total

features rather than a fixed number. For this method, we choose the percentile to be 20 % as

per [89].

Fpr (Chi-Fpr) This accepts every feature whose p-values are under a threshold, thus manag-

ing the false positive rate of the selection. For our implementation, we set the threshold false

positive rate to be 0.01 [89].

Fdr (Chi-Fdr) This uses the Benjamini-Hochberg procedure to choose total features whose

false discovery rate is below a threshold. Here, we set the threshold of the false discovery rate

α parameter to be 0.01 [89].

Fwe (Chi-Fwe) The method chooses all features whose p-values are below a threshold. The

threshold is scaled by 1 divided by the number of features and thus controlling the family-wise

error rate of selection. The family-wise error rate threshold is set to be 0.01 [89].

Generic (Chi-Generic) This allows the performing of univariate feature selection with a con-

figurable strategy [89].
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6.5 Evaluation

6.5.1 Experimental Settings

Cluster Setting

A testbed consisting of an Apache Spark cluster that has a master machine and three worker

nodemachines was set up to examine the proposed system. Themaster and the workers operate

on a Linux Ubuntu system with 500 GB HDD. The master machine has a Core i5 CPU and 16

BG of RAM, while the worker nodes have a Core i7 CPU and 4 GB RAM. The cluster runs

Apache Spark-2.2.1 integrated with Hadoop.

Dataset

The original dataset containing real-world internet traffic was acquired from CAIDA [42], from

which further binary dataset was generated in LIBSVM data format in the form of {xi , yi},

where i = 1.....n, in which x is a multi-dimensional input vector, and y {0,1} represents the

predicted result (0: regular traffic and 1: attack). The features were extracted for UDP and

TCP packets, respectively, using T-shark. The original dataset was duplicated and constructed

into four different samples’ sizes; 100,000 (100 K), 500,000 (500 K), one million (1 M), and two

million (2 M) packets.

6.5.2 Evaluation Method

There were two separate experiments performed on FS and the classifiers. The FS experiments

were run 20 times, and we report averages. The FS methods were performed on four datasets

resulting in 24 new datasets being produced. The datasets were stored in HDFS to be processed

by the classification algorithms. The performance of the classification algorithms was evaluated

by calculating the prediction accuracy. The accuracy is calculated, as shown in the equation 3.1,

using the confusion matrix shown in Table 3.4 being presented in Chapter 3. The classification

algorithms randomly use 70% of dataset samples for training and 30% for testing. We used the
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average of the models’ training times, which is reported in milliseconds, and the average of the

prediction accuracy.

The evaluation was conducted in three main steps:

• Analysis of the FS algorithms’ performance.

• Analysis of the classifiers’ performance and the impact of utilizing FS.

• Analysis of the classifiers’ training time and the FS methods’ processing delays.

6.5.3 Analysis of the Feature Selection Algorithms’ Performance

Table 6.2 shows the features that are forming the original dataset. The dataset has 49 features

that include information such as the IP address, the packet type, frames’ info., port numbers,

and some flags.

Table 6.2: Extracted feature from the original packets

[1]: ip.src [2]: ip.dst [3]: tcp.srcport [4] : udp.srcport
[5]: tcp.dstport [6] : udp.dstport [7]: ip.proto [8] : ssl.handshake.ciphersuite
[9]: ssl.handshake.version [10]: _ws.col.info [11]: frame.number [12]: frame.time_delta
[13]: frame.len [14]: frame.cap_len [15]: frame.marked [16]: ip.len
[17]: ip.flags [18]: ip.flags.rb [19]: ip.flags.df [20]: ip.flags.mf
[21]: ip.ttl [22]: ip.frag.offset [23]: ip.checksum [24]: tcp.len
[25]: tcp.seq [26]: tcp.nxtseq [27]: tcp.ack [28]: tcp.hdr_len
[29]: tcp.flags [30]: tcp.flags.cwr [31]: tcp.flags.fin [32]: tcp.flags.urg
[33]: tcp.flags.ack [34]: tcp.flags.push [35]: tcp.flags.reset [36]: tcp.flags.syn
[37]: tcp.flags.ecn [38]: tcp.window_size [39]: tcp.checksum_bad [40]: udp.length
[41]: udp.checksum_coverage [42]: udp.checksum [43]: smb.cmd [44]: tcp.checksum
[45]: tcp.checksum_good [46] : udp.checksum_good [47]: udp.checksum_bad [48]: ip.checksum_good
[49]: ip.checksum_bad

Tables 6.3, 6.4, 6.5, and 6.6 show the features selected by different FS algorithms from the

original dataset of size 100 K, 500 K, 1 M and 2 M, respectively. Note that the selected features

are listed by their index numbers from Table 6.2. Although the FS algorithms selected different

feature sets, some features were selected by many FS methods: the set {1, 2, 3, 4, 6, 26, 27, 28,

39, 43} includes indices of features that were chosen by most of the FS algorithms.
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Table 6.3: Selected features, for the dataset size 100K, based on Chi-Square variants presented by their
index from table 6.2

Algorithm Selected features
Chi-Best-K 1,2,3,4,6,26,27,28,39,43

Chi-Fdr 1,2,3,4,5,6,7,14,15,17,18,20,21,22,23,24,25,26,27,28,29,30,34,
37,39,40,41,43

Chi-Fpr 1,2,3,4,5,6,7,14,15,17,18,20,21,22,23,24,25,26,27,28,29,30,34,
37,39,40,41,43

Chi-Fwe 1,2,3,4,5,6,7,14,15,17,18,21,22,23,24,25,26,27,28,29,30,34
37,39,40,41,43

Chi-Generic 1,2,3,4,6,26,27,28,39,43
Chi-Percentile 1,2,3,4,5,6,26,27,28,39,43

Table 6.4: Selected features, for the dataset size 500K, based on Chi-Square variants presented by their
index from table 6.2

Algorithm Selected features
Chi-Best-K 1,2,3,4,5,25,26,27,38,42

Chi-Fdr 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,31,33,
35,36,38,39,40,42

Chi-Fpr 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,30,31,33,
35,36,38,39,40,42

Chi-Fwe 1,2,3,4,5,6,13,14,16,17,19,2021,22,23,24,25,26,27,28,29,31,33,35,
36,38,39,40,42

Chi-Generic 1,2,3,4,5,25,26,27,38,42
Chi-Percentile 1,2,3,4,5,24,25,26,27,38,42

Table 6.5: Selected features, for the dataset size 1M, based on Chi-Square variants presented by their
index from table 6.2

Algorithm Selected features
Chi-Best-K 1,2,3,4,5,25,26,27,38,42

Chi-Fdr 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,31,33,
35,36,38,39,40,42

Chi-Fpr 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,31,33,
35,36,38,39,40,42

Chi-Fwe 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,31,33,
35,36,38,39,40,42

Chi-Generic 1,2,3,4,5,25,26,27,38,42
Chi-Percentile 1,2,3,4,5,24,25,26,27,38,42
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Table 6.6: Selected features, for the dataset 2 M, based on Chi-Square variants presented by their index
from table 6.2

Algorithm Selected features
Chi-Best-K 1,2,3,4,5,25,26,27,38,42

Chi-Fdr 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,31,33,
35,36,38,39,40,42

Chi-Fpr 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,31,33,
35,36,38,39,40,42

Chi-Fwe 1,2,3,4,5,6,13,14,16,17,19,20,21,22,23,24,25,26,27,28,29,31,33,
35,36,38,39,40,42

Chi-Generic 1,2,3,4,5,25,26,27,38,42
Chi-Percentile 1,2,3,4,5,24,25,26,27,38,42

6.5.4 Classifiers’ Training and FS Processing Delays

In this section, we report the classifiers’ training delays (to build models), FS processing delays,

and total delays. Tables 6.7 and 6.8 show the models’ training times, using dataset produced

by FS variants, FS processing delays, and their total delays in milliseconds. The best perfor-

mance is highlighted across the classifiers and FS methods. For instance, for the dataset size

of 1,000,000 and the NB classifier, reported are in two rows (across Chi-square variants), the

training and FS processing times (in the top of the two rows), while their total delay (sum) is

shown below them in the bottom row. For instance, for the NB on 100,000 dataset size, for the

Chi-generic variant, the training and FS processing delays are 9143 and 114 ms, respectively,

while their combined (total) delay is 9257 ms. The best delays for the FS algorithm and also for

the classification algorithm are also shown. For instance, DT has the best performance when

using the dataset (of size 100,000) generated by the Chi-Fdr feature selection method while

inducing a total delay of 6754 milliseconds (as identified by a checkmark in the last column).

Similarly, the best FS algorithm is also identified. For the same 1,000,000 dataset size, the best

FS algorithm is Chi-Percentile with the total delay of 8572.
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Dataset Size 100K

The least total delay, which means least, for a classifier is 6754 ms for DT, while Chi-percentile

has the total delay of 8572 ms, consisting of the FS processing delay of 43 ms and training time

of 8529 ms. Naïve Bayes (NB) has the least total delay of 8796 ms for the classifier training

and FS processing delay when training the model with the dataset produced by Chi-best-K.

Interestingly, NB needed almost the same time to train the classifier when no FS algorithms

was used. Comparing that to when they were used, the NB can achieve better accuracy by

using the FS while not noticeably increasing the total delay. LR has the least total delay at

14227 ms when the Chi-best-K is used. The Chi-percentile is the least delays when combined

with RF in which the total model training times and FS method processing delays is 8572 ms.

Dataset Size 500K

The least classifier total delay of 8279 ms is achieved by DT when combined with Chi-best-K.

On the other hand, the best FS algorithms’ processing delay is Chi-percentile, which is 249 ms.

The best total delay, which includes both the model training time, of NB and the FS method, is

8649 ms when NB is combined with Chi-best-K. LR has the least total delay of 24229 ms with

Chi-percentile. The least RF delay is 14047 ms when combined with the Chi-percentile.

Dataset Size 1 M

The least classifier total delay of 9586 ms is obtained when DT is combined with Chi-Fpr. The

NB classifier has a total delay of 9963 ms, whereas the best FS algorithms’ processing delays is

with Chi-percentile, which is 543 ms. In NB, the best total model training time of 9963 ms is

with Chi-percentile FS method. In LR, the least total delay is with Chi-best-K, which is 27,678

ms. In RF, the best total model training time of 19,978 ms is with the Chi-percentile.
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Dataset size 2M

The least classifier total delay of 10,475ms is for NB, whereas the best FS algorithm’s processing

delay is 43ms for Chi-percentile. In NB, the least total delay of 10475 ms is for Chi-Fwe. In DT,

the best total delay is with the Chi-percentile, which is 12337 ms. In LR, the least total delay

of 50384 ms is the Chi-percentile, while RF has the lest total delay with Chi-percentile, which

is 32356 ms.

The overall conclusion is that the best classifier is DT, whereas the best FS method is Chi-

percentile. Moreover, the results in the table 6.7 and 6.7 show positively that FS methods

provide classifiers with subsets of the dataset that leads to faster training times.

6.5.5 Classifiers’ Performance

In this section, we follow similar evaluation procedures as in [53], through which the features

are selected to generate a number of datasets. Table 6.9 shows the performance of different clas-

sifiers while using four different datasets generated by different feature selection algorithms.

Dataset Size 100 k

The NB classifier had the worst accuracy of all four classifiers. It had a maximum accuracy of

63% for the Chi-Fdr, which is higher by 1% while training NB without FS. The DT classifier

performed well and had similar accuracy across the different FS variants with Chi-Fdr, Chi-

Fpr, and Chi-Few having the best accuracy of approximately 96%. The LR classifier had higher

variations in performance across the FS variants with an average accuracy of 84%. The RF

classifier had the best accuracy of all the four classifiers, with a maximum accuracy of 97%

achieved with Chi-Fdr, Chi-Fwe and Chi-Fpr.

Interestingly, training the classifier with the Chi-best-K FS method or without any FS results

in 94% accuracy. We can conclude that with the 100 K dataset size, the overall results indicate

that the RF classifier performs the best, and the Chi-Fwe and Chi-Fdr FSmethod perform better
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than the other variants. Remember that RF was ranked as the third in terms of total processing

delays as DT and NB performed better.

Dataset Size 500 k

The NB classifier has the worst accuracy of all four classifiers, with about 82% for the FS vari-

ants, including the case when no FS method is used. However, applying Chi-Fwe decreases

the accuracy by 2%. The DT classifier performed the same as in the case of the 100 K dataset

size. The LR accuracy is 84-85% across all FS variants. The RF classifier has an accuracy of

96% for Chi-Fwe, Chi-Fdr, and Chi-Fpr as well as when no FS was used. Lower accuracies of

between 85% and 87% are achieved with Chi-Best-K, Chi-generic, and Chi-percentile methods.

An overall observation for this dataset size of 500K is that the DT classifier appears to be the

best classifier, whereas for the FS method, Chi-Fdr and Chi-Fpr are the best candidates. Thus,

DT is the best, again.

Dataset Size 1 M

Again, the NB classifier has the worst accuracy-on the average, 82%, including the case when

no FS method is used. The DT classifier performed the best with a maximum accuracy of 96%.

An interesting observation is that the accuracy of DT did not change as the dataset size changed

for all FS methods and when no FS was used. The LR classifier has almost the same accuracy

on both dataset sizes 500 K and 1 M in all FS methods with approximately 85%. RF classifier

is ranked as the second classifier among the four classifiers, obtaining the maximum accuracy

of 95% when using Chi-Fwe, Chi-Fdr, and Chi-Fpr.

Dataset Size 2 M

The same trend can be observed for this dataset size for the NB and LR classifiers as in dataset

sizes of 100 K and 1M. However, the DT classifier performed the best, following the same trend

as before with a slight increase in the accuracy to 98%.
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6.6 Discussion

Several studies have investigated FS algorithms while developing a DDoS attack detection sys-

tem [17, 77–85]. FS was used in many scenarios, yet the broad goal is to minimize the number

of features and reduce over-fitting to improve the generalization of models as well as to de-

crease the models’ training times [82]. Remember that the essential two goals of using FS in

this chapter are improving the accuracy of the prediction and reducing the overall times of the

prediction, which includes both the FSs’ processing delays as well as models’ training times.

Our proposed system of using FSmethods to support classifiers that are deployed in Apache

Spark and Hadoop is unique and it reduces the total processing times. Even when FS methods

are executed outside the cluster, the reduction in the total processing delays is promising. The

results show, in many cases, that utilizing a distributed system offering processing power, stor-

age, and parallelism, enables the classifiers to achieve the same performance when applying FS,

in comparison to when FS is not used, while reducing the total processing delays. Thus, we can

achieve better total times when applying FS in a distributed system with the same prediction

accuracy.

6.7 Chapter Conclusion

FS algorithms have been used widely in manymachine learning applications due to the benefits

that can be achieved [17, 77–85]. They have been used as the step prior to the classification

algorithm process, for example to clean the data and therefore improve the accuracy. They

have also been used to reduce the dimensions of the dataset and thus reduce the classification

training time. This chapter provides insightful analysis of the Chi-Square test, one of a number

of FS methods.

The objective of this chapter was to analyze and compare the accuracy of a number of clas-

sifiers while using different datasets produced by the selected Chi-Square variants for FS. An-

other objective was to reduce the total delays, which include delays due to the FS execution and
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the classifiers’ training times by executing the classifiers, Naive Bayes, Decision Tree, Logistic

Regression, and RF, in the Apache Spark and Hadoop cluster.

The system was evaluated in terms of the classifiers’ accuracies and the FS processing de-

lays. We used comprehensive analysis of both classifiers and FS algorithms and observed that

the Decision Tree classifier coupled with the Chi-Percentile variant outperform other pairings

of classifiers and FS methods in both accuracy and total processing time when applied on de-

tecting DDoS attacks.

6.8 Limitations and Future Work

To further our research, we intend to implement the FS methods within the cluster to further

improve total processing delays. We are currently in the process of investigating and extending

the experiment by incorporating more classifiers, such as SVM and Gradient Boosting, and

running the FS method within the Spark cluster.



Chapter 7

DDoS Detection Framework Using Deep Learning and a Distributed

System

7.1 Overview

Many researchers investigated DDoS detection systems that use machine learning algorithms,

and, more recently, also deep learning approaches. In this chapter, a deep learning-based DDoS

detection system is proposed that uses a Multi-Layer Perceptron (MLP) Neural Network al-

gorithm running in a distributed system that includes the Apache Spark and Hadoop. The

proposed system adapts to new attacks by incorporating information about packets by label-

ing them as new attacks into the training data set. The system accuracy and model training

and prediction time are evaluated using different dataset sizes and different deep learning al-

gorithm configurations. The results show that the system has a promising performance with

deeper architectures (i.e., large number of neurons in the hidden layers), trained on the larger

datasets. These results may lead to producing good generalization possibilities.

7.2 Motivations and Objectives

Initial approaches to deal with DDoS attacks were based on filtering mechanisms that look for

specific patterns based on past information in order to predict attacking packets and thus pro-

tect the infrastructure. These filtering techniques were quite rudimentary until first machine

learning approaches were proposed. Machine learning has powerful classification tools that al-

low the initial statistical and naive detection tools to be improved. As Deep Learning matured,

cybersecurity researchers started to investigate utilizing deep learning approaches in detection

92
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DDoS attacks [90–92].

Deep Learning approaches are rising to be used in intrusion detection tasks as it has several

characteristics that allow it to excel at this task. They have many advantages, such as its ability

to represent complex relationships among the dataset features, its capability to perform clas-

sifications without a feature extraction process, and its excellent performance with vast sets of

data.

In this chapter, we propose a DDoS detection system based on a Deep Learning algorithm

deployed on a distributed system (i.e., Apache Spark and Hadoop system). The main objective

of our system is to train a model with several datasets to obtain the highest possible accuracy.

Therefore, Apache Spark and Hadoop are utilized to handle large volume of data and train the

model in a reasonable time.

The primary research questions in this chapter are:

1. Can a deep learning model for DDoS attacks achieve high accuracy and yet be generaliz-

able?

2. Can the combination of deep learning and a distributed system improve DDoS detection?

Deep Learning Applied to Anomaly Detection

Deep Learning uses the representation capability of neural networks to perform complex clas-

sifications in a supervised learning environment. A DDoS attack is characterized by a large

flood of packets in a short period of time. As such, that provides the opportunity to use deep-

learning on the large datasets to learn the signature pattern of the DDoS attacks.

This chapter develops several parametirized versions of a DL architecture and applies them

to filter malicious traffic in a network. The system has been developed in a Spark cluster to

be able to scale up to support large volumes of traffic. The results are promising as they show

precision above baseline Machine Learning models with complex feature selection processes.



94

In this chapter, Multi-Layer Perceptron Neural Network (MLP) is the Deep Learning architec-

ture that has been applied. Several combinations of parameters, size and depth, have been

investigated. The model can learn complex patterns of data and are well fitted for the attack

classification task. The literature has shown that the DL architecture approaches have many

practical applications in different areas, such as image classification, character recognition, im-

age segmentation, scene understanding, time series forecasting and many others [93]. Deep

Learning is used to solve problems that are extremely challenging for traditional algorithms

in many areas, such as game playing with the recent AlphaZero feats [94]; image recognition,

with architectures developed that have accomplished accuracy at the human level [95, 96]; or

different applications in natural language processing, like sentiment analysis, text generation,

conversations, and many more [97].

One vital characteristic of Deep Learning, when compared toMachine Learning, is its ability

to obtain good results without any feature representation process. This capability, which is

already described in [98], is the result of the combination of multiple functions (layers) in the

deep architectures. The high accuracy of deep, versus shallow, architectures can be attained

using a combination of feature learning representation functions to achieve better performance

when data has high complexity [99].

Machine Learning is widely used in attack detection problems, but its application has two

major areas of criticism: The Typical ML algorithms require complex feature engineering pro-

cesses [100] when high accuracy is desired. Another critical problem, traditionally overseen, is

the increasing growth of requirements on processing volume as the network traffic is expected

to grow exponentially with the infusion of Internet of Things (IoT) into our daily lives [6].

7.3 Literature Review

Several strategies have been investigated for using deep architectures, based on MLP, Convo-

lutional Neural Network (CNN), or RNN, in DDoS detection systems. They are emerging with

the help of the availability of deep learning tools that enable development of new approaches.
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Shone et al. [6] developed an architecture, called Non-symmetric Deep Auto-Encoder (NDAE),

that is an auto-encoder featuring multiple non-symmetrical hidden layers and that was tested

on the KNN99 dataset and obtained good results.

Li et al. [90] propose a DDoS detection framework that uses deep learning for a SDN envi-

ronment based on RNN, LSTM, and CNN models. They have used ISCX dataset [101], and the

reported results show that the model training achieved 98% of accuracy. They also reported

that their simulation could predict 4 million packets within two minutes, whereas our system

can predict similar number of packets within 69 seconds.

Dir and Chilamkurti [91] propose a Distributed attack detection scheme using a deep learn-

ing approach for the IoT. Their results showed that above 99% accuracy was achieved. How-

ever, the datasets used are relatively small to generalize the result.

Vinayakumar [92] evaluated several Deep Neural Networks and other machine learning

algorithms on several datasets (KDD99, NSL-KDD, USNW-NB15 and others). The reported

experimental results show that with the used datasets, the performance of Deep Learning is

better when compared to Machine Learning classifiers.

Yuan et al. [31] analyzed the performance of several Recurrent network algorithms and

obtained superior accuracy using RNN with LSTM cells when compared to using the Random

Forests. The use of the RNN networks is possible, as the packets are treated as sequences, and

this allows the application of sequence-to-sequence models. Another conclusion of this work

is the need for the creation of new datasets to be able to test the different approaches on new

datasets containing new malicious techniques.

Saied et al. [102] developed an intrusion detection approach based on MLP and offered

some interesting insights on the use of recent and well-established DDoS datasets. Finally,

there is also work published on the application of Spark, as in [103], which investigates the

challenges and features of an intrusion attack detection based on a cluster architecture and

neural networks.
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7.4 Chapter Contributions

To the best of our knowledge, there has been no DDoS detection system implemented through

a distributed system based on deep learning classification algorithms. This chapter provides

the following contributions:

• Develops a framework for DDoS attacks detection in a distributed cluster approach based

on Spark.

• Evaluates the accuracy, precision and Recall for different depths of the usedMLP network

architecture.

• Establishes the feasibility of a Deep Learning approach for DDoS detection applications.

7.5 Methodology

7.5.1 Overview

Fig. 7.1 shows the components and the workflow of the system. The proposed method consists

of the intersection of two areas of knowledge, DL and a distributed cluster consisting of Apache

Spark and Hadoop. We propose an intrusion detection system based on filtering incoming

packets to identify anomalous (malicious) patterns. The system objective is to achieve two

primary goals: delivering high accuracy of detecting DDoS attacks while being able to handle

huge amounts of data coming into the system. The system works through the following steps:

1. Initially, the system is trained with a large dataset, as described in Section 7.6.3, using a

deep MLP algorithm with the configuration specified in Section 7.5.2.

2. The model is saved in HDFS where it is ready to classify incoming traffic.

3. If an incoming packet is classified as a DDoS attack, it is removed from the stream, la-

belled as an attack packet, and stored in HDFS in the Recent DDoS attack dataset.
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Figure 7.1: Framework components and workflow

4. To avoid high storage processing overhead, there is a threshold value that determines how

much data can be stored.

5. When the threshold is reached, the Recent DDoS attack dataset is merged with new nor-

mal traffic in the trace of the primary dataset.

6. The DL classifier is retrained to produce a new model that replaces the previous model.

7. The Recent DDoS attack packets, which were merged into the primary dataset, are re-

moved, and the process repeats starting at Step 2.

7.5.2 Deep Learning Application to DDoS Filtering

One relevant characteristic of deep learning networks is that they do not require feature selec-

tion, as the algorithms have enough representational power to learn all patterns and relation-

ships amongst the training data, without the need to enhance some features above others. The

raw data are enough for the deep network to discover data patterns, particularly if the data are
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provided in large volumes.

The datasets used in the experiments have been obtained from the Center for Applied In-

ternet Data Analysis (more details are in Section 7.6.3). Most of the datasets available are not

public due to security issues, and when published (like the KDD different datasets, the UNSW-

NB15 or the CICIDS [92]), they are highly anonymized.

For this problem, an MLP approach has been selected for experimentation with different

datasets and network parameters.

An MLP, also known as a Feed Forward Network (FFN), is a network in which all its layers

are connected, and information flows from left to right. Its structure is based on using the

perceptron as the basic block to build the network by stacking perceptrons in the form of layers.

The MLP networks have several components that define the network capability to represent a

specific set of data. These components are:

1. Number of layers

2. Number of neurons in each layer

3. Activation function on each layer

There are other components that have to be defined and that affect the network behavior.

1. Cost Function

2. Optimizer algorithm for the Back-propagation phase

3. Learning rate

4. Drop percentage of connections on each layer

Other mechanisms that can be tuned for training are early stopping or dynamically changing

the learning rate. The specific parameters tested can be found in 7.6.4.

The DDoS filtering problem can be defined as a binary classification task, and the algorithm

definition for this case has some specific characteristics. The output layer will be a two neuron
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layer, where each neuron will generate a number between 0 and 1. This two-dimensional vector

R = [x,y] will be translated into a class equation (7.1).

Class = arg max(Ri) (7.1)

The output of the Equation 7.1 is 0 or 1 (0: normal packet, 1: attack packet).

The implementation of our system has been carried out using the Elephas library [104] to

link the distributed system to the DL engines Keras and Tensorflow.

7.6 Experiments and Evaluation

7.6.1 Evaluation Methods

The evaluation was conducted in two main steps:

• Analysis of the DL algorithm performance when using different neural configurations

and different datasets sizes.

• Analysis of the DL algorithm training time and testing time.

7.6.2 Experimental Settings

A testbed consisting of an Apache Spark cluster, which has a master machine and three worker

node machines, was set up to examine the proposed system. All worker nodes are identical in

hardware, having a Core i7 CPU and 16 GB RAM and 500 GB of HHD, Linux Ubuntu 18.4, and

with Apache Spark and Hadoop versions 2.4.3 and 2.7.3, respectively.

7.6.3 Dataset

The original dataset containing real-world internet traffic was obtained from, CAIDA [42]. The

dataset was used to generate a binary dataset in the LIBSVM format (a format used in SPARK

clusters in which each line represents a labeled sparse feature vector). This data format has
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the form of {xi , yi}, where i = 1.....n, in which x is a multi-dimensional input vector, and y {0,1}

represents the predicted result (0: regular traffic and 1: attack). The features were extracted

for UDP and TCP packets, respectively, using T-shark. The original dataset was duplicated

and split into seven different smaller datasets as shown in Table 7.1. The T-shark [43] was

used to extract the packets’ features from the network trace dataset. Most of the Anomaly

detection algorithms have to deal with a problem that arises from the data structure, the class

imbalance problem. This issue appears when the classes in a dataset do not have a homogeneous

distribution. The imbalance can be calculated using the following ratio [105]:

ρ =
maxi(∥Ci∥)
mini(∥Ci∥)

(7.2)

This ratio can be applied to multi-class datasets, and it indicates the maximum between-

class imbalance levels. In equation (7.2), Ci is a set of examples in class i, maxi(∥Ci∥) and

mini(∥Ci∥) return the maximum and minimum class sizes, respectively, calculated on all i

classes. A binary dataset which has two classes is much simpler, as it is obtained by divid-

ing the smaller class by the largest one. Table 7.1 shows the constructed datasets with the

number of rows and a quantification of the items on each class, showing the imbalance for each

one, with absolute values and a ratio ρ. The table also provides the short names (DB1, DB2,

DB3, DB4, DB5, DB6, DB7) that are used throughout the chapter to identify the datasets.

Table 7.1: Dataset sizes and class imbalance

Dataset Size Name Largest Ci Smallest Ci ρ
100,000 packets DB1 85,715 14,285 0.16
500,000 packets DB2 428,569 171,427 0.39
1 million packets DB3 857,121 142,852 0.16
2 million packets DB4 1,714,268 285,732 0.16
4 million packets DB5 2,391,579 1,608,418 0.67
6 million packets DB6 3,587,437 2,009,818 0.56
8 million packets DB7 4,783,098 3,216,902 0.67

From the analysis of the datasets, we can observe some imbalance, but, as has been noted
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in previous works [105], the class imbalance is heavily ameliorated if the number of examples

in each class is large enough. In this application, the number of attack examples is large, thus

avoiding the issues that come from the different class representations [106].

7.6.4 Deep Learning Model Architecture

A fully connected network has been chosen as a model. It shows very good representation

capabilities with a manageable number of parameters and good training stability. A Feed For-

ward Network, also called a Multi-Layer Perceptron network, is composed of multiple fully

connected layers with different numbers of neurons in each.

Table 3.2 shows 44 dataset features that are being used to define the input layer of the

network. In the experiments, the network has shown very good accuracy and precision results

based on the following parameters.

• Depth contained in three hidden layers.

• Number of neurons: 64, 128, 258, and 512 neurons.

• Use of Exponential Linear Unit (ELU) as an activation function.

• Adam as the backpropagation optimizer.

• Binary cross-entropy as the Loss Function, which is formulated by the equation (7.3).

Binary cross-entropy is a very efficient function for binary classification. Its formulation is:

L(y, ŷ) = − 1
N

N∑

i=0

(y ∗ log(ŷi) + (1− y) ∗ log(1− ŷi)) (7.3)

In (7.3), yi denotes dataset labels and ŷi are the predicted labels.

Most experiments were performed using either ELU a widely used activation functions that

have good gradient transfer properties for training optimization. It is defined by equation (7.4)
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.

ELU(z) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

z z > 0

α · (ez − 1) z <= 0

⎫⎪⎪⎪⎬⎪⎪⎪⎭
(7.4)

As can be seen in the ELU definition in equation (7.4), there is a parameter α that needs to

be chosen. Both activation functions are non-linear and have shown better results than the

traditional sigmoid activation function.

7.6.5 Performance Measurements

Performance of the DL algorithm is evaluated by considering the confusion matrix, which is

one of the statistical measurements widely used in evaluating a binary classification method.

Table 3.4 shows the confusion matrix that is being used to calculate the accuracy, false-positive

rate, and the true-positive rate. The DL algorithm used 70% of the dataset for training and 30%

for testing. The training and prediction times are calculated by using timestamps.

7.7 Results

7.7.1 Neural Network Performance

Remember that we configured the deep learning with three layers in which each layer has the

same number of neurons (i.e., one of 64, 128, 258, and 512). The lower the loss, the better

the model. Figures ( A.1, A.2, A.3, A.4, A.5, A.6, and A.7 ), presented in Appendix, show the

accuracy and the loss of the training and testing (i.e., validation ) for a different number of

neurons for DB1, DB2, DB3, DB4, DB5, DB6, and DB7.

Note that in each figure, there are eight sub-figures, two for each of the networks with the

different number of neurons being 64, 128, 256, and 512 neurons. Since there are 2 subgraphs

(one for training and one for testing accuracy) for each of the number of neurons used, there

are eight subgraphs in each of the five figures.

In general, the higher the number of neurons, the higher the accuracy achieved. Noticeably,
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the size of the dataset has a direct impact on the accuracy in which the more samples used in

the dataset, the more accurate the prediction.

It can be observed in the functions with the small datasets that training overfits due to the

lack of examples in training.

7.7.2 Classifier in ROC

Figure 7.2 shows the ROC plot for a different number of neurons in different dataset sizes.

The ROC plot represents the relationship between the False Positive Rate and the True Positive

Rate. As can be seen in Fig. 7.2, the predicted accuracy increases when training the model with

a larger dataset (i.e., the larger the dataset used to train the model, the higher the prediction

accuracy), and that it also increases within the same dataset size when the number of neurons,

or layers, increases.

7.7.3 Training Time and Testing Time analysis

Table 7.2 shows a comparison of the training times for different datasets in different neuron

configurations. Figure 7.3 shows a respective comparison view of training times. The training

time increased dramatically when the dataset size is increased.

Table 7.2: Training time in seconds

Dataset Neuron size
64 128 258 512

DB1 188 195 322 812
DB2 766 1561 1593 4041
DB3 525 911 1932 3062
DB4 1761 2016 3223 7437
DB5 1928 1838 3625 10378
DB6 1880 2039 5324 12024
DB7 1916 5747 10709 15507

Table 7.3 shows the prediction times in seconds. Figure 7.4 shows a respective comparison

view of prediction times. The process of DDoS attack prediction requires a large number of
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Figure 7.2: ROC view of different datasets for the same DL configuration.

packets at the same time period. Therefore, evaluating the prediction time is important to the

model’s performance. The prediction time is directly proportional to the size of the testing

dataset.

7.8 Discussion

In recent years, many researchers investigated machine learning algorithms as a solution to

DDoS attacks problems [107]. However, most of these solutions are evaluated using small

datasets [91,108,109]. Using small datasets in machine learning problems, in addition to pos-

sible overfitting, may also prevent generalization of the results [110]. Several studies have

investigated DL algorithms for a DDoS attack detection system in [17, 77–84]. In this chapter,
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Table 7.3: Prediction time in seconds

Dataset Neuron size
64 128 258 512

DB1 0.88 0.89 1.15 1.94
DB2 4 5 6 20
DB3 4 7 16 32
DB4 17 15 30 64
DB5 29 43 53 69
DB6 50 42 61 156
DB7 37 70 96 198

Figure 7.3: Training time comparison for different DL configuration

the main objective was to use DL for DDoS detection with a large dataset that is processed by

using Spark and Hadoop.

The results of our experimental evaluation show that the network with the highest number

of neurons (i.e., 512 neurons) not only has a high accuracy but also that its high accuracy is

achieved with fewer number of epochs. However, the model training times are higher.
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Figure 7.4: Prediction time comparison for different DL configuration

7.9 Chapter Conclusion

Deep Learning in general and deep neural networks in particular, with their ability to work

with very large sets of data, are becoming relevant tools to be included in the intrusion de-

tection systems. Deep Learning systems are a good fit for DDoS detection tasks due to three

main reasons: (i) ability to represent complex relationships in the data, (ii) capability to per-

form classifications without a feature extraction process, which makes it potentially suitable to

create self-evolving systems; and (iii) capability to use and exploit massive datasets.

In this chapter, we propose a DDoS detection system based on a deep learning method

supported by a distributed cluster system. The objective is to handle large amounts of incoming

data while obtaining a powerful detection system, supported by Apache Spark and a Hadoop

cluster, in order to achieve highly accurate classification.

Different datasets with varying size are used to simulate the data training and processing.

The system accuracy, and training and the prediction times in experiments were recorded in
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experiments and reported. The results show that the system provides higher performance when

the training dataset is larger and thus confirming our initial assumption on the importance of

dataset size for building accurate classifiers.

7.10 Limitations and Future Work

We implemented our system in Spark and Hadoop using YARN in the cluster mode, with the

Elephas library [104] to link the system to the DL engines Keras and Tensorflow.

1. To improve algorithm speed, the integration of one or several GPU’s in the cluster is

necessary and should be carried out in future implementations.

2. In a deep learning algorithm, many parameters have an impact on the performance. Tun-

ing these parameters is a critical phase for applying deep learning in the real world. As

the libraries used have limited support for hyperparameter searching, more sophisticated

algorithms with better hyperparameter optimization approaches, such as Bayesian opti-

mization [111], should be used.

3. As DDoS attacks evolve over time, the classification algorithm used for prediction has to

evolve as well. The development of novel techniques to allow the algorithms to identify

attacks that are not present in the training dataset is a direction of work that could bring

great benefits to the field. Applying non-supervised hybrid approaches for deep learning

can help defend assets against new types of attacks.

4. The lack of datasets for training in this area is always a concern. Owners of assets that

are targets of DDoS attacks generally prefer to avoid attacks’ publicity and are reluctant

to share the network traffic data. For this reason, the development of synthetic datasets

that could be used for training is a future area of work. Using Generative Adversarial

Networks (GANs) to generate new data, without the imbalance issue, should benefit gen-

eration of new and improved detection systems.
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Conclusion and Future Work

8.1 Conclusion

DDoS attacks have been launched against many organizations, resulting in severe impacts.

While researchers have been attempting to tackle DDoS attacks, the solutions put forth thus

far have not been effective against DDoS attacks. In this thesis, we enrich the field with a

number of frameworks with different objectives.

Chapter 2 of this thesis provides background of DDoS attacks and existing proposed solu-

tions. In Chapter 3, we provide background on the evaluation approach we used, including the

datasets, experiments, measurements, and distributed system we used. In Chapter 4, the thesis

presents the first proposed framework in which the GB classification algorithm and Spark dis-

tributed system were introduced. The objectives were to provide a lightweight framework that

effectively classifies traffic and can be trained quickly. The results were promising in that us-

ing the distributed system, in particular its potential for increased storage and computational

resources, can be exploited to improve the performance of classification.

In Chapter 5, we investigate a novel framework that uses fuzzy logic to dynamically select

the best classifier, from a set of prepared classifiers, to be used on incoming data stream. The

framework was evaluated in terms of accuracy achieved by the selection process and effective-

ness of the Fuzzy logic, and the results show that fuzzy logic selection is effective in leading to

improved overall accuracy.

In Chapter 6, the thesis further improves the accuracy of the classification by closely exam-

ining the dataset features in terms which features should be used for classification. A frame-

work is proposed that utilizes a number of different feature selection algorithms that are used

108
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to improve both the adapted classification algorithms’ accuracy and to reduced the training

time. Finally, in Chapter 7, the thesis investigates the application of deep learning algorithms

to classify DDoS attacks. Although we obtain improved accuracy with deep learning, training

time delays are not the lowest. However, combining the distributed systemwith the deep learn-

ing algorithm empowers the leverage of a large dataset that should promote the generalization

of outcomes.

8.2 Future Work

Dealing with DDoS attacks is indeed a difficult problem to which many approaches have been

investigated. We investigated several novel approaches with the objective to improve the per-

formance of classifiers and reducing the training and classification delays. Our approaches

show promise in improving the performance of classification and reducing overhead delays,

but, as with other research results in this difficult problem, it does not appear that the solution

to the problem will be achieved by applying a single approach, but rather that the solution is

likely to be achieved by a careful synergistic of a number of approaches and solutions. This

is not surprising considering the increased sophistication of attacks and also the complexity

of the infrastructure in which they are launched. Thus, further research is required to obtain

improvements in performance and speed of attack detection. In this section we first offer our

opinion on future directions in terms of several key aspects that we feel need to be investi-

gated in order to gain further improvements. Following this we offer specific suggestions on

extending the frameworks proposed in this thesis.

8.2.1 Future Directions

1) It is generally accepted that increasing the size of the training dataset leads to improved

accuracy. However, increasing the size of training data also increases the requirements

on the computational and network resources. Following are specific points for future

research direction.
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a) First, further efforts are need to obtain larger traces containing larger variety of at-

tacks so that researchers have larger volumes and variety of data to build and test

solutions. As obtaining real-attack traces is difficult due to reluctance of the victims

to release such data, the development of synthetic datasets for training is a future

area of work.

b) Further research is required on how to best exploit distributed computing approaches

in order to provide sufficient resources to process the large training and perform

classification while keeping the delays minimal for fast DDoS attack detection.

2) All approaches appear to have certain key parameters, such as thresholds, that affect the

performance and delays. Further investigation on the sensitivity of the results on such

parameters is required to build confidence in the proposed solutions.

3) Many approaches have been investigated and compared. Production ready approaches need

to be built with sufficient and reliable information describing in which conditions they

should be applied and what kind of classification performance and delays are to be ex-

pected. Furthermore, a systematic method must be developed to decide which of the

available approaches should be applied under which circumstances.

4) Feature selection has been used extensively in machine learning approaches to reduce the

size of training data in order to improve the classification performance and reduce delays.

However, the approach suffers from the risk of overfitting. Further research is required

to understand the effects of feature selection better.

5) Deep Learning approaches have become prominent and have been used in DDoS detection

systems. Further research on their application to the DDoS problem is required as the

datasets and their processing requirements are massive.
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8.2.2 Extending Work on Frameworks

Chapter 4: The parameters of classification algorithm need to be tuned effectively. Multi-

objectives function, such as those presented in [111] may be suitable for that purpose and

should be investigated.

Chapter 5: The system evaluation was carried out in an efficient way in which a number

of aspects have been evaluated. However, we intend to conduct further research for a better

understanding of the deployment aspect.

Chapter 6: The Features Selection is an essential aspect of the machine learning training phase

for both the model performance as well as training time. Further invitations for a different FS

on this aspect is required.

Chapter 7:

1. We used Elephas [104] in distributed platform (Spark and Hadoop). However, there are

many frameworks, such as using TensorFlowOnSpark [112], that can and should be in-

vestigated for that purpose.

2. To further improve the effectiveness of distributed platform, the use of GPUs in the cluster

should be investigated.

3. As DDoS attacks evolve over time, the classification algorithm used for detection has

to evolve as well. The development of novel techniques to allow algorithms to identify

attacks that are not present in the training dataset is a direction of work for the future

that could bring potential benefits to the field.

Finally, transfer learning is an interesting area of research that can be applied. Pan and

Yang [113] have discussed most of the works of transfer learning. The idea of transfer learning

is to use earlier labelled data to present new data. The main gain with transfer learning is the

reduction in the cost of class re-labelling. Therefore, applying transfer learning is worth the

investigation to the problem.
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Appendix A

A.1 Spark and Hadoop configuration

In this Section, we provide a brief instruction to configure a Spark and Hadoop cluster as well

as how to submit an application to the cluster.

A.1.1 Java Installation

Spark support three languages: Java, Python, and Scala. We choose to implement our prototype

using Java language. Below are the command lines to install Java.

Install Java

$ sudo apt−get update

$ sudo apt−get upgrade

$ sudo apt−get i n s t a l l openjdk−8− jdk

$ sudo update−a l t e r n a t i v e s −−conf ig java

A.1.2 Spark Installation

Below are the command lines to download and install Spark.
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Install Spark

$ g i t clone g i t : / / github . com/apache/ incubator$

−spark . g i t

$ t a r zxvf spark −2 . 2 . 0 . tgz

$ mv spark −2.2 .0

A.1.3 Spark Configurations

Here is how to setup the Spark environment variable.

Set environment variable SPARK_HOME

$ cd \~

$ sudo nano . bashrc

# Add the next l i n e t o the end o f th e f i l e

export SPARK_HOME=" /home/Linux−User/ spark −2.2.0−bin−had$

oop2 .7/ "
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A.1.4 Spark files system configuration

In this section, we present the spark and hadoop files system that are configured.

Configuration of core-site.xml file

<conf igura t ion>

<property>

<name> hadoop . tmp . d i r </name>

<value> /opt /hadoop_data </value>

</property>

<property>

<name>f s . de fau l t . name</name>

<value>hdfs : //192 .168 .1 .1 :9022</value>

</property>

<property>

<name>f s . defaultFS</name>

<value>hdfs : //192 .168 .1 .1 :9022</value>

</property>

<property>

<name>dfs . permissions</name>

<value>f a l s e</value>

</property>

</ conf igura t ion>
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Configuration of hdfs-site.xml file

<conf igura t ion>

<property>

<name>dfs . r ep l i c a t i on</name>

<value>1</value>

</property>

<property>

<name>dfs . data . d i r</name>

<value>/usr / l o c a l /hadoopdata/hdfs /datanode</value>

<f i n a l>true</ f i n a l>

</property>

<property>

<name>dfs . name . d i r</name>

<value>/usr / l o c a l /hadoopdata/hdfs /namenode</value>

<f i n a l>true</ f i n a l>

</property>

</ conf igura t ion>
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Configuration of spark-env.sh file

# ! / usr / b in / env bash

HADOOP_CONF_DIR=/usr / loca l /hadoop/ e tc /hadoop

# Options read in YARN c l i e n t mode

SPARK_EXECUTOR_INSTANCES=4

SPARK_EXECUTOR_CORES=10

SPARK_EXECUTOR_MEMORY=2G

SPARK_DRIVER_MEMORY=9G

#\−−−−−−−

JAVA_HOME=/usr / l i b /jvm/ java −8−orac l e / j r e

#\−−−−−

SPARK_MASTER_IP=192.168.1.1

Configuration of slaves file in the master machine

# A Spark worker w i l l be s t a r t e d on each o f th e l i s t e d

# machines below .

192 .168 .1 .1
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Configuration of slaves file in the slave 1 machine

# A Spark workers w i l l be s t a r t e d on each o f th e l i s t e d

# machines below .

192 .168 .1 .1

192 .168 .1 .2

192 .168 .1 .3

. . . . . . .

. . . . . . .

Configuration of slaves file in the slave 2 machine

# A Spark workers w i l l be s t a r t e d on each o f th e l i s t e d

# machines below .

192 .168 .1 .1

192 .168 .1 .2

192 .168 .1 .3

. . . . . .

. . . . . .

A.1.5 Maven Installation and Configurations

Recall that Jar files are required to submit an application to spark cluster. In order to build a

Jar file from Java project, we install and configure Maven.
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Maven download

$ cd /opt /

$ wget http : / /www−eu . apache . org / d i s t /maven/ma$

ven −3/3.3 .9/ b ina r i e s /apache−maven−3.3.9− bin . t a r . gz

$ sudo ta r −xvzf apache−maven−3.3.9− bin . t a r . gz

$ sudo mv apache−maven−3.3 .9 maven

Maven Installation and Configurations

$ sudo apt−get i n s t a l l maven

$ mvn −−vers ion

Create jar file

$ cd MyAppication/main/ D i r e c t o r i e s /

$ mvn package

$ mvn clean i n s t a l l

A.1.6 Open ssh-server Configurations

In order to build a cluster, we need to connect the machines with passwordless ssh connection

between Master and all node machine.

Install openssh-server

$ sudo apt−get i n s t a l l openssh−server
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Generate new public-private key pair

$ ssh−keygen − t r sa

Adding the key to authorized keys list on each machine

$ ssh−copy− id user@user−xubuntu

A.1.7 Spark Initializations

Here are the command lines to start and stop both the master and slave machines.

Start the master and the slave machines in Spark Cluster

Master$ . / sbin / s t a r t −master . sh

Worker1$ . / sbin / s t a r t −s lave . sh spark : //192 .168 .1 .1 $

:7077

Worker2$ . / sbin / s t a r t −s lave . sh spark : //192 .168 .1 .1 $

:7077

# We can a l s o s t a r t a l l machines a t once from master machine

Master$ . / bin / s t a r t − a l l . sh
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Stop the master and the slave machines in Spark cluster

Master$ . / sbin / stop−master . sh

Worker1$ . / sbin / stop−s lave . sh spark : //192 .168 .1 .1 $

:7077

Worker2$ . / sbin / stop−s lave . sh spark : //192 .168 .1 .1 $

:7077

# We can a l s o s t op a l l machines a t once from master machine

Worker$ . / bin / stop− a l l . sh

A.1.8 Hadoop Initializations

Start the master and the slave machines in Hadoop cluster

Master$ . / sbin / s t a r t −master . sh

# Within node # 1

Worker1$ . / sbin / s t a r t −s lave . sh spark : //192 .168 .1 .1 $

:7077

# Within node # 2

Worker2$ . / sbin / s t a r t −s lave . sh spark : //192 .168 .1 .1 $

:7077

# We can a l s o s t a r t a l l machines a t once from master machine

Master$ . / bin / s t a r t − a l l . sh
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Create dictionary in HDFS

# Crea t e d i c t i o n a r y in HDFS

$ hdfs dfs −mkdir −p /usr / loca l /hadoopdata/$

path/DictionariesName

Remove dictionary from HDFS

# Remove d i c t i o n a r y or f i l e from HDFS

$ hdfs dfs −rmr /usr / loca l /hadoopdata/hdfs /$

datanode/FileName

Copy dictionary to HDFS

# Copy data to HDFS

$ hdfs dfs −copyFromLocal − f / Source /path$

/ f i l e /Dest inat ion /path/ f i l e

A.1.9 Spark application submission

Submit an application to the cluster

$ . / bin / spark−submit −− c l a s s MainClaas −−mast$

er spark : //192 .168 .1 .1 :6066 −−deploy−mode c lu s t e r hdfs : $

/// usr / loca l /hadoopdata/hdfs /datanode/MainClaas . j a r
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A.2 Neural Network Performance

In this section, part of the evalution of Chapter 7 are presented. Figures ( A.1, A.2, A.3, A.4,

A.5, A.6, and A.7 ) show the accuracy and loss of the training and testing (i.e., validation ) for a

different number of neurons for DB1, DB2, DB3, DB4, DB5, DB6, and DB7.

Figure A.1: Accuracy and loss function for train and test datasets of DB1.
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Figure A.2: Accuracy and loss function for train and test datasets of DB2.
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Figure A.3: Accuracy and loss function for train and test datasets of DB3.
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Figure A.4: Accuracy and loss function for train and test datasets of DB4.
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Figure A.5: Accuracy and loss function for train and test datasets of DB5.
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Figure A.6: Accuracy and loss function for train and test datasets of DB6.
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Figure A.7: Accuracy and loss function for train and test datasets of DB7.
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