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Abstract

The purpose of this research is to design an OFDM system to aggdbr an underwa-
ter acoustic environment. In this study we face several chhahges such as decreasing
multipath and Doppler e ect and increasing the capacity of tle system. We use
an LDPC and repetition coded sytem to equalize the channel thout using high-
complexity equalization algorithms. By designing an itettéave cancellation loop, we
iteratively cancel interference and Doppler e ect in timevarying channels. In addi-
tion, in order to increase the capacity and to improve the sysm performance, we
added more hydrophones to the receiver. Finally, in order ton¢rease the transmis-
sion rate, we expand our model to multiple-input multiple-atput system by adding
more users to transmit their data.
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Chapter 1
Introduction

In this thesis, we introduced an OFDM system using LDPC and regdition code,

an iterative cancelation loop and applied this system to a sg-analytical channel

modeling of an underwater acoustic environment. The purpesof designing such
a system is to cancel the Doppler spread e ect, detect the sigl in the presence
of multipath e ect without using complex equalization mettods and increase the
capacity. The re ections of acoustic signals from the seadace and bottom and the
refraction of signals by the spatially varying sound speed ithe water column results
in multiple propagation paths. Moreover, the biggest conibution of the random

Doppler e ects on the channel are due to surface gravity wasgand, combined with
motion-induced Doppler shifts, present the dominant souecof Doppler e ects.

PN Seq. OFDM
Gen. Encoder Modulator

| Error Rate Model Equivalent
| calculation Parameters Channel
Model

Iterative
Demodulation
and Decoder

Figure 1.1: Block diagram of the SISO system.

Progress in this area concentrates on the following highlits: We designed a
single-input multiple-output transceiver, 1. In this sysem we added OFDM modula-
tion as a multicarrier modulation method. A large number of gbcarriers carry data
on parallel data streams. The advantage of OFDM is to addresgweral problems

1
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such as fading due to multipath while in conventional commueation systems these
issues were very challenging. Moreover, by a single matrixutiiplication we can
equalize a frequency-selective channel. We have also addedLDPC coded system
as coding system, especially the high-rate IEEE 802.3an (8P code. Experiments
with this code have, however, revealed that this particulacode may not be ideally
suited to the highly dynamic acoustic channel since it is vgrsensitive to outages of
symbols. We designed other LDPC codes that also are tested fuitability. More-
over, a low-rate, high-diversity repetition coded systeman equalize the channel very
successfully, and examples are shown in this thesis. Bothsggms assume that the
transmission channel iknown exactly An iterative cancelation loop was implemented
for both systems, which allows to iteratively cancel integfrence without resorting to
high-complexity equalization algorithms. In addition, inconventional wireless com-
munications, a single transducer is used at the transmitteaind a single hydrophone
at the receiver.

In the rest of this thesis, a combination of multiple hydropbnes is considered and
their bene ts are quanti ed. We consider single-input multple-output (SIMO) sys-
tems, with a single transmit transducer and multiple rece® hydrophones. Moreover,
SIMO helps to improve the system performance by increasingannel capacity and
spectrum e ciency. Finally, we expand the SIMO system into a MMO and explain
its performance.



Chapter 2

Orthogonal Frequency-Division Multiplexing (OFDM) and
Channel Model

Orthogonal Frequency Division Multiplexing (OFDM) is a multi carrier modulation
and it can be considered as a multiplexing method. In OFDM we vide the signal
bandwidth into parallel subcarriers. Dividing channel inb smaller subchannels makes
OFDM signal more robust against frequency selective fadingn OFDM transmission,
the transmitted signal is generated from data signals of €N symbols that are de-
ned in the frequency domain, and then transformed via a disete fourier transform
into a sequence of time-domain samples. These are typicadlygmented by a cyclic
pre x of size M N. For details see [1]. ifN M as in the usual case, the rate
loss due to the insertion of the cyclic pre x is minimal. On tle other hand, the cyclic
pre x has the advantage of converting complex intersymbohterference channels into
much more managable diagonal vector channels as outlineddye.

The output samples in the time domain, denoted by, after adding and removing
the CP, can be written in time-domain vector form as [5]

y = Hx + (2.1)
where 2 3
fq fL fo
H=8f @ . f; (2.2)
f|_ fl
1:L fL 1 f1

and x is the vector ofN time-domain samples that result from the DFT operation

3



Figure 2.1: Tapped delay-line model of the same multipath fading chanhe

on the original frequency-domain symbolX . The vector is additive channel noise.
The coe cients f; are complex values that represent tap values the discrete FIRer,
Figure 2, that describes the transmission of the time-domaisamplesx through the
channel. Due to the addition of the cyclic pre x,H is anN N circulant matrix.
The discrete fourier transform diagonalizes all circulanmatrices and we obtain the
frequency-domain expression after the DFT given by

Y = FMy
= F'HF (y+ )
= HOX + (2.3)
where 2 3
H[O]
H® = FHHF :§ Z (2.4)

HIN 1]

is adiagonalfrequency gain matrix [5]. However, in the case of rapidly timselective
channels, typical of acoustic underwater channels, the foer transform in (2.4) pro-
duces o -diagonal elements since the rows of the time-domaimatrix (2.2) are no
longer exact shift of each other as the equivalent lIter tap @e cients f; become
time-, and therefore row-dependent. These o -diagonal efeents are, in fact, inter-
channel interference (ICl), in the sense that signaX; causes responses iy where
j =i i%andi®are the indices of the neighboring frequences that are \carhinated"
by the signal X;.

As a general rule-of-thumb we know that the delay spread in thehannel translates
into the uctuations of the diagonal and upper/lower diagonds of H("), while the
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rapidity of the time-variations of the coe cients f;, or more precisely their doppler
spectrum, translates into the width of the band-diagonal ofl (). This OFDM system
is tested with a \ ve-path” test channel model with impulse responses at the discrete
time n = 0 carrying 30% of the energy followed by other impulses caing 30% of
the energy atn =3, 20% atn =6, 10% atn =9 and 10% atn = 12. This standard
delay power pro le is shown in Figure 2.2.

Additionally, each path is modeled as a fading process with adppler power spec-
trum created by a stretched exponential function. The chargls we simulate use the
stretched exponential model with a stretching exponent = 1, i.e., the two-sided
exponential function is used, with the Doppler power speaim

Se()= ;e (2.5)

where is the Doppler frequency and is the root-mean-square doppler spread.
Analogous to the mean relaxation time in time-domain exponéal models, can
be called the \mean relaxation frequency" of the Doppler posv spectrum. A higher
mean relaxation frequency means higher Doppler frequers@re present in the chan-
nel, causing a wider Doppler power spectrum.

This channel model is a semi-analytical model, and as suchsames that we have
acquired frame synchronization. We will also assume that ¢hchannel is known ex-

actly.

The channel model does capture the time variability of the @nnel, which expresses
itself in o -diagonal terms that appear in the frequency-dmain channel matrixH ().
These o -diagonal terms constitute inter-channel interfeence (ICI). Figure 2.3 shows
the magnitudes ofH () for a relative rms Doppler spread number ofi= NT ¢ = 1.
This would imply that the coherence time of the channel.,, 1=(NTs), hence the
ICI components. This channel presents a signi cant problerfor conventional signal-
ing methods.

We present an iterative equalization system that can commicate e ectively over
this channel, as well as channels with much larger rms Doppleumbersa > 1.
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Figure 2.4 shows some examples of the time variations impredsy various doppler
models on theN = 1024 samples of a single OFMD frame.
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Figure 2.3: Frequency gains of doubly dispersive fading channel as usedthis
thesis.



\
; / \ ~ o]
3 3/ /\\ o~ ’\/ \ N q/ \ / ’ N j'/ \/\ )“ \ f\ \( ‘\
V\// ”s \ J f L Y \ ) | J" \/ \ J‘A\ /‘/ | M\ | ‘\ N w‘/\

2 2 \/ \ / \ | 2 Vol Y \ "‘\ | | \/\‘w | [V \

\/ \/ Vo / |
1 1 \ r/ 1 ‘V/ v ‘\ | v \ ]

| |
|

0 0 0
0 100 200 300 400 500 600 700 800 900 1000 O 100 200 300 400 500 600 700 800 900 100C O 100 200 300 400 500 600 700 800 900 1000

(@) (b) (©

5 [\ /\‘ A=127 {5 | I a=2 st H‘A 5
\

\w{
‘H M‘ Pf

“‘H M\
‘ "\“ ‘ J\ M
'LwJN” \ ‘ I “

IS
IS
—
IS

w

I \
\‘\U\ \

I
gl w% i

~

il
'{'

-

H
-

0
0 100 200 300 400 500 600 700 800 900 1000 O 100 200 300 400 500 600 700 800 900 100C O 100 200 300 400 500 600 700 800 900 1000

(d) (e) (f)

Figure 2.4: Examples of time variation throughout a single OFDM frame fodi er-
ent A.

20 20 20
18 181 18
16 16 16
A=0 A=05 A=1
14 14 14
12 12 12
10 10 10
8 £ 8
6 6f 6
4 at 4
2 2 2
0 0 0
40 30 20 10 0 10 20 30 4 40 30 20 -10 0 10 20 30 40 40 30 20 -10 0 10 20 30 40

(@) (b) (c)

20 20 20

18 181 18

16 16 16

A=1.27 A=2

14 14 14

12 12 12

10 10 10

8 8 8

6 6 6

4 4t 4l

2 2t 2

o | Il . o . . ] | . . ol

-40 -30 -20 -10 0 10 20 30 40 -40 -30 -20 -10 0 10 20 30 40 -40 =

(d) (e)

Figure 2.5: Histogram of doppler frequencies for di erenA's.



2.1 Channel Model of a Real Environment

In the previous section, we de ned a simple channel delay pl® to test our system.
In order to test our algorithm in a more realistic environmet) we use two channel
models: the rst one is a channel with correlated fading amanthe paths and the
second model has uncorrelated fading. When we transmit a s&nthe propagat-
ing acoustic wave reaches the surface and bottom of sea, véhéris re ected back
into the body of water, as illustrated in Figure 4.1. If the loations of the sea surface
that are hit by di erent propagating waves are in close proxnity|on the order of the
length of a typical surface water wave|, the re ected signak will be highly correlated.

We produce these channel models using the Bellhop modelimft&are, which is used
to generate the channel matrix for the power delay pro le ofach hydrophone. The

sound speed pro le data for shallow water for the Atlantic Oean and for St.Margarets
bay are used to produce the gains and delays of each path. Fig@.6 shows the power
delay pro le of ve channels for a 5-element receive array. fle maximum delay in

the echo arrivals is 80 T where T is the sampling time, that is, the inverse of the
sampling frequencyf s = 320 Hz. The channel macro parameters are

max = 80 Tg; fs=1=T; =320 Hz: (2.6)

We de ne H as the aggregate frequency-domain channel matrix, and thés are
the individual channel matrices. Furthermore,R, = H,"Hy is frequency-domain
correlation matrix for the k-th hydrophone. Figure 2.8 shows the matriR for a single
and the aggregate of the ve-element array for the uncorretd fading scenario. Due
to the smoother diagonal variation in matrix R of the system wh 5 hydrophones,
it has a better performance than the system with correlatedatling over all paths,
shown in Figure 2.7 which depicts thdR matrices for correlated fading case.

While nax de nes the frequency-selectivity of the channel, its timeaelectivity is
determined by the doppler spread of the di erent path. Dopgr e ects are caused
by motion of the TX or RX, or that of the medium itself, such as tke wave action.
We give this motion a time-dependent velocityw(t), which implies a time-dependent
Mach numbera(t) = 1 + v(t)=g wherec is the speed of sound in water.
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@)

(b)

Figure 2.7: R -matrix for uncorrelated fading., Figure 2.7(a): matrix R for one
hydrophone. Figure 2.7(b): matrixR for the entire SIMO system forA = 1, which

would be a heavy sea state. The transmitter is at 30 m and ve ldrophones are
between 30 m and 31.5 m depth.
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@)

(b)

Figure 2.8: R -matrix for correlated fading. Figure 2.8(a): matrix R for one hy-
drophone., Figure 2.8(b): matrixR for the SIMO system forA = 1, which would be
a heavy sea state. The transmitter is at 30 m and ve hydrophas are between 30

m and 31.5 m depth.
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A given transmit frequencyf. experiences a frequency shift dd(t)f,, and we de-
ne the rms Mach number by a;ns. The rms doppler spread of the carrier frequency
f¢ is thereforeamsf .. We normalize this by our system symbol frequency to obtain

i
A= af”“s © = amsfNT: 2.7)
sym

Typical values for A are in the range of [005 1], approximated by

Vimsf cNTs  depth
¢ TX-RX distance

(2.8)



Chapter 3

Single-Input Single-Output system (SISO)

In this chapter we study a single-input single-output transeiver and explain each
part of the system in detail. The iterative demodulation tebnique is also discussed.
Finally, we show the performance of the system.

3.1 Modulation and Demodulation

At the transmitter, encoded bits pass through a DQPSK or QPSKdlock which mod-
ulates the input signal using di erential phase-shift keyng (PSK). Then, the mod-
ulated symbols enter an inverse Fast Fourier Transform (iIFFT)and a cyclic pre x
(CP) is appended to the output sequence. At the receiver, &t the CP is removed
the FFT will be computed and the output signal passes through DRSK or QPSK
demodulation. This thesis will focus on coherent QPSK.

3.1.1 Log-Likelihood (LLR) Calculation

We begin with the calculation of the LLR computation for BPSkmodulated signal,
and then we extend the model to QPSK modulation. First, let

y=b+n (3.2)
whereb= 1, = P Es = P Ep, andnis N (0; 2). The LLR for this received signal
is given as

_ Pr(yjb=+1) _ expy+ )=2° _2
LLR =log Priyib= 1) log oy =22 SV (3.2)

For one-dimensional signals? = Ny=2, so we also write

P P
4B 4B,

LLR(y) = No No

(3.3)

For Gray-coded QPSK, there are two bits for each symbol. Thefore, for a received

13
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complex sampley = yo+ y1i = X + n= (lp+ i)+ n, wherely and b, are 1,

and mu = P 2=2. The LLRs of the individual bits are calculated using the fdowing
symbol numbering:

Binary Gray-Code kyb, 00 01 11 10
(=S = PP P P [P P

Complex QPSK Symbol| -2+ i-2 | Z+i-2| -2 2| 2+i2

Symbol Number 0 1 2 3

The LLR of bit ky is computed as, keeping in mind that the complex signal noise
variance equaldNg, that is, No=2 in each dimension:

) PI2) + PYi3)
PYIO) + P(yi1)
exp( (Yo )*=No) _ 4

exp( (Yo+ )2=Ng) N_oyo: (34)

( k)

SinceE; = 2E, =1, we have = P Ey, and
p_ P p_ P
4B, 22 4 E, 22
()= N, Yo T N Yo ()= Ng VT NG (3.5)

In our system the signal passes through the channel matrik which consists of diag-

onal and o -diagonal elements as in (3.10). In this case, thariance of the noise in

the denominator is aproximately the variance of the compleroise plus the variance

of the interference that results from the o -diagonal elem#s of the channel matrix:
ot = hoset = Not P

The QPSK demodulation block in Figure 3.6 generates approxate LLR values ac-

cording to

=

_ . . .2 . . 2 .
(D= —- minjx(b) y°~ minjx() vy~ : (3.6)

tot

This basic equation needs to be adjusted to the matched- ltechannel from (3.10)
by realizing that the noise samples; are both correlated and weighted. They have
the variance

E[ i i]: Rii tzot: (37)
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The LLR's across theN OFDM frequencies are then computed such that theth
symbol LL's are given by

(b = Ry 2, @L”JR"X(b) Yj TzlanR“X(b) Vi
!
_ R : y 2 _ y 2
) for Xr(TtLIQ) X Ri xr(rtlﬁl?) x(H) Ri ' (38)

This scaling of the LLRs is quite important. Furthermore, tre total variance 2,
needs to be adjusted throughout the iterations. Currently tfs is done by subtracting
the ideal received signal from the actual signal and compuag the variance of the
remaining noise and interference.

3.2 Repeat-Accumulate (RA) Codes

RA codes [2] can be viewed as a special type of serial turbo esd As turbo codes
they are the serial concatenation of two very simple compomecodes.

Figure 3.1 shows a block diagram of a non-systematic repeatamulate encoder in
serial concatenated form. The outer encoder is a simple re¢itien code with rate R =
1=gand the inner encoder is a rate-one recursive encoder witledack polynomical
1+ D, that is, an accumulator. The inner and outer encoders are g&rated by the
interleaver, and the overall code rate iR = 1=g Despite their apparent simplicity,
these codes perform very well, and for large block lengthschratesR = 1=q 1=3,
they have thresholds within 1 dB of the Shannon limit of the AVGN channel. The
overall code rate of this family of codes iR = r=(r + q) [2].

Accumulator

w — R =1=q > §+> >
Repetition Code A

Figure 3.1: Block diagram of a repeat-accumulate code encoder.
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A second type of codes are simple repetition codes, that ibetsame structure as
the RA code above, however, without the accumulator part. Té interleaver is still
there and required in order to operate the iterative canceian loop|[6].

3.3 The Matched-Filter Interference Channel

The received signal is rst passed through a channel matchelter ,i.e.,

Yom=HTY = H'HX + H? =RX + ° (3.9)

whereY . is the received signal after matched IteringR = HH " is the frequency-
domain correlation matrix and °= H" is Gaussian noiseN (0; 2R).

The i-th element of the received signal in (3.9) is given as

X p
Ymii = Ri X + Rij Xi+ i Rj: (3.10)

The purpose of the cancelation loop is to remove the o -diagal interfering terms
through iterated subtraction. This is the essence of \turbcequalization”, applied
here to the ICI frequency-domain acoustic channel.

The inner loop of the receiver in Figure 3.7 contains a soft-taut decoder, be that
an LDPC, or a repetition code decoder. There are two scalingerations that take
place in the inner loop: (i) The LLR scaling before and afterie soft-output QPSK
demodulator takes account of the diagonal gain values of tlkhannelR. (ii) The sec-
ond scaling occurs at the input to the interleaver, where theLR values are computed
using theexactsignal-to-noise and interference ratio (SINR), which is coputed using
the actual transmitted signal. Final designs will have to egnate this value, since the
transmitted signal is naturally not available at the receier.
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In the following, Figure 3.2 shows the bit error rate curves dhe repetition coded
system before adding iterative demodulation. This systers unstable for time-varying
environments.

Bit Error Probability (BER)
1

A=0.5

A=0.1

102

10 3
10 4 g Q oo

10° - S

10 6 | l \ | g ‘ |
0 5 10 15 20 25 E,=Ny [dB]

Figure 3.2: Repetition-coded BER curves for the dynamic and static ISlhannels.

3.4 Ilterative Demodulation

We use iterative cancelation methods to control the ICI thats generated by the time
selectivity of the channel, rst proposed for multi-user iterference resolution. In the
following, the structure of the iterative receiver will be @scribed. The hydrophones
and pre-ampli er in the receive array pass the signal throdga channel-matched lter.
The process requires that the channel is known. The output tfie matched lter,
Y me is then given asY ye = RX + %whereR = H"H and Cis the colored
noise, resulting from this operation. We also de ne the maites of the diagonal and
o -diagonal components ofR as

D =diag(R); Ro =R D: (3.11)

The iterative receiver consists of demapping, soft decodirand, soft remapping.
The received signal from the matched Iter passes through éhdemodulator and is
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decoded by the soft decoder. Then, the soft symbols producbky the decoder are
remapped and used to generate the signal which is a local replica of the transmitted
signal X . In case of QPSK symbols the real and imaginary components thie N -
dimensional vector of QPSK symbols form aXe-dimensional vector which is processed
by the soft decoder. We will call the de-mapping, error corotion decoding, and soft
re-mapping block thedecoderfor simplicity. The decoder outputs soft bit estimates
which are used to form the vectorc"’ of newly estimated soft QPSK symbols at
iteration i.

The interference cancellation block computes

YO v RoxP=rx+ 9 Rox"=DXx+R, (x x")+ (312

wherei represents the iteration index. In (3.12), the rsttermD X provides us with
the ICl-free signal where as the second term is the residuaterference term from the
o -diagonal components. The initialization of the iterative process starts from the
rst iteration when the decoder operates on the received melhed ltered vector Y )
to produce the rst soft-symbol vectorY "X Since we experienced some di culties
with the original LDPC code in the iterative system, we also bilt a system based
on repetition coding. This system has a lower coding rate anid more robust to
the fading events that caused the high-rate LDPC code to fafbr highly dynamic
channels witha > 0:1.

3.5 Simulation Examples

Simulations were run for two coding systems: (i) The high-ta (6,32) IEEE 802.3an
LDPC code, and, (ii) a low-rate repetition coding system. Bih coding strategies are
optimal in the limit, as explored in [6]. Figure 3.3 shows thegrformance of the LDPC
coding system on various static channels, that is, channelgthout time-selectivity,

and therefore without ICI. The curves AWGN QPSK and AWGN DQPX are the

reference BER performance of the code over additive Gaussiaoise channels with
and without di erential modulation. The various static BER curves refer to the ISI
channel discussed in Figure 2.2. Due to the strong ISI naturi,is evident that the

matched Iter is necessary for adequate performance. Usinghannel-matched lter,

of course, requires knowledge of the channel!
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Figure 3.4, on the other hand, shows the performance of the L@Pcoded system
over dynamic channels, that is, over channels with a non-zeMach numbera. We
note that the performance of the system is very good and essally equivalent to
the static performance up to Mach numbers of abouda  0:01. For larger Mach
numbers,, the performance quickly decays. The primary susgt of the code's inabil-
ity to handle larger Mach numbers, despite full knowledge dhe channel frequency
response matrixH (") is that this specialized code is very sensitive to outagesath
occur as a result multipath fading, see Figure 2.3.

Bit Error Probability (BER)
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[ ? 9 8 9 |
10 3¢ 2 .
4L .
10 % 9 3 ?
[ o Stati :., ]
10 5¢ ? i oo | DQ?’ISCK:': 6 4
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Figure 3.3: LDPC-coded BER curves for the static ISI test channel.
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Bit Error Probability (BER
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Figure 3.4: LDPC-coded BER curves for the dynamic ISI channel witiA = 0:01.

Figure 3.5: lterative cancelation and decoding loop [7].
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Figure 3.6: Iterative cancelation and decoding loop consisting of sedtecision error
control decoding and soft symbol re-generation.
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Figure 3.7: lterative cancelation system using a repetition coded symnh. The
Simulink le name is SemiFullOFDMReplterative.xls . The di erent colors indi-

cate di erent timing domains: Green runs at the transmit rae T;, red operates at
the iteration rate T, = T; =I.
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The signal that enters our iterative receiver is then the liear combination of the
individual signal streams, and we obtain for the-th iteration

o _Xoen X e e o X (i)
Y vE = YvEx = R’X + = Y MF Rox X+ (4.2)
k=1 k=1 k=1 k=1
where the individual noise terms combine into a noise term which has Ny times

the power of each individual noise term. Further we write

_ X+ X , X+ X ,
Yk = RiX Rox X+ =" (Di+ Rox)X Rox X+
k=1 k=1 k=1 k=1
X+ X+ 0
= DX + Ry X XV + (4.3)
k=1 k=1

While the iterative receiver only requires knowledge of theombined correlation ma-
trix R = i "M Ry, the preprocessors will require knowledge of the individlimatrices
Rk, which therefore will all need to be estimated separately.

The operation in (4.3), as discussed above, e ects maximuratio combining of
the received signals at the di erent hydrophones.

4.1 Receiver Operation

The output signal after the matched Iter of the k-th receive hydrophone chain is
given by (4.1). The maximum-ratio-combined received sighgoes through the can-
cellation and iterative decoding/demodulation block. Eqgations 4.2 and 4.3 show the
signal after thei-th iteration in the cancellation step. The rst term in 4.3 is the
signal term we are interested in, i.e., the self-correlatethta signals on the diagonal.
The second term is the residual interference term from the ediagonal IClI compo-
nents and the last term is channel noise.

Figure 4.2 shows the iteration variance evolution of the itative receiver as a function
of the iterations. If the SNR is too small, or the interferencéoo large, certain higher-
rate codes fail to converge. We will investigate this thresid point quantitatively in
future work.
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LDPC, R=3/4 A

LDPC, R=1/2

1 2 3 4 5 6 7 8 9 10

Figure 4.2: Normalized iteration variance of a SIMO system versus the nier of
iterations. The transmitter located at 10 m and ve hydrophaes at 10 m to 11.48
m. A=1and E,=Ny =7 dB.

We observe that as long as the system can converge, it will do guite rapidly within
a few iterations. The repetition codes system appears to beone robust, which is a
natural consequence of its interference resiliences [6].

4.2 Capacity Calculation

For any multiple-input multiple-output (MIMO) channels, w hich includes our OFDM
channels, the linear channel mixing matrixd can be decomposed via thsingular
value decompositior(SVD) into the product

H=uUv "

whereU 2 CN Nr andV 2 CNt Nt gre unitary matrices, i.e., UUH = UHU = Iy,,
and VW H = vHv = |,. The matrix 2 CN- Nt contains the singular values
f s;s=1;:::;Sg of H on its diagonal, which are the positive square roots of the
nonnegative eigenvalues dfiH " or H"H. Note that may not be a square matrix,
which simply means that the number of nonzero singular valsean be no larger than
the minimum dimension ofH, and is in fact equal to its rank.
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The overall rate in the system, which is obtained for the Gagsan{distributed in-
put symbols, is given by

X X 2p

R= Rg= log, 1+ -2°

S s=1

(4.4)
0

but requires that the channel is known at the transmitter. Heneforth we use the
variables s = 2 for the powers of the di erenteigen modesIn order to use the above
equation, the colored noise in (4.1) needs to be convertedwite noise. Accordingly,

we have

n #

X X X

E[ ° ¥ = E HE  « HH,o = HHE H H,
k kO k
X X
= 2 HPFH(= 2 Ry= ?R= 2CchcC (4.5)
k k
p

where 2 = Ny=2, R = CHC, C = U
R = Ur RrVrg. As aresult, noise can be whitened by

" r, and from the SVD decomposition,

C Y we CRx+cCc?t?oO

Y° = C !RX + N (0:1) (4.6)

where | is an identity matrix. Therefore, in (4.4) 2 are the singular values of
H=C !R.

Moreover, Ps in (4.4) is the power allocated to the di erent eigen modes, in such a
way that that Ps, E[jxs[n]j?], and the channel capacity is formally given by

xS <Ps
Ci = max log, 1+ 4.7)
P1iPs; Ng
Ps P S=1
. o P
where the total power allocated to the eigenmodes is limiteslich that (Ps  P. In

the case, where the channel is not known at the transmitterfte usual case for acoustic
system due to the fact that the roundtrip time typically exceeds the coherence time
of the channel, we seP; = P=N whereN is the number of subcarriers in on OFDM
symbol.
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Figure 4.3: Capacity of the channel from Figure 2.7 with uncorrelated fadg with
Doppler e ect: A = 1. The transmitter is at 30 m and ve hydrophones are between
30 m and 31.5 m.

The laws of large numbers states that the average of the resuffrom a large
number of trials is close to the expected value. Based on tHawv, as we increase the
number of hydrophones, the sum of diagonal parts of channehirices becomes close
to the expected value of the channel diagonal part. Theref®r as the power of the
each channel is normalized, the sum d®-matrices of these channels becomes at.
The performance of the at channel with unit expected values close to the AWGN
channel. Consiquently, as Figure 4.3 shows, the capacity diV® channels is close
to the AWGN channel in the uncorrelated fading scenario.

We can see from Figure 4.3 that even as few &k, = 5 hyrdophones essentially
transforms the channel into one with a capactiy close to thaof an ideal AWNGN
channel. This is due to the diversity ofN Ny = 1024 5 channels. Moreover,
compared with the curves in Figure 4.3, the capacity of the chaels with correlated
fading is less than uncorrelated fading, since in the coragéd case we lose the channel
diversity. Capacity results for the fully correlated chanel are shown in Figure 4.4.
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Figure 4.4: Capacity of the channel from Figure 2.8 with correlated fadm, A = 1.
The transmitter is at 30 m and ve hydrophones are between 30 mnd 31.48 m.

4.3 Simulation Results

In the following, we use two encoding methods to test the sysh: LDPC and repe-

tition encoding. Both methods are near optimal for cancelan systems as explored
in [6]. The bit error rate curves show that in the system with raltiple hydrophones,

the overall performance is better than that of a SISO systeneven with when we
normalize the received power. This is to be expected from Figs 4.3 and 4.4. Below
we measure this improvement in the channel as the energy @tof the diagonals of
the matrix R over the o -diagonal elements are calculated faa =5 and a=0:1.

A=5 SISO:MWMdeg = _1_=0:085 SIMO:ldag = _5_=0:192

Powero -giag 11:74 Powero _giag 25:99

—Nn. . Power s _ - n. . Power s _ . Nn.
A=0:1 SISOigte— = 2.=0:457  SIMO:pr 2% — = 2. =0:857

Powero -giag Powero -giag

The bit error rates below show the performance of the systerarfdi erent simulation
scenarios. Figure 4.5 compares the BER of a system with repieth and LDPC
coding andA = 0. The parameter A quanti es the Doppler e ect of environment,
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where A = 0 de nes a (quasi-) stationary channel. Figure 4.6 shows thBER for
di erent typical A values and uncorrelated fading, while the channel for Figuré.7

has correlated fading.

Bit Error Probability (BER)
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Figure 4.5: Bit error rates for the repetition coded system for AWGN and tatic
channel. The transmitter is at 30 m and ve hydrophones are lh@een 30 m and 31.5
m.
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Bit Error Probability (BER)
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Figure 4.6: Bit error rates for the repetition coded system forany value of A and
uncorrelated fading. The transmitter is at 30 m and ve hydrghones are between
30 m and 31.5 m.
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Figure 4.7: Bit error rates for the repetition coded system for severalalues ofA
and correlated fading. The transmitter is at 30 m and ve hydophones are between
30 m and 31.48 m.
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Bit Error Probability (BER)
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Figure 4.8: Bit error rates for the LDPC coded SIMO system with di erent rates and
di erent correlated Doppler e ects. The transmitter is at 30 m and ve hydrophones
are between 30 m and 31.48 m.
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Figure 4.9: Bit error rates for the LDPC coded SIMO system with di erent rates
and di erent uncorrelated Doppler e ects. The transmitter is at 30 m and ve hy-

drophones are between 30 m and 31.5 m.




Chapter 5
Multiple Transmissions

In order to increase the system rate, we may add more transnats to the system.
In the following we describe the performance of the system the presence of other
transmitters. The k-th transmitter's signal is given by

X

Y= Hixj+ (5.1)

j=1
whereN, is the number of users (transmitters). In order to detect thelata from the
j -th transmitter, we use a matched Iter usingHj;k = 1;::;Ny. The output of the
matched lter is then given

R Xr N 1

Yo = HjOkijXj + H,-OkHu(Xl + 0 (5.2)
k=1 k 18]

The output signal of each iteration of for thej -th user's signal is given

(i) X () Ne 1 0 (1)
k=1 k 18]
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5.1 Simulation Results

Below we show the performance of a MIMO system for di erent ennel types, cor-
related or uncorrelated fading, di erent transmitter distances, and di erent Doppler
e ects.

Figure 5.3 and 5.4 show that with an increase of the distance teen users, the
BER decreases, arguably because the channels become les#asj which allows the

receiver a better separation of the transmissions.

Using the Bellhop software, we change the location of the tramitters and pro-
duce di erent channel models for di erent users. Figure 5.2h@ws the channel delay
pro les for 2 di erent users while they are transmitting to the same receiver.

%10 %10
. . . . . . . . . . ;

4F 1 -4r

6 1 61

8 L L L L L L L L L L 8 L L L L L L L L L L
068 07 072 074 076 078 08 082 084 086 0.88 068 07 072 074 076 078 08 082 084 086 0.88

() (b)

Figure 5.2: Channel delay pro le for di erent location of transmitters. 5.2(a) is
related to the transmitted located at 10 m from the sea oor ad the transmitter of
gure 5.2(b) is at 30 m.
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Bit Error Probability (BER)
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Figure 5.3: Bit error rates for the repetition coded system for severalevtical dis-
tance of the rst user from the second one. First user is locateat 10 m and receiver
at 10 m. A =1 and the fading is correlated.
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Figure 5.4: Bit error rates for the repetition coded system for severalalues ofd
of vertical distance between the two transmitters, and foA = 0:5 and uncorrelated
fading. The rst transmitter is at 30 m and receivers are betwen 30 m to 31.5 m.
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Bit Error Probability (BER)
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Figure 5.5: Bit error rates for the repetition coded system for di erentvertical
distances between the transmitters and for di erent’'s and uncorrelated fading. First
user is located at 10 m and receive hydrophones are betweermi@nd 11.48 m.



Chapter 6

Conclusion and Future Work

The purpose of this thesis was to introduce an OFDM system andsiapplication
for an underwater acoustic environment.The system assumdéuht the transmission
channel is known. We used an LDPC and a low rate repetition ced system which
equalized the channel. We implemented an iterative cancalon loop to cancel in-
terference. In addition, instead of using a single transdac and single hydrophone,
which were used in conventional underwater communicatiolysems, we added more
hydrophones to improve the performance of the system. Themwe expanded our
model by adding more users to increase our data rate.

In this thesis, we assumed that the channel is exactly knownWe are in the pro-
cess of designing a channel estimation algorithm using timmeversal signaling. This
approach helps us to estimate the underwater channel when Wwave slow time vari-
ations. The next step is to estimate the channel when we haveone Doppler spread.
Moreover, using this system for data transmission in millieter wave would be the
next step.
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Appendix A

Simulation Packages and Supplementary Programs

A.0.1 Channel Model

In order to run the Simulink simulation program, various chanel matrices need to be
generated. First, the Bellhop software provides us with thehannel impulse responses
of the received signal. Using this information,MlodeL.run_MIMO _v2 |loadbellhop.m
generates the time and frequency domain versions of the clnah matrices.

The following program is an example of generating the charinmatrices for one
user and 5 hydrophones.

profile on

% MIMO, basic dynamic channel model, fixed analog
%tap delays, baseband

% no noise

% MIMO version, see far field channel model notes
% this script set up paramaters, runs the SetState function dr
% the modelto get the initial state

% then gets channel for a number of sample blocks
%

% author: Dmitry Trukhachev

% May 22, 2017

% May 23, 2017

% system parameters
% clear all;

% load 1km/example2000Hz40m .mat;
rng('default');

38



39

% Bandwidth in Hz

SysPara.B = 320;

% Sample time (OFDM symbol time will be N times larger ...)
SysPara.Ts = 1/(SysPara.B);

% carrier frequency

SysPara.fc = 2048;

ascal = 1;

% oversampling factor in time domain
SysPara.fostime = 1;
% oversampling factor in delay domain
SysPara.fostau = 1;

% Filter type

SysPara. Filttype = 'RC’';

% filter rolloff

SysPara.beta = 0.25;

% Total consumed bandwidth

SysPara.Btotal = SysPara.B (1+SysPara.beta);

% window size of quantized filter impulse response coeffients

% analog path delays given IN SECONDS

[SysPara.taual,index] = sort(arrinfo.delay(1:arr_.info.Narr));

%

% % normalize them per sample time, considering oversampgnfactor
SysPara.taual = SysPara.taual / (SysPara.Ts/SysPara.fdau);
SysPara.taua = SysPara.taual SysPara.taual(l);

% average path powers, not necessarily normalized

SysPara.h = arr_info .A(index);

% a : Shape parameter of the (stretched exponential)

%Doppler spectra (alpha)
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SysPara.a = arr_.info.NumTopBnc(index) ascal;

% a : Shape parameter of the (stretched exponential)
%Doppler spectra (alpha)

%SysPara.CorrFlag =

%0 0120056009 100013 14 00 17 18 0 0 21 22];
% number of paths

SysPara.Lp = length(SysPara.taua);

% average path powers, not necessarily normalized
SysPara.Pow = abs(SysPara.h).”2;

% number of paths

SysPara.Lp = length(SysPara.taua);

% departure angles for each analog path, given in radians
SysPara.Txangle = arr.info.SrcAngle(index) pi/180;

% arrival angles for each analog path, given in radians
SysPara.Rxangle = arrinfo.RcvrAngle(index) pi/180;

% angles extracted from the phases of the analog channel taps
SysPara.hangles(1,1,:) = angle(SysPara.h);

% MIMO parameters
SysPara.Nt = 1;
SysPara.Nr = 5;

% assume low spacing at the Tx side and full correlation
SysPara. Txspacing = O;

% assume low spacing at the Rx side

SysPara.Rxspacing = 0.32;

% compute delays and phases for all paths and Tx / rx pairs
[SysPara] = ChanModMIMO _DelaysPhasesyl(SysPara);
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% flag : normalize output average! powers to
%sum up to 1 (yes 1, no 0)
SysPara.Pownorm = 'yes';

if (strcmp(SysPara.Pownorm, ‘'yes'))
SysPara.Pow = SysPara.Pow/sum(SysPara.Pow);

end

% Sum of sinusoids para

SysPara.M = 200;

% a : Shape parameter of the (stretched exponential)
%Doppler spectra (alpha)

SysPara.a = ones(1,SysPara.Lp) .1;

% just for testing set the delay differences
%of the paths randomly and phases too

% simulation parameters

N = 1024;

% total number of samples to generate
% this number includes oversampling in time domain

SimPara.NumSamp = N; % even

% set the longest tap (cutoff) based on analog path delays
% the taps are every 1l/(SysPara.Ts/SysPara.fostau) secosd
%i.e. every over sample in the delay domain

SimPara.Lmax = N;

%SysPara.phi = rand(SysPara.Nt, SysPara.Nr);

% do we normalize the power of each fading path per OFDM symbdl
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SimPara.fadnorm = 'yes';

% testing the model

% set the initial state

[ State] = ChanMod_MIMO _SetStatev3(SysPara, SimPara);

%tic

% get the channel

% we just need one OFDM symbol

H = zeros(SysPara.Nt, SysPara.Nr, SimPara.Lmax, SimPar&umSamp);
[ State ,H] = ChanMod_MIMO _GetChanvl(SimPara, State ,H);

% translate into frequency domain

H1 = squeeze(H(1,1,:,:));

% circular shifts

% first flip the rows of Hl, the elements were going from left
%to right now they are from right to left

% transposition is used to exchange time vs delay dimensions
Hfl = flip (H1',2);

% now we shift row i by i to the right (i =1, ..., N)
for i = 1:N

Hf(i,:) = circshift(Hf1(i,:),[0 1]);

end

grid = 0:N 1;

F = 1/sqrt(N) exp ( 2 pi 1i (grid’ grid)/N);
Hf = F Hf F';

Model_MIMO _visual_v1l(SysPara,H,N);
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for j = 1:SysPara.Nr

H1 = squeeze (H(1,j,:,:));

% circular shifts

% first flip the rows of Hl, the elements were going from
%left to right now they are from right to left

% transposition is used to exchange time vs delay dimensions
Hfl = flip (H1',2);

% now we shift row i by i to the right (i =1, ..., N)
for i = 1:N

Hf(i,:) = circshift(Hf1(i,:),[0 i]);

end

Hfl = F Hf F';

HF(1,j,:,:) = Hfl;

%Model.MIMO _visual_v1l(SysPara,H,N);
end

HxFmatll (: ,:
HxFmatl2 (: ,:
HxFmatl3 (: ,:
HxFmatl4 (: ,: HF(1,4,:,:
HxFmatl5(: ,:) HF(1,5,:,:);
RFmatll HxFmatll' HxFmatll;
RFmatl2 = HxFmatl2' HxFmatl2;
RFmatl3 = HxFmatl3' HxFmatl3;
RFmatl4 = HxFmatl4' HxFmatl4;
RFmatl5 = HxFmatl5' HxFmatl5;

HF(1,1,:,:
HF(1,2,:,:
HF(1,3,:,:

I I I
N - S N—r
I I 1 I

%The aggregation of Rmatrices and off diagonal elements.



RFmatl
RFoffl

%

HxFmat21 (:
HxFmat22 (:
HxFmat23 (:
HxFmat24 (:
HxFmat25 (:

RFmat21
RFmat22
RFmat23
RFmat24
RFmat25

%The aggregation of Rmatrices and off diagonal elements.
RFmat21+RFmat22+RFmat23+RFmat24+RFmat25;
RFmat2

RFmat2
RFoff2

%The matrices of
SecUser.Int _30m1l

SN’ N N NS

1)

RFmatl1+RFmatl2+RFmatl13+RFmatl14+RFmatl5;
RFmatl

diag (diag (RFmatl));

HF(1,1,:,:)
HF(1,2,:,:);
HF(1,3,:,:)
HF(1,4,:,:)
HF(1,5,:,:);

HxFmat21' HxFmat21,;
HxFmat22' HxFmat22;
HxFmat23' HxFmat23;
HxFmat24' HxFmat24;
HxFmat25' HxFmat25;

diag (diag (RFmat2));

HxFmatl3' HxFmat23...

+HxFmatl4' HxFmat24 + HxFmatl5' HxFmat25;

SecUser.Int _.30m2 = HxFmat21l' HxFmatll + HxFmat22'

HxFmat23' HxFmatl3...

+HxFmat24' HxFmatl4 + HxFmat25' HxFmatl5;

interference from the other user
= HxFmatll' HxFmatl2 + HxFmatl2'

44

HxFmat22 +

HxFmatl2 +
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A.0.2 Repeat Accumulate Code

The following program also generates the parity check and rggrator matrices based
on the theory in section 3.2. In order to implement the blocks Figure ??, we de ne
three matrices. Matrix Grep for repetition code, Gpi_int _combfor interleaver and
Gaccfor accumulator blocks.

%Code settings

n=1024;

dv=6;

dc=6;

r=dc 2;

ntextbff coderate=1/(1+dv/dc);

disp ('Generator matrix and parity check matrix creation tool")
disp ('Code settings:"')

msg=['lenght of the information part: ', num2str(n)];
disp (msg)

msg=['repetition rate (d_.v): ', num2str(dv)];

disp (msg)

msg=['check node degree (&): ', num2str(dc)];

disp (msg)

msg=['code rate: ', num2str(coderate)];

disp (msg)

%Generator matrix
disp ('Generator matrix ')

%Repetition matrix

disp('creating repetition matrix (G_rep)")
Grep_init=eye(n);

Grep=zeros(n);

for i=1:1:n

for k=1:dv



Grep((i 1) dv+k,:)=Grep _init(i,:);
end
end

%lnterleaver matrix

disp('creating interleaver matrix (G_pi)")
Gpi=eye(n dv);

interleave_vec=randintrlv(1:n dv,randi(7815,1,1));
%interleave row indizes (random seed: 7815)
Gpi_int=Gpi(interleave _vec ,:);
Gpi_int_comb=zeros(floor(n dv/dc),n dv);

for i=1:1:floor(n dv/dc)

k=1;

while k<=dc & k<=length(Gpi_int(:,1))
Gpi_int_comb (i,:)=Gpi_int_.comb(i,:)+Gpi_int(k,:);
Gpi_int(k,:)=[];

k=k+1;

end

end

%Accumulate matrix

disp('creating accumulator matrix (G.acc)"')
Gacc=zeros(floor(n dv/dc));

for i=1:1:floor(n dv/dc)

for k=1:i

Gacc(i,k)=1;

end

end

disp('calculate final generator matrix")

generatormatrix=[eye(n) mod(Gacc Gpi_int_comb Grep,2) '];
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%parity check matrix
disp ('Parity check matrix")

%H1 matrix
disp('calculate H1 matrix")
Hl=mod(Gpi_int_comb Grep,2);

%H2 matrix
disp('calculate H2 matrix")
H2=zeros(floor (n dv/dc));
for i=1:1:floor(n dv/dc)
if i<floor(n dv/dc)

for k=1:2

H2(i+k 1,i)=1;

end

else

H2(i,i)=1;

end

end

disp('calculate parity check matrix")

parity _check matrix=[H1 H2];

disp('calculate sparse parity check matrix"')
parity _check matrix _s=sparse(parity.check matrix);
[N_bit, N _codedbit] = size(generator_matrix);
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