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Abstract
The heterogeneous composition of the lithosphere affects the way it deforms under extension. This thesis investigates the effects of heterogeneities that introduce compositional, thermal, and thickness contrasts within an extending lithosphere using 2D-numerical thermal-mechanically coupled finite element methods. Rifting in the absence of large quantities of melt (magma-poor rifting) is the result of the initiation and growth of necking instabilities. Two main factors that determine the growth rate of necking instabilities are the brittle vs. viscous (approximately stiff vs. pliable behavior) of lithospheric layers and the rate of deformation (strain rate) applied. In a laterally homogeneous lithosphere the stiff vs. pliable behavior determines the location of localization and the timing of rifting, because the strain rate is equally distributed laterally throughout the layers and does not preferentially enhance growth of any individual necking instability. On the other hand, where a lateral contrast is introduced the strain rate is no longer equally distributed throughout the layers and this may alter the location of lithospheric breakup to the location of the necking instability under the highest strain rate. The first part of the thesis investigates the competition between growing necking instabilities in a vertically layered lithosphere with models where a vertical lithospheric boundary is present. The strength of the crust and mantle changes across this vertical boundary and creates a strain rate contrast. Localization occurs in the higher strain rate lithosphere in most model configurations. Only where the background strain rates are near equal can localization in a stiff layer overtake necking instabilities in layers with higher strain rates. The results are applied to: 1) the formation of asymmetric rifted margins where strain localizes at the boundary between contrasting lithospheres, but deformation is mostly distributed throughout the lithosphere under a higher strain rate, and; 2) the preservation of strong cratons, where they are protected by surrounding younger and weaker lithospheres affected by a higher strain rate. In the second part of the thesis, more complex models, with thermal, compositional, and thickness contrasts, are employed to expand on the second application and show that craton rifting requires significant weakening of the cratonic lithosphere. Weakening of the craton is accomplished by melt metasomatism. Melt injected into the cratonic mantle lithosphere effectively increases the density from 3335 kg m\(^{-3}\) to 3378 kg m\(^{-3}\), increases the temperature from the heat released by melt as it cools and crystallizes, and decreases the viscosity by rehydration. Especially important is the increase in temperature, which decreases the viscosity and strength of the craton so that it becomes weaker than the surrounding lithosphere. In particular, a craton can be rifted when its mantle lithosphere is thinned and heated just below the Moho. In this case, the craton is weaker than the younger lithosphere, the roles are reversed, and the craton protects the younger lithosphere from rifting. The heterogeneity introduced in the models presented throughout this thesis illustrates the complex way in which the lithosphere is affected by inherited structures and contrasts, and provides a new understanding of the role these heterogeneities may have in altering the location of localization in an extending lithosphere.
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Chapter 1  Introduction

1.1 Motivation

Plate tectonics, one of the fundamental theories of the earth sciences, describes how the outer lithospheric shell of the Earth moves and deforms through interaction with the deeper mantle. During the tectonic cycle, supercontinents are formed through major continent-continent collisional events; the resulting suture zones can later become the location of supercontinent breakup. Continental breakup starts by the initiation of a continental rift where the lithosphere is under extensional stress and strain localizes into faults. If rifting is successful the rifted continental margins will be separated by an oceanic spreading center. Thus, research focused on understanding the formation of continental rifts and their development into rifted margins is an integral part of understanding how the Earth deforms as a whole. Furthermore, the sedimentary basins that form in continental rifts and rifted margins contain 60% of Earth’s giant hydrocarbon fields and are of major interest to the petroleum industry (Mann et al. 2001, Fraser et al. 2007). Knowledge of the dynamics of rift and rifted margin development gives insight into the timing of basin formation, sedimentation, trap formation, and heat flow evolution which are crucial for efficient hydrocarbon exploration.

As a result of the broad interest in rifted margins, many kinematic, analogue and simple dynamic modeling studies have been undertaken to explain observed features at continental rifts and rifted margins. These models are mainly constrained by seismic reflection and refraction data, with the addition of gravity, magnetics, well log, geochemical and xenolith data. As a result, it is generally accepted that the final geometry of the rift (e.g. the character of lithospheric thinning, distribution of normal faults, the exposure of lower crust and/or upper mantle lithosphere, and the symmetry) depends largely on intrinsic properties of the lithosphere such as the rheology and temperature. For example, extension of a “hot” lithosphere generally results in a wide rift, whereas extension of a “cold” lithosphere results in a narrow rift.

The complex and diverse nature of rifted margins remains difficult to explain, suggesting that other factors need to be taken into account. For instance, inherited weak faults are
regularly invoked to explain rift geometry (Wilson 1966, Ebinger 1989, Magnavita et al. 1994, Tommasi and Vauchez 2001), but their exact role in localizing necking instabilities is not well studied. In addition, lateral lithospheric-scale heterogeneity is introduced by terrane accretion, continent-continent collision, and transcurrent shearing, all of which can juxtapose contrasting lithospheres. Consequently, distinct lithospheric terranes are separated by sutures that can remain weak and be reactivated as sites of localization. Even if the suture itself is not weak, the dynamics of rifting will change as a consequence of any inherited lithospheric thermal, rheological, or thickness contrasts between the terranes. In spite of the general acknowledgement that lithospheric-scale heterogeneities can change the way the lithosphere deforms as a whole, their effects have not been studied in detail.

This thesis focuses on lithospheric rifting in magma-poor settings, where rifting is dictated by the growth rate of necking instabilities (regions that preferentially thin) in the presence of a lateral lithospheric contrast. I use 2D geodynamic models with a vertical lithospheric boundary to investigate how: 1) a strength contrast across the boundary changes localization and the growth rates of necking instabilities by creating a non-uniform background strain rate, and; 2) the weakening of a thick, cold and strong craton can eventually result in localization of necking instabilities in the craton. This chapter gives an overview of general rift and rifted margin characteristics, and reviews studies that explain the controls on large-scale rift geometry. Lastly, evidence for the heterogeneity of continents is reviewed.

1.2 Continental Rifts and Rifted Margins

1.2.1 Characteristics of Rifts and Rifted Margins

Continental rifts are the result of extensional forces, which cause the lithosphere to fault, stretch and thin. Extension may eventually result in continental breakup and the formation of new oceanic lithosphere, leaving the two sides of the continental rift behind as conjugate rifted margins (e.g. Péron-Pinvidic and Manatschal 2008). Regional extension can be caused by far-field plate movements (e.g. breakup of Pangea; Olsen 1997), back-arc extension (e.g. Aegean; Jolivet et al. 2010, Huet et al. 2011), post-orogenic extension (e.g. Basin and Range; Jones et al. 1992, Parsons 1995) and mantle plumes or hotspots (e.g. Ethiopian rift;
Ziegler and Cloetingh 2004, Chorowicz 2005). Extension rates can increase where voluminous magma is intruded at volcanic margins (Buck 2004, Geoffroy 2005). This thesis focuses on magma-poor rifts to avoid the complexities associated with the effects of magmatism on rifting, many of which are only partly understood (Ziegler and Cloetingh 2004, Simon 2007). At magma-poor rifts extension is the result of far-field plate motions. Rifts have general characteristics that allow them to be categorized broadly as either narrow or wide (e.g. Buck 1991, Kearey et al. 2009). The similarities in rift geometry within each group suggests that similar geodynamic processes were involved in creating them. The main differences lie in the distribution of sedimentary rift basins formed during extension.

Narrow rifts consist of an elongated series of asymmetric rift basins flanked on one side by steeply dipping normal faults (Kearey et al. 2009). Thinning and weakening of the lithosphere is focused at the rift axis, which is evident from localized thinning of the seismogenic layer (depth distribution of earthquakes). Earthquakes can occur to depths of 30

![Diagram](http://geomaps.wr.usgs.gov/)

Figure 1.1. Examples of a narrow and wide continental rift. a) The Baikal rift in Asia lies on the border between the Siberian Craton and the Sayan-Baikal mobile Belt. Black lines represent normal faults, the interpreted boundary of the craton is shown in red (Corti et al. 2013a). b) Shaded relief map of the southwestern United States. The ridges and valleys are visible within the Basin and Range. The tectonic provinces are outlined in blue. From http://geomaps.wr.usgs.gov/
km in the rift flanks, but are generally shallow (12-15 km) at the rift axis. An example of a narrow rift is the Baikal rift in Asia (Figure 1.1a). It has a maximum width of 100 km and consists of linked asymmetric basins bounded by steeply dipping faults that extend over 1500 km in a NE-SW direction (Delvaux et al. 1995, 1997). Although the southern and northern parts of the rifts are characterized by more distributed deformation owing to transtension, the central Baikal rift system has undergone orthogonal extension, resulting in deep asymmetric rift basins (Logatchev and Florensov 1978, Delvaux et al. 1995, 1997, Petit and Déverchère 2006). The deepest basin hosts Lake Baikal and has a 9 km deep depocentre (Delvaux et al. 1997). Heat flow measurements on the Siberian craton and in the Sayan-Baikal mobile belt (40-60 mW m\(^{-2}\)) indicate they are cooler than in the center of the rift (60-80 mW m\(^{-2}\)), but a lack of volcanism in the rift axis combined with data from off-axis xenoliths, suggests that the lithosphere is still over 70 km thick (Ionov et al. 1995, Petit and Déverchère 2006). Other examples of narrow rifts can be found in the western branch of the East African rift system (Ebinger 1989, 2005, Foster and Ebinger 1997) and the northern Rio Grande rift (Olsen et al. 1987, Baldridge et al. 1995, Keller and Baldridge 1999, Wilson et al. 2005).

On the other hand, wide continental rifts exhibit broadly distributed deformation accommodated by regularly spaced, near-parallel, normal faults. The majority of these faults accommodate only a small amount of extension (<10 km; Jones et al. 1992). The remainder of the extension is accomplished by shallowly dipping large-scale detachment faults that can have displacements of up to 50 km (Axen 2004, Wernicke 2009). The offset on these detachment faults can create core complexes where the lower or middle crust is exposed at the surface (Wernicke 1985). A prime example of a wide rift is the Basin and Range province of the southwestern USA. It is estimated to have extended by 200% of its original width (Figure 1.1b) and contains over 30 core complexes (Coney 1980, Jones et al. 1992, Snow and Wernicke 2000, Wernicke et al. 2008, Whitney et al. 2012). The rift is 800 km wide and consists of basins bounded by shallowly dipping normal faults, separated at intervals of ca. 30 km by largely undeformed blocks (Figure 1.1b). A weak viscous lower crust is inferred from the presence of core complexes and a shallow seismogenic layer (15-17 km deep in Utah and Nevada; Pancha et al. 2006). Furthermore, low seismic velocities suggest an adiabatic mantle temperature of
1300°C at depths around 50 km (Jones et al. 1992, Zandt et al. 1995, Goes and Lee 2002). This high geothermal gradient is further supported by heat flow measurements that range from 63-105 mW m⁻² (Parsons 1995), and granulite xenoliths from near the Moho that indicate a minimum metamorphic temperature of 950-1100°C achieved at less than 30 Ma (Hayob et al. 1989). Other wide rifts include the Carnarvon Basin in northwest Australia (Gartrell 2000) and the West Antarctica rift (Behrendt et al. 1991).

It is not surprising that rifted margins show similar wide vs. narrow characteristics, since rifted margins are the final result of successful continental rifting. As more seismic, magnetic, and gravity data have become available it is clear that rifted margins are as diverse as continental rifts (e.g. Ziegler and Cloetingh 2004, Reston 2009, Mohriak and Leroy 2012). Narrow rifted margins such as the Flemish Cap margin (Bassi et al. 1993, Gerlings et al. 2011, Welford et al. 2012), the west Greenland margin (Chalmers 1997, Chalmers and Pulvertaft 2001, Skaarup et al. 2006) and the Camamu margin in the South Atlantic (Blaich et al. 2011) have a narrow necking zone. That is, seismic reflection data show that the crust thins abruptly from a normal thickness (~30 km) to less than 5 km over a distance of 50 km. In contrast, wide margins exhibit gradually thinning continental crust over a distance of >100 km. For example, thinning at the Gabon margin extends over a distance of over 150 km (Blaich et al. 2011). Conjugate margin pairs can be asymmetric, with a narrow margin facing a wide margin as its conjugate (e.g. Camamu-Gabon; Blaich et al. 2011; Labrador-SW Greenland; Chian et al. 1995).

Furthermore, the width of continental rifts and rifted margins is far from constant along their strike. This change in distribution of deformation along the rift has been explained by the temperature of the pre-rift lithosphere, the direction of extension, and the diachronous nature of rifting (e.g. Ziegler and Cloetingh 2004, Reston 2009). In addition, the boundary between narrow and wide rifts and margins can in many places be linked to a change in geology. For example, the northern Rio Grande rift is located between the strong and tectonically stable Great Plains and Colorado Plateau (Baldridge et al. 1995, West et al. 2004). The northern rift is <100 km wide and has characteristics of a narrow rift, whereas the southern region (<34°N) shows distributed deformation and has similar characteristics to the wide and hot Basin and Range (Olsen et al. 1987, Baldridge et al. 1995, Keller and Baldridge 1999, Wilson et al. 2005).
An example of an abruptly changing rifted margin is along the northeastern Brazilian margin in the South Atlantic. In the Camamu region, the margin is less than 100 km wide, yet further south at the Espirito-Santo margin the width increases to ~200 km (Davison 1997, Mohriak et al. 2008, Blaich et al. 2008, 2011). This change in width is accompanied by a gravity low that abruptly changes into a gravity high at the onshore border between the Sao-Francisco craton and the Proterozoic mobile belt (Blaich et al. 2010, 2011), suggesting that a spatial change in pre-rift lithospheric properties may be responsible for the changing margin width. The narrow margins border the Sao-Francisco craton, which was colder and necked more rapidly than the Proterozoic mobile belt to the south, where the wider margins are located (Blaich et al. 2008, 2011, 2013).

This thesis focuses on the evolution of magma-poor rifts in a complex lithosphere with a lithospheric boundary across which the strength distribution, temperature, and thickness of the lithosphere change. The first part of the thesis is focused on the growth of necking instabilities at inherited finite weak zones in a non-homogeneous lithosphere in which only the strength changes across a vertical lithospheric boundary. The second part of the thesis is specific to cratons. Additional to the effect of a strength contrast, the effects of contrasts in lithospheric thickness and temperature are also investigated in the second part. The rest of this chapter presents an overview of the advancement in our knowledge concerning the formation of rifted margins, from rift initiation to ocean floor formation, and explains the growth of necking instabilities in a layered lithosphere. Section 1.3 outlines the effect of weak zones and larger scale contrasts on the growth rate of necking instabilities.

1.2.2 Rifting a Complex Layered Lithosphere

The first models of rifted margins consisted of rotated fault blocks overlying a uniformly thinned lower continental crust and mantle lithosphere with a sharp transition to ocean floor (e.g. Peron-Pinvidic et al. 2013). The formation of sedimentary basins on extended continental crust (e.g. North Sea) and in back-arcs (e.g. Aegean) was explained by uniform thinning (pure shear; Figure 1.2a) as suggested by McKenzie (1978). In this model, the amount of thinning is uniform with depth throughout the lithosphere. The difference in thickness between the original and thinned lithosphere is balanced by upwelling asthenosphere, bringing it closer to
the surface and causing subsidence if the crust was initially thicker than 18 km, and uplift if the crust was thinner than 18 km (McKenzie 1978). Further subsidence follows as the hot lithosphere and asthenosphere cool and contract.

![Kinematic models of lithospheric stretching](image)

Figure 1.2. Kinematic models of lithospheric stretching, after Lister et al. (1986). a) Pure shear (McKenzie 1978). b) Simple shear (Wernicke 1985) c) Detachment model of Lister et al. (1986).

The pure shear stretching model was applied to the Nova Scotia margin by Royden and Keen (1980). Their results showed that the sedimentation observed in well data could satisfactorily be explained by subsidence curves calculated using uniform thinning. However, this model did not fit the thermal subsidence history interpreted for the Labrador margin (Royden and Keen 1980). Instead, a better fit with thermal and subsidence data can be found if the mantle lithosphere has undergone more thinning than the crust. In this type of case, known as depth-dependent extension (Royden and Keen 1980), either the mantle lithosphere or crust thins faster and more extensively than the other, resulting in a more complicated subsidence history.

The views and models of the structure of rifted margins evolved as more seismic, gravity, magnetic and well-log data became available (Ziegler and Cloetingh 2004, Péron-Pinvidic and Manatschal 2008, Reston 2009). For example, neither the existence of exhumed serpentinized mantle lithosphere like that found at the Galicia margin (Boillot et al. 1980, 1987) nor the asymmetric nature of many conjugate margins could be explained using pure shear models (e.g. Lister et al. 1986). For this reason, Lister et al. (1986) adapted the simple shear
model (Figure 1.2b; Wernicke 1985), which was developed to explain the formation of core complexes in the Basin and Range, to the formation of rifted margins. According to the Lister et al. (1986) model, extension is accommodated on shallowly dipping faults offset by horizontal detachments in the more viscous parts of the lithosphere, essentially decoupling deformation in the crust and mantle lithosphere (Figure 1.2c). Like the simple shear model, the detachment model predicts inherent asymmetry in rifted conjugate margin geometry and is compatible with depth-dependent extension. Seismic data from the Iberia-Newfoundland conjugate margins reveal continentward dipping reflectors interpreted to support the existence of detachment faults in the lower crust (Pickup et al. 1996, Boillot and Froitzheim 2001).

Depth-dependent extension is still a favored model, but the complexity of continental rifts and rifted margins is inadequately explained by simple kinematic models, which neglect the geodynamical processes involved in creating rifts. In fact, analogue (e.g. Benes and Davy 1996, Brun 2002 and references therein) and numerical models (e.g. Bassi 1991, 1995, Buck 1991, Bassi et al. 1993, Huismans and Beaumont 2003, 2014, Rosenbaum et al. 2010) are interpreted to suggest that both the intrinsic properties of the pre-rift lithosphere and the extension rate influence the diversity of rifts and rifted margins. These factors change how the lithosphere behaves under stress applied by far-field plate motions.

The mechanism for rift initiation will always be the one that requires the least amount of force or energy (Buck 2004, Huismans and Beaumont 2007). While the lowest energy option for magma-rich rifts is intrusion of basalt into the lower crust (Buck 2004), for magma-poor rifts, where melt is not abundant, rifts evolve through the initiation and growth of necking instabilities (Bassi 1991, 1995). Necking instabilities are regions that thin faster than their surroundings as a result of a positive feedback between strain rate and viscosity in materials that strain soften (Smith 1977, Emerman and Turcotte 1984, Schmalholz et al. 2008). In this case, an increase in strain rate results in a decrease in effective viscosity, which leads to a further increase in strain rate. This feedback dictates the growth rate of necking instabilities in any non-Newtonian power-law fluid with a power-law exponent \( n > 1 \) (equation 1.1). The flow laws are experimentally determined and depend on the minerals present in rocks. The feedback
follows from the formulation of these flow laws that describe the effective viscosity of rheologies in the lithosphere (e.g. "Wet" Olivine has $n = 3$; Karato and Wu 1993) in combination with its relation to stress (Equation 1.2).

$$\eta_{eff} = A^{-1/n}(\dot{\varepsilon})^{1-n} \exp\left(\frac{Q + PV^*}{nRT_K}\right) \tag{1.1}$$

$$\sigma = \eta_{eff}(\dot{\varepsilon}) \cdot 2\dot{\varepsilon} \tag{1.2}$$

Using Equation 1.1, the effective viscosity $\eta_{eff}$ can be calculated using the laboratory-determined pre-exponential scaling factor ($A$), activation volume ($V^*$), activation energy ($Q$) and the power-law exponent ($n$) for a certain temperature ($T_K$), pressure ($P$) and strain rate ($\dot{\varepsilon}$). $R$ is the universal gas constant. Equation 1.2 relates the strain rate and effective viscosity to the stress ($\sigma$). Although necking instabilities are technically associated with viscous deformation, frictional-plastic behavior, or brittle “necking”, can be approximated by using a large power-law exponent ($n > 1000$; Fletcher and Hallet 1983, Zuber and Parmentier 1986), thereby increasing the growth rate of the necking instability. In light of this approximation, we define “stiff” materials to be those with $n > 1000$ (brittle) and which therefore neck much faster than “pliable” materials with $n \sim 2-5$ (viscous). A single pliable layer necks more slowly and requires more extension to breakup than a single stiff layer of equal thickness (Figure 1.3a). This is analogous to a Mars Caramel bar (Figure 1.3b), which has stiff chocolate on the outside, and pliable caramel inside. Under extension, the chocolate (stiff) will break rapidly, but it will take longer for the caramel (pliable) to pull apart. The structure and composition of the lithosphere are more complex than a Mars Caramel bar, and it is the competition between necking instabilities in a layered lithosphere composed of multiple stiff or pliable layers that determines rift geometry (Bassi 1991, 1995, Bassi et al. 1993, Davis and Kusznir 2004, Huismans and Beaumont 2008, 2011, 2014).
Figure 1.3. Necking of a layered lithosphere. a) Necking of a single stiff layer requires less extension than necking in a pliable layer until the layer breaks up. b) Mars Caramel bar. The chocolate is stiff and breaks apart rapidly, whereas the pliable caramel takes longer to break up. c) Yield strength profile for a lithosphere with a dry peridotite mantle lithosphere. d) Yield strength profile for a lithosphere with a mantle lithosphere composed of hydrated peridotite. The stiff part of the crust is thinner than the brittle part of the crust, because at a low strain rate and stress ($\sigma^2$) the lower part of the crust is not at yield. e) Yield strength profile of a higher temperature lithosphere (solid profile) as compared to the lithosphere shown in (a) (dashed profile). A hot geotherm results in thicker viscous layers. f) Yield strength profile of a strain softened lithosphere (solid profile) as compared to the lithosphere shown in (a) (dashed profile). The thickness of both the brittle and stiff layers has increased as the yield strength decreases through strain softening.

A simplified yield stress profile for a typical continental lithosphere consists of a brittle upper crust, a viscous lower crust, an upper mantle lithosphere that can be viscous or brittle and finally a viscous lower mantle lithosphere (Figure 1.3c,d) (Goetze and Evans 1979, Burov 2011). Although the distribution of viscous and brittle layers may not be entirely equivalent to the distribution of stiff and pliable layers, it is a useful approximation to understand the stiff and pliable behavior of the lithosphere because many modeling studies include yield strength profiles. Only the part of the brittle layer that is at yield (stress is equal to the yield stress as determined by the strength envelope) is stiff and will grow necking instabilities rapidly (Figure 1.3d). For example, where the lithosphere is under a high strain rate ($\dot{\varepsilon} = 10^{-13} \text{s}^{-1}$), the stress in
each layer is high ($\sigma_1$ in Figure 1.3c). In this case, stiff necking dominates over pliable necking because it is faster (Kusznir and Park 1987, Bassi 1995). This will result in a narrow rift. Conversely, a low strain rate ($\dot{\varepsilon} = 10^{-16} \text{s}^{-1}$) does not cause fast necking instabilities in the brittle layers, as they are not entirely at failure and only partly stiff ($\sigma_2$ in Figure 1.3d). This allows slower necking instabilities to grow in the pliable layers (Kusznir and Park 1987, Bassi 1995). As necking takes longer multiple necking instabilities may localize deformation, especially where there is significant cooling (Van Wijk and Cloetingh 2002). This results in a wide rift (Buck 1991, Chenin and Beaumont 2013).

In addition to the strain rate, the behavior of a lithosphere under extension is also subject to the character of the yield strength profile. For instance, depending on the rheology, the upper mantle lithosphere can have an upper brittle zone (e.g. dry peridotite; Figure 1.3c) or be completely viscous (e.g. hydrated peridotite, Figure 1.3d). On the other hand, a high geothermal gradient decreases the strength of the lithosphere as a whole, increasing the proportion of viscous layers (Figure 1.3e) (Bassi 1991, Buck 1991, Bassi et al. 1993). Slow necking in a hot lithosphere leads to distributed deformation and produces wide rifts, whereas a colder lithosphere necks rapidly and produces a narrow rift (Bassi 1991, Buck 1991, Bassi et al. 1993). The geothermal gradient can be related to the time of the last tectonic disturbance. This can explain the difference between the Basin and Range and the Baikal rift. The pre-rift lithosphere in the Basin and Range was thickened during the Laramide orogeny about 40-50 Ma, resulting in a high geothermal gradient (Sonder and Jones 1999). Post-orogenic extension started soon after, and the main phase of Basin and Range extension started only 10 Ma after the tectonic thickening, when the plate boundary between North America and the Pacific changed from a subduction to a strike-slip zone (29 Ma) (Parsons 1995). Conversely, the area surrounding the Baikal Rift was tectonically stable from the Proterozoic until ca. 27 Ma when rifting was initiated, and had a much longer time to cool (Delvaux et al. 1995). Frictional strain-softening also changes the distribution of brittle and viscous layers and increases the part of the lithosphere that is on yield (Figure 1.3f)

Especially important for rift geometry is the thickness of viscous middle or lower crust. Not only does this change the thickness of the stiff regions in the crust, it also determines the
degree of coupling between the crust and mantle lithosphere. Huismans and Beaumont (2014) built on previous modeling studies (Davis and Kusznir 2004, Kusznir and Karner 2007, Huismans and Beaumont 2008, 2011, Chenin and Beaumont 2013) to show that two end-member rift geometries can be produced by having either a coupled or decoupled crust and mantle. Their Type I model has only a ~5-km thick viscous lower crust effectively coupling deformation in a brittle crust to a brittle upper mantle lithosphere. The stiff crust necks rapidly and over a short distance (narrow margins) and breaks up before the mantle lithosphere. The continental mantle lithosphere or depleted cratonic mantle lithosphere is still thinning when the crust breaks apart in the Type I model, and ends up being exposed at the surface between thinned continental crust and newly formed oceanic crust. The Type II model represents the other end member, where a 20 km thick viscous lower crust decouples the crust from the mantle lithosphere. Furthermore, this model has a mainly pliable crust that necks slower than the stiff upper mantle lithosphere. No mantle lithosphere is exposed when the crust finally breaks apart after the slow necking of the pliable crust. The Type II model, with its prolonged crustal necking, results in wide conjugate rifted margins.

The models presented in Huismans and Beaumont (2014) and other studies referenced above provide a solid foundation for our understanding of the extensional behavior of a uniform 2D lithosphere under extensional velocity boundary conditions. We now appreciate that the intrinsic properties of the lithosphere play a role in determining how and where rifts develop, from their initiation to ocean crust formation. In particular, the complex distribution of viscous and brittle layers is a large factor in determining varying rift geometries. Even so, these models do not explain why margins can change abruptly along strike. The next section will illustrate how inherited heterogeneities ranging from infinitesimal perturbations to lithospheric-scale contrasts affect the localization and growth of necking instabilities and need to be considered in models designed to investigate rifted margin diversity.
1.3 Rifting Heterogeneous Continents

1.3.1 Complex Lithospheres

Weak zones are often interpreted to localize deformation in the lithosphere (e.g. Dunbar and Sawyer 1989, Manatschal et al. 2015). Orogenic, transcurrent and subduction events can leave behind mechanically weak structures such as thrusts and foliations that can be reactivated in favorable conditions. For example, in the western branch of the East African rift, Proterozoic faults were reactivated in the Miocene as bounding faults for asymmetric basins (Ebinger 1989, Versfelt and Rosendahl 1989, Theunissen et al. 1996, Corti et al. 2007). Although reactivation of inherited faults is widely recognized at a local scale, their importance for regional-scale rift development is less clear (Manatschal et al. 2015). For this reason we focus on sutures, which may act on a regional scale because they represent lithospheric boundaries (Griffin et al. 1999, Vaughan et al. 2005, Manatschal et al. 2015). They can extend through the brittle upper crust and all the way into the viscous lower crust and upper mantle as mylonitic shear zones (Ring 1994, Griffin et al. 1999, 2009a, Tommasi and Vauchez 2001).

Sutures mark the boundaries between crustal blocks or terranes with contrasting geological histories, and are typically marked on the surface by thrust fronts, foliations, ophiolites, and exhumed metamorphic rocks (Ebinger 1989, Vauchez et al. 1998, Magnani et al. 2004, Ziegler and Cloetingh 2004, Manatschal et al. 2015). For example, the Appalachian orogen records Neoproterozoic rifting of Laurentia and subsequent closure of the Iapetus and Rheic oceans; multiple phases of Paleozoic terrane accretion can be identified (Figure 1.4a) (Williams 1964, 1978, Wilson 1966, Hibbard and Waldron 2009, van Staal et al. 2012). The remnants of these tectonic events can still be identified and introduce heterogeneity into the lithosphere. A seismic line through Newfoundland (Figure 1.4b, c) has been interpreted to show the Devonian subduction zone that led to the accretion of Ganderia and Avalonia (van der Velden et al. 2004). A near-vertical strike slip boundary can also be seen between Laurentia and outboard accreted terranes, now comprising the Central Mobile Belt (CMB; Figure 1.4b,c) (Williams 1964, van der Velden et al. 2004).
Further south in the Appalachians, similar faults within the Appalachian suture zones were reactivated during the Mesozoic opening of the Atlantic. This created a series of sedimentary basins offset from the main locus of rifting including the Fundy Basin in Nova Scotia and the Newark, Gettysburg, Culpeper and Scottville basins in the eastern United States (Withjack and Schlische 2005), and similar basins can be found on the conjugate Moroccan margin (Laville et al. 2004). The formation of these basins along ancient fault zones provides evidence that suture zones may remain weak. This can be the result of cohesion loss in the upper crust (Buck 1993), fluid pressure variation (Sibson 1990), the formation of hydrous minerals (Bos and Spiers 2002), and/or grain size reduction (Karato et al. 1986) for brittle and viscous regions.
Weak suture zones are not the only heterogeneity inherited from terrane accretion. Each terrane comes with its own geological heritage; terranes can be ribbon continents, volcanic arcs, accretionary prisms, oceanic domains, and combinations of these, which may have traveled several thousand kilometers before being accreted to a continent (Vaughan et al. 2005). The lithologies, thicknesses and geotherms may be different from terrane to terrane. The resulting heterogeneity (Figure 1.5) can greatly affect the strength distribution of the lithosphere. Not only does each terrane have potentially different viscous and brittle layer distributions, their juxtaposition affects the distribution of stress and therefore the distribution of stiff and pliable layers. Sutures may be responsible for many lithospheric-scale thermal, compositional and thickness contrasts, but they are not the only heterogeneities in the lithosphere. I investigate the hypothesis that lateral lithospheric-scale contrasts affect the localization of deformation and may change the location of final breakup. Weak zones and lateral contrasts in the lithosphere alter the location and growth rates of necking instabilities. The next section reviews the existing modeling studies focused on understanding where a weak zone will localize a necking instability and how this may be affected by the presence of lateral contrasts.

Figure 1.5. Schematic diagram illustrating types of lithospheric heterogeneities. Structural heterogeneities such as shear zones may be mechanically weak. Thermal contrasts result from variable basal heat flow ($q_1$ and $q_2$) and radiogenic heat production ($A_1$ and $A_2$) in the crust. Generally, a lithosphere that has formed or undergone a major tectonic event recently will be hotter than a lithosphere that has remained largely undisturbed. Rheological contrasts are inherent in lithosphere of different ages (e.g. Archean vs. Phanerozoic) and can also be the result of magmatic additions, varying degrees of depletion, dehydration, thickness and compositional differences.
1.3.2 Growth of Necking Instabilities in a Heterogeneous Lithosphere

Necking instabilities are the result of a small perturbation or flaw within a material that causes one location to have a higher strain rate than its surroundings (Smith 1977, Emerman and Turcotte 1984). Smith (1977) was the first to show that small-scale features such as boudins and mullions observed in nature could only be described by using a non-Newtonian flow with strain-softening properties. The analysis was simplified by Emerman and Turcotte (1984) for a single layer embedded in a medium with a large viscosity contrast under uniaxial stress and strain. With these assumptions, the growth rate of an initial thickness perturbation can be calculated knowing only the size of the perturbation, the initial and final thickness of the layer and the power-law exponent, $n$. For example, if $n = 3$ and the layer is twice its original length, a perturbation would have grown by a factor of 8 ($2^3$). Perturbations or heterogeneities in a layered lithosphere have a similar effect. For example, Fletcher and Hallet (1983) showed that a two-layer lithosphere can be unstable under extension where a small thickness perturbation is present in a plastic layer overlying a pliable layer with a high geothermal gradient and $n = 3$. The strain rate is higher in the perturbed area than in the adjacent extending layer and a necking instability is initiated (Fletcher and Hallet 1983, Zuber and Parmentier 1986). In particular, the multiple necking zones developed in the unstable model were used to explain the uniformly spaced normal faults in the Basin and Range (Fletcher and Hallet 1983).

In ceramics, plastics, and metals, heterogeneities such as small surface defects, anisotropic crystals, and pores, can act as perturbations and may start a necking instability (e.g. Ghosh 1977, Korhonen 1978). At the site of the defect, or weakness, the yield strength is lower, leading to failure (Figure 1.3). Previous modeling studies have used this approach to localize strain in a specified area of the model (Huismans and Beaumont 2003, 2008, 2014), However, studies including only one weak zone do not give insight into the competition among necking instabilities where multiple weak zones are present, as is likely in the lithosphere.

Chenin and Beaumont (2013) used 2D numerical models to investigate the competition between a mantle weak zone in the upper mantle lithosphere and offset weak zones (offset
equidistant from the center of the model) in the upper crust in an otherwise laterally homogenous lithosphere. Their results showed that the distribution of stiff and pliable layers in which weak zones are embedded strongly influences the localization of deformation in the lithosphere (Figure 1.6). In their models, a rapidly growing necking instability in the stiff upper mantle lithosphere precludes the formation of offset sedimentary basins at the offset weak zones (Figure 1.6). Conversely, where the upper mantle lithosphere is pliable the necking instability in the upper mantle lithosphere initiates and grows more slowly. In this case offset basins (e.g. eastern North America, Section 1.3.1) may form at the offset crustal weak zones and in some cases even become the locus of breakup (Figure 1.6).

![Figure 1.6. Rift style dependence on the stiff (S) and pliable (P) layering in the lithosphere (Chenin and Beaumont 2013). The axes describe the layering of the lithosphere. For example the bottom left corner describes a SS-SP model, which has a stiff upper and lower crust, a stiff upper mantle lithosphere and a pliable lower mantle lithosphere. Crustal weak zones are shown in red and the mantle weak zone, which is initially at the center of all models, is green. No offset rift basins are formed where the upper mantle lithosphere is stiff, because necking in this strong layer is rapid and there is no time for necking instabilities in the crust to grow. Where the upper mantle lithosphere is completely pliable offset rift basins will form. If the crust is stiff (SS-PP) and the mantle totally pliable rapid necking occurs at an inherited weak zone in the crust and it becomes the locus of breakup.](image)

The models presented in Chenin and Beaumont (2013) form the basis for the work presented in this thesis. The distribution of stiff and pliable layers is more complex in a laterally heterogeneous lithosphere. Since the presence of amalgamated terranes with different yield
strength distributions affects the distribution of stress, it also affects the distribution of stiff and pliable layers.

Whether through reactivated shear zones or contrasts in strength, regions with different properties affect the location and geometry of rifts and rifted margins. Therefore, the next step in understanding the development of rifted margins is to consider the effects of lithospheric-scale lateral heterogeneities in numerical models of magma-poor rifting.

1.4 Objectives and Summary of Thesis Content

Since the general acceptance of plate tectonics, many studies have contributed to our understanding of the diverse rifts and rifted margins that can be produced by varying the intrinsic properties of a laterally homogeneous lithosphere. It is clear that in a laterally homogeneous lithosphere, the distribution of strength with depth is a major control on rift development. More effort needs to be focused on understanding the effects of large-scale contrasts within the lithosphere, which also alter the distribution of strength, both vertically and laterally. The modeling work in this thesis expands on recent numerical studies that included finite weak zones representing sutures, and analogue studies that included a lateral lithospheric-scale strength contrast.

Chapter 2 presents 2D numerical rifting models that illustrate how the behavior of a laterally heterogeneous lithosphere is distinctly different from that of a homogeneous lithosphere. It develops the work of Chenin and Beaumont (2013) by considering the growth of necking instabilities around finite weak zones in a lithosphere with a strength contrast across a vertical lithospheric boundary. The distribution of brittle and viscous layers (stiff and pliable behavior) of the lithosphere is no longer the dominant control on rift development. Instead, the strain rate contrast resulting from juxtaposition of lithospheres with different strength distributions, is shown to be the primary control on the location of breakup for a range of lithospheric properties. This chapter has been submitted for publication to the Journal of Geophysical Research.

Chapters 3 and 4 expand on one of the implications of the results of Chapter 2, which indicate that cratons are protected by surrounding weaker lithospheres. The cratonic
lithosphere in the models presented here is not only stronger, but also thicker and colder than the standard lithosphere next to it. Chapter 3 reviews the characteristics of cratons that generally make them nearly impossible to rift and how these characteristics can be altered by metasomatic weakening, in some cases enough to initiate rifting.

Chapter 4 presents detailed models where melt metasomatism reduces the strength of a cratonic lithosphere. The main objective is to determine the amount of weakening that is needed to rift a craton. Some simplified models are presented to illustrate the effects of refertilization (increase in density), an increase in temperature (decrease in viscosity) and rehydration (decrease in viscosity) on the stability of cratonic mantle lithosphere. Weakening may result in convective removal of part of the cratonic lithosphere. This chapter is in preparation for submission to *Earth and Planetary Science Letters*.

Chapter 5 reviews the effect of lateral contrasts in the lithosphere on the stiff and pliable layer distribution and the strain rate using examples from both Part 1 and Part 2 of the thesis. It presents the conclusion from these studies and provides suggestions for further research.
Chapter 2  Effects of Lateral Strength Contrasts and Inherited Heterogeneities on Necking and Rifting of Continents

2.1 Preface

This chapter has been submitted to the Journal of Geophysical Research: Solid Earth. It has been accepted for submission with major revisions, which will be submitted by the end of September 2015. The revisions include reorganization and a more thorough explanation of the results within the large parameter space. S. Wenker expanded on the work done by Chenin and Beaumont (2013) by including an additional lithospheric boundary in numerical models. S. Wenker did part of the model design and conducted all model experiments. Result were interpreted with the aid of C. Beaumont and compiled and written into the manuscript by S. Wenker. The manuscript was a collaboration between C. Beaumont and S. Wenker.

2.2 Abstract

Besides the intrinsic rheological layering of the lithosphere and its thermal structure, inherited heterogeneities may play an important role in strain localization during continental extension. This is similar to the role that defects play in the failure and necking of other materials. Here, we consider both inherited small-scale weak zones and the effects of lateral juxtaposition of two lithospheres with differing properties as mechanisms to localize deformation and initiate necking instabilities. Using 2D finite-element models that contain lateral lithospheric boundaries, alone and in combination with smaller scale heterogeneities, we illustrate that two controls determine how necking instabilities grow and thus lead to varying styles of rifting: Control 1, the stiff/porable nature of the lithosphere and Control 2, the background strain rate in the lithosphere. Control 1 depends on the lithospheric rheology, such that necking instabilities grow faster in materials with high power-law flow exponents (stiff, brittle lithosphere) than in those with low power-law flow exponents (pliable, viscous lithosphere). Control 2 prevails in lithosphere where background strain rate contrasts are highest. This happens because necking amplifies the background strain rate in power-law materials, leading to faster necking where strain rates are highest. The model results show that Control 2 determines the location of localization, unless the background strain rate is equal or near equal in both lithospheres, in which case Control 1 wins. These results explain why rifting
does not localize in cratons even though they contain heterogeneities. The results also provide a mechanism for the formation of asymmetric rifted margins.

2.3 Introduction

The diverse nature of continental rifts and rifted margins is poorly explained by simple kinematic models such as pure shear (McKenzie 1978) and simple shear (Wernicke 1985). Possible reasons for the observed complex nature of rifts and rifted margins include the inherent rheological layering and thermal structure of the lithosphere and their effects on the way it extends. These factors can result in depth-dependent extension where either the crust or mantle lithosphere preferentially thins (e.g. Royden and Keen 1980, Zuber and Parmentier 1986, Huismans and Beaumont 2003, 2014, Weinberg et al. 2007, Kusznir and Karner 2007, Nagel and Buck 2007).

In addition to rheology, inherited heterogeneities may serve to localize extension, which in some instances can lead to the development of necking instabilities in a similar manner to failure owing to defects in ceramics, metals and plastics. Inherited fabric and heterogeneities are attractive targets for research because they have the potential to explain the complexities of rifted margins including the abrupt spatial changes in their character along strike. In this study, we focus on reactivated suture zones. These heterogeneities are inherited from previous tectonic processes such as terrane accretion, continent-continent collision, and transcurrent shearing. At the surface they are represented by faults, foliations, and thrust fronts, as well as sediments, ophiolites and exhumed metamorphic rocks (Ebinger 1989, Vauchez et al. 1998, Magnani et al. 2004, Ziegler and Cloetingh 2004, Manatschal et al. 2015).

Examples of reactivated suture zones can be found all along the North Atlantic rifted margins, where they are commonly associated with sedimentary basins offset from the main locus of Triassic to Cretaceous rifting which formed the North Atlantic Ocean. These include the Rockall, Porcupine (Lefort and Max 1984, Dore et al. 1997), Jeanne d’Arc, Fundy, Newark (Withjack and Schlische 2005, Chenin and Beaumont 2013), and equivalent basins further south in the Appalachians and on the conjugate margin (Figure 2.1a). The South Atlantic margins have several examples of reactivated sutures, some resulting in offset basins (e.g. Reconcavo, Jatoba
and Tucano; Ussami et al. 1986, Castro 1987, Magnavita et al. 1994), while others that
developed along the boundary between cratonic and younger lithosphere became the main
locus of rifting (e.g. Camamu - Gabon Margin; Chang et al. 1992, Blaich et al. 2010).

Sutures also commonly coincide with lateral lithospheric boundaries across which a
contrast in properties is present (Figure 2.1b). Even if the suture itself is not weak, this contrast
will change the way the lithosphere deforms as a whole by creating a non-uniform distribution
of the background strain rate. Contrasting properties can result from one or more of the
following: different lithospheric compositions, difference in thermal regime (e.g. craton vs.
orogenic belt, or difference in radiogenic heat production); rheological differences (e.g.
resulting from contrasts in metamorphism, depletion and dehydration); and changing crustal
(e.g. orogenic belt vs pre-existing extensional basin) (Dunbar and Sawyer 1989, Vauchez et al.
1998, Manatschal et al. 2015), or mantle lithosphere thickness (e.g. craton vs. young
continental lithosphere).

Figure 2.1. Rifting in heterogeneous lithosphere. a) Rift Basins on both sides of the North Atlantic offset from the
main locus of rifting shown at their paleogeographic position at ~225 Ma (Olsen et al. 2003). b) Rifting across the
terranes of the North Atlantic crosscuts multiple terranes and sutures. (Welford et al. 2012). CAMP is the Central
Atlantic Magmatic Province.

Where heterogeneities are present, extension of the lithosphere involves a positive
feedback loop between the initial focusing of instabilities at heterogeneities and the way
necking instabilities are amplified by the lithospheric rheology and the background strain rate (Chenin and Beaumont 2013). As we explain in Section 2.4, the growth rate of necking instabilities depends on the deformation mechanism. In particular, the growth rate increases with the power-law exponent, \( n \), which means frictional-plastic (brittle) necking \( (n > 1000) \) will develop much faster than power-law viscous (viscous) necking \( (n \sim 2-5) \). We refer to lithospheric layers with these properties as ‘stiff’ \( (n >1000) \) and ‘pliable’ \( (n \sim 2-5) \) respectively. This terminology is used in the sense that it applies to viscous-plastic, not elastic, materials. The stratification of the lithosphere into stiff and pliable layers will depend on the composition, temperature and strain rate variation laterally and with depth. These factors determine whether deformation is plastic or viscous, the \( n \)-value that is applicable, and the stiff-pliable layer distribution (Section 2.4).

![Figure 2.2. Stiff and pliable behavior. a) a pliable material (red) deforms in the viscous regime and requires a larger amount of extension to break it than a stiff material (blue), which deforms in the brittle regime and necks rapidly. b) The lithosphere consists of layers which can be stiff or pliable. The upper crust is always stiff because of cool surface temperatures and the lower mantle lithosphere is always pliable because of a high temperature. The stiff and pliable behavior of the models is changed by using a scaling factor in the viscous flow law, where WQz = “Wet” Quartzite and WOI = “Wet” Olivine. By changing the mantle lithosphere from WOI x 1 on the left to WOI x 3, and effectively changing the strength of the mantle lithosphere, we change the stiff and pliable behavior of the upper mantle lithosphere.](image)

In the following sections we outline how necking instabilities develop, define stiff and pliable layers (Section 2.5), and propose that there are 2 primary controls on the style of rifting (Section 2.6): Control 1, the distribution of stiff and pliable layers within the lithosphere, and Control 2, the background strain rate in the lithosphere. We demonstrate these controls by using geometrically simple 2D thermo-mechanical numerical models that include small-scale inherited heterogeneities (weak zones) and/or a lateral lithospheric boundary across which a strength contrast exists (Section 2.7).
Four model types with varying placement of Mantle Weak Zones (MWZ) and Crustal Weak Zones (CWZ) were designed and used to test how the uniform or non-uniform background strain rate influences the activation of embedded finite weak zones, and whether Control 1 or 2 dominates where a lateral strength contrast is present. The model results (Section 2.8) are presented in three series to demonstrate respectively: 1) the stiff versus pliable competition in the absence of a lateral strength contrast; 2) the same competition where there is a lateral boundary, and; 3) under which circumstances the background strain rate controls the necking characteristics. Lastly, we discuss application of the results to craton preservation and asymmetric continental margins.

2.4 Growth of Lithospheric Necking Instabilities

We adopt the view that magma-poor rifted margins evolve through the growth of lithospheric necking instabilities leading to lithospheric breakup. The necking growth rate determines the timescale for lithospheric breakup, the amount of extension required, and the final geometry - wide, narrow, or complex - of the resulting rifted margin (Bassi 1991, 1995, Buck 1991, Ziegler and Cloetingh 2004). Furthermore, depth-dependent extension (Royden and Keen 1980, Zuber and Parmentier 1986) is also a manifestation of necking with different growth rates of necking instabilities in the crust and mantle lithosphere (Huismans and Beaumont 2003, 2014, Weinberg et al. 2007, Kusznir and Karner 2007, Nagel and Buck 2007, Chenin and Beaumont 2013). Our goal is to investigate the feedback between lithospheric rheology and necking instabilities, in particular, those that localize at inherited heterogeneities.

2.4.1 Understanding Necking Instabilities

We start by considering necking instabilities, which for a single layer range from wide to narrow (Figure 2.2). For continental lithosphere the behavior is more complex owing to the layering. For example, the reference continental lithosphere (Figure 2.2b) has a vertical strength profile comprising brittle and viscous crustal layers, an uppermost mantle lithosphere that can either be brittle or viscous, and a lower lithosphere that is viscous (e.g. Burov 2011, Chen et al. 2012). The whole lithosphere is extending under constant velocity boundary conditions. Although this is a complex layered system, the growth rates of necking instabilities in the individual layers can be understood by the approximation that deformation in each layer
is governed by viscous power-law flow of its material (Figure 2.3b). Necking can then be calculated using parameters derived from laboratory experiments (e.g. Karato and Wu 1993, Gleason and Tullis 1995).

During power-law viscous flow with an exponent \(n\) greater than 1, there is a positive feedback between the effective viscosity and strain rate, such that any increase in strain rate leads to a decrease in effective viscosity, which further enhances the strain rate (Figure 2.3a) (Smith 1977, Emerman and Turcotte 1984, Schmalholz et al. 2008). This means that processes that locally enhance strain rate, such as deformation at an inherited weak heterogeneity, can start this positive feedback loop and lead to a necking instability localized at the heterogeneity.

In our layered lithosphere the growth rate of necking instabilities in each layer depends on the power law exponent for that layer. During viscous flow the power-law exponent for rocks is in the range 2-5 (Gleason and Tullis 1995, Karato 2010). In contrast, plastic/brittle deformation (where we mean mechanically plastic, not crystal plastic) is an end-member
power-law flow in which the power-law exponent \( n \) tends to infinity, or in a practical sense \( n > 1000 \) (Fletcher and Hallet 1983). This means that the growth rate is a maximum for plastic layers (high \( n \)) and minimum for viscous layers \((n \sim 2-5)\). In our models, and probably nature, this results in an initial distribution of plastic and viscous layers that evolves as the viscosity changes dynamically in response to strain softening and temperature (Figure 2.2, blue-red layers respectively). Rapid growth of necking instabilities for high \( n \) viscous layers, used to approximate plastic layers, has been demonstrated in a number of analytical perturbation studies (e.g. Fletcher and Hallet 1983, Zuber and Parmentier 1986, Martinod and Davy 1992).

### 2.5 Stiff and Pliable Stratification and Necking of the Lithosphere

As we are interested in the rate at which necking instabilities grow, we adopt the stiff/pliable terminology used by Chenin and Beaumont (2013). A material is stiff and necks rapidly where the power-law exponent is large \((n > 1000-10,000)\), approximating brittle deformation (Nye 1953, Fletcher and Hallet 1983, Zuber and Parmentier 1986, Regenauer-Lieb and Yuen 2003). A material is pliable, and necks slowly, where the exponent is small \((n \approx 2-5)\), as noted above. The total amount of extension, and therefore time, needed to neck a stiff material completely is far less than the extension needed for a pliable material (Figure 2.2a) (Chenin and Beaumont 2013).

The stiff-pliable stratification of our reference laterally homogeneous lithosphere (Figure 2.2b, blue-red layers) depends on its compositional layering, the variation of temperature with depth, and the strain rate (Bassi 1991, 1995). If we assume a Moho temperature of 600°C, a relatively strong crust, a peridotite mantle lithosphere controlled by the flow of wet olivine, and moderate strain rates (total rifting velocity of 1 cm a\(^{-1}\)), the stratification has a single surface stiff layer and the remaining lithosphere is pliable (Figure 2.2b left). In contrast, if the mantle lithosphere is somewhat stronger, the uppermost mantle becomes stiff (Figure 2.2b right). This difference produces a wide and slowly necking pliable region in the mantle lithosphere in the first case, but a much narrower, faster necking stiff region in the second case. We show the model results (Section 2.8) in a similar manner with blue and red indicating the stiff and pliable regions, respectively.
The distribution of stiff and pliable layers is more complicated in a lithosphere that contains a lateral boundary between two regions with differing properties. There must be an overall force balance between the two regions, which results in contrasting distributions of stress and strain rate with depth in the two sides. For example, where a lithosphere with a strong crust and strong mantle lithosphere is juxtaposed against a lithosphere with both a weak crust and weak mantle lithosphere, the strong crust and mantle can both remain pliable because the force in the weaker juxtaposed region is low.

2.6 Proposed Controls on Rifting

Based on the feedback loop that governs the growth rate of necking instabilities in the lithosphere, we propose two dominant controls on rift development and the eventual geometry of rifted margins: Control 1, the distribution of stiff and pliable layers within the lithosphere, and Control 2, the background strain rate in the lithosphere.

As explained above, Control 1 depends on the deformation mechanism, such that necking instabilities grow faster in stiff lithospheric layers than in pliable ones. This control was investigated by Chenin and Beaumont (2013). Control 2 is important where a contrast in properties across a lithospheric boundary influences the distribution of the background strain rate on either side of the boundary. We define the background strain rate as the strain rate that exists in the two lithospheric regions on either side of the boundary where there are no other inherited heterogeneities. Since necking is a mechanism that amplifies the background strain rate, everything else being equal the lithosphere will neck fastest where background strain rates are highest (Figure 2.3b). Where combined with Control 1, this means that necking in a pliable layer that has a high background strain rate may outcompete necking in a stiff layer on the other side of the lithospheric boundary where the background strain rate is less. Our goal is to determine the circumstances where either Control 1 or 2 wins.

2.7 Methods

We investigate three series of models in order to demonstrate Controls 1 and 2 and the competition between them. The first series is laterally uniform, like those used by Chenin and Beaumont (2013). The second and third series juxtapose lithospheres with different strengths
and respectively illustrate examples where either Control 1 or Control 2 wins. These models are classified according to their inherited weak zones (Figure 2.4a): Type 1, no weak zones; Type 2, a mantle weak zone (MWZ) at the lithospheric boundary; Type 3, two MWZ symmetrically offset from the lithospheric boundary, and; Type 4, two crustal weak zones (CWZ) symmetrically offset from the lithospheric boundary and a MWZ at the lithospheric boundary.

Figure 2.4. Model design and types. a) Type 1: no weak zones. Type 2, central mantle weak zone. Type 3, two symmetrically offset mantle weak zones. Type 4, two symmetrically offset crustal weak zones and a central mantle weak zone. b) Model design of Type 4 model. Other model types have the same temperature regime, large-scale geometry and boundary conditions. Only the placement and presence of weak zones changes among model types. Element dimensions change with depth: 0-50 km: 3km x 1 km (width x height); 50-360 km: 3 km x 2 km; 360-600 km: 3 km x 8 km. For Type 3 models: 0-50 km: 3 km x 1 km (width x height); 50-148 km: 3 km x 2 km; 148-344 km: 3 km x 4 km; 344-600 km: 3 x 8 km. The small-scale nested models (dashed region) have a resolution 4 times higher in the horizontal and 3 times higher in the vertical and extend to 100 km depth.

2.7.1 SOPALE-nested

Calculations are made using SOPALE-nested (Fullsack 1995, Beaumont et al. 2009), an Arbitrary-Lagrangian-Eulerian (ALE) finite element software, which can accommodate large amounts of deformation. The code solves thermo-mechanically coupled, incompressible viscous-plastic creeping (Stokes) flow equations and has thermally activated power-law viscous
rheologies. The force balance equations for quasi-static incompressible creeping flow are solved in two dimensions for each time step (Equations 2.1 and 2.2) and are coupled to the energy balance equation (2.3) through the temperature-dependent viscosity and density.

\[
\frac{\partial \sigma_{ij}}{\partial x_i} - \frac{\partial P}{\partial x_i} + \rho g = 0 \quad i, j = 1, 2
\]  

\[
\frac{\partial v_i}{\partial x_i} = 0 \quad i = 1, 2
\]  

\[
\rho C_p \left( \frac{\partial T}{\partial t} + \frac{\partial T}{\partial x_i} \right) = K(T_K) \frac{\partial^2 T}{\partial x_i^2} + A_R + \nu_2 \alpha g T_K \rho \quad i = 1, 2
\]

where \( \sigma_{ij} \) is the deviatoric stress tensor, \( x_i \) are the spatial coordinates, \( P \) is the dynamical pressure, \( \rho \) the density, \( g \) the gravitational acceleration, \( v_i \) are the components of velocity, \( C_p \) the specific heat, \( T_K \) the absolute temperature, \( t \) the time, \( K \) the thermal conductivity, \( A_R \) radioactive heat production per unit volume, and \( \alpha \) the volumetric thermal expansivity.

The deformation mechanism is subject to the state of stress in the flow; flow will be viscous (Equation 2.4) where stress is lower than the frictional-plastic yield stress described by equation (2.5). Where stress is on the frictional-plastic yield envelope described by the pressure-dependent Drucker-Prager yield criterion (Equation 2.5), deformation is frictional-plastic and the material behaves in a stiff manner.

\[
\eta = f A^{-1/n} (\dot{l}_2')^{1-n} \exp \left( \frac{Q + PV^*}{nRT_K} \right) \]  

\[
J_2' = P \sin \phi_{eff} + C \cos \phi_{eff}
\]

In power-law flow (Equation 2.4), \( A \) is the pre-exponential scaling factor, \( \dot{l}_2' = \left( \frac{1}{2} \dot{\varepsilon}_{ij}^r \dot{\varepsilon}_{ij}^r \right) \) is the second invariant of the deviatoric strain tensor, \( n \) is the power law exponent, \( Q \) is the activation energy, \( V^* \) is the activation volume, \( R \) is the universal gas constant, \( \dot{\varepsilon}_{ij}^r \) is the strain rate tensor, and \( f \) is the scaling factor, explained below, used to modify the relative strength of viscous materials with respect to the reference flow law. In equation (2.5), \( J_2' = \left( \frac{1}{2} \sigma_{ij}' \sigma_{ij}' \right)^{1/2} \) is the square root of the second invariant of the deviatoric stress, \( C \) is the cohesion, \( \phi_{eff} \) is the effective internal angle of friction taking account of hydrostatic fluid pressure (using
\( P \sin \phi_{\text{eff}} = (P - P_f) \sin \phi \) where \( P_f \) is the pore-fluid pressure), which gives \( \phi_{\text{eff}} \sim 15^\circ \) where \( \phi = 30^\circ \), and \( \sigma_{ij}' \) is the deviatoric stress tensor. Parameter values are given in Table 2.1.

The method adopted for the calculations requires explanation. In Section 2.5 we described stiff and pliable deformation in terms of respectively high and low power-law exponent flows. This is the same approach used in analytical perturbation methods, where plasticity is explicitly included as high \( \eta \) power-law flow (Equation 2.4) (e.g. Fletcher and Hallet 1983, Martinod and Davy 1992). However, for our numerical calculations we adopt an equivalent approach in which plastic yield is pressure-sensitive (Equation 2.5) and plastic flow is calculated by the Levy-Mises pseudo-viscous formulation in which the effective viscosity is iteratively rescaled to place the stress on yield (Malvern 1969, Willett 1992). This has exactly the same effect of rapidly reducing the effective pseudo-viscosity as in high-\( \eta \) power-law exponent flow.

2.7.2 Model Design

All models are 1200 km wide and extend to a depth of 600 km from the surface (Figure 2.4b). The large-scale domain is 1200 km x 600 km (400 x 140 elements) and contains a small-scale domain (nested model) with a higher grid resolution. The nest encompasses an area from 300–900 km horizontally and 0-100 km vertically (800 x 225 elements). The large-scale model has basal boundaries with free slip in the horizontal and vertical directions. Extension of the lithosphere is defined by horizontal velocities of 0.5 cm a\(^{-1}\) on the right and left horizontal boundaries (total 1 cm a\(^{-1}\)). A small horizontal flux of materials into the sub-lithospheric mantle allows for conservation of mass; there is no material flux through the base.

A MWZ of 12 x 5 km is embedded in the upper mantle lithosphere in most models. It has a reduced internal angle of friction of 2\(^\circ\) to represent inherited strain softening. Offset CWZ of 3 x 16 km are included in the crust of the Type 4 models to represent shear zones or sutures. The CWZ are 150 km away from the MWZ and dip towards it at 45\(^\circ\); previous studies suggest rift geometries are relatively insensitive to the dip of the CWZ (Chenin and Beaumont 2013). We choose these small weak zones on the basis that they are residual and restricted to cold lithosphere.
<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frictional-plastic parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal angle of friction (°)</td>
<td>$\phi_{eff}$</td>
<td>15 → 2</td>
</tr>
<tr>
<td>Over strain rate range (%)</td>
<td></td>
<td>50 → 150</td>
</tr>
<tr>
<td>Crust cohesion (Pa)</td>
<td>$C_{Crust}$</td>
<td>$1 \cdot 10^7$</td>
</tr>
<tr>
<td>Mantle cohesion (Pa)</td>
<td>$C_{Mantle}$</td>
<td>$2 \cdot 10^8$</td>
</tr>
<tr>
<td><strong>Crust: Wet Quartzite</strong></td>
<td>WQz</td>
<td></td>
</tr>
<tr>
<td>Power law exponent</td>
<td>$n_{Crust}$</td>
<td>4</td>
</tr>
<tr>
<td>Activation energy (J mol$^{-1}$)</td>
<td>$Q$</td>
<td>223·$10^3$</td>
</tr>
<tr>
<td>Initial constant (tensor invariant) (Pa·s$^{-1}$)</td>
<td>$A$</td>
<td>8.574·$10^{28}$</td>
</tr>
<tr>
<td>Scaling factor</td>
<td>$f_{Crust}$ variable</td>
<td></td>
</tr>
<tr>
<td>Crust density (kg m$^{-3}$)</td>
<td>$\rho_S$</td>
<td>2800</td>
</tr>
<tr>
<td><strong>Mantle: Wet Olivine</strong></td>
<td>WOI</td>
<td></td>
</tr>
<tr>
<td>Power law exponent</td>
<td>$n_{MML} = n_{SML}$</td>
<td>3</td>
</tr>
<tr>
<td>Activation energy (J mol$^{-1}$)</td>
<td>$Q$</td>
<td>430·$10^3$</td>
</tr>
<tr>
<td>Activation Volume (m$^3$ mol$^{-1}$)</td>
<td>$V^*$</td>
<td>12·$10^{-6}$</td>
</tr>
<tr>
<td>Initial constant (tensor invariant) (Pa·s$^{-1}$)</td>
<td>$A$</td>
<td>1.7578·$10^{14}$</td>
</tr>
<tr>
<td>Mantle lithosphere density (kg m$^{-3}$)</td>
<td>$\rho_{UML}$</td>
<td>3350</td>
</tr>
<tr>
<td>Sub-lithospheric mantle density (kg m$^{-3}$)</td>
<td>$\rho_{SLM}$</td>
<td>3370</td>
</tr>
<tr>
<td>Standard Moho temperature (°C)</td>
<td>$T_{Moho}$</td>
<td>600</td>
</tr>
<tr>
<td>Base of lithosphere temperature (°C)</td>
<td>$T_L$</td>
<td>1350</td>
</tr>
<tr>
<td>Basal heat flux (mW m$^{-2}$)</td>
<td>$q$</td>
<td>22</td>
</tr>
<tr>
<td>Surface heat flux (mW m$^{-2}$)</td>
<td>$q_s$</td>
<td>63.5</td>
</tr>
<tr>
<td>Radiogenic Heat Production</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper crust (µW m$^{-3}$)</td>
<td>$A_{RUCS}$</td>
<td>1.5</td>
</tr>
<tr>
<td>Lower crust (µW m$^{-3}$)</td>
<td>$A_{RLCS}$</td>
<td>0.5</td>
</tr>
<tr>
<td>Coefficient of thermal expansion (°C$^{-1}$)</td>
<td>$\alpha(T)$</td>
<td>3.2·$10^{-5}$  → 3.9·$10^{-5}$</td>
</tr>
<tr>
<td>Over temperature range (°C)</td>
<td></td>
<td>500-2000</td>
</tr>
<tr>
<td>Crust thermal conductivity (W m$^{-1}$·°C$^{-1}$)</td>
<td>$K_{Crust}$</td>
<td>2.25</td>
</tr>
<tr>
<td>Mantle lithosphere thermal conductivity (W m$^{-1}$·°C$^{-1}$)</td>
<td>$K_{MML}(T)$</td>
<td>5 → 3</td>
</tr>
<tr>
<td>Over temperature range (°C)</td>
<td></td>
<td>0-777</td>
</tr>
<tr>
<td>Sub-lithospheric mantle thermal conductivity (W m$^{-1}$·°C$^{-1}$)</td>
<td>$K_{SLM}(T)$</td>
<td>3-40</td>
</tr>
<tr>
<td>Over temperature range (°C)</td>
<td></td>
<td>1323-1423</td>
</tr>
</tbody>
</table>

Table 2.1. Model parameters
Elsewhere, annealing in the hotter viscous parts of the lithosphere (Yamasaki et al. 2006), where grain regrowth is efficient, will have removed strength contrasts associated with grain size reduction in lithospheric-scale sutures, although some form of heterogeneity (e.g compositional) may remain (Vauchez et al. 2012).

2.7.3 Mechanical Material Properties

Materials are defined by one laboratory-determined flow-law chosen for each representative lithology. We use “Wet” Quartzite (WQz) (Gleason and Tullis 1995) for the crust and “Wet” Olivine (WOI) (Karato and Wu 1993) for the mantle lithosphere and sub-lithospheric mantle. These are scaled with a scaling factor \( f \) to increase/decrease the relative strength (Beaumont et al. 2006, Butler et al. 2014, Appendix). This simplification allows for a relative comparison between materials of different strengths without having to incorporate other flow laws (Beaumont et al. 2006, Jamieson et al. 2007, Karato 2010). The scaling approach is also valid for a considerable range of \( f \) values, even for the reference flow laws, owing to the significant experimental uncertainties associated with the laboratory-determined flow-law parameters (Beaumont et al. 2006, Jamieson et al. 2007, Karato 2010, Butler et al. 2014; Appendix). The use of variations in \( f \) among models to achieve different combinations of stiff and pliable layers is described below (Section 2.8).

Strain-softening is included in the brittle regime to represent the formation of weak faults. The effective internal angle of friction is decreased linearly from 15° to 2° as the effective strain increases from 50% to 150%. The models are not particularly sensitive to the range of strain over which materials undergo strain softening (Huismans and Beaumont 2007). The low strain-softened angle of internal of friction is partly a result of the resolution of the finite element grid, such that with higher resolution a larger value would give equivalent results.

2.7.4 Thermal Properties

The initial steady-state temperature of the system is determined by the constant basal heat flux \( (q = 22 \text{ mW m}^{-2}) \), the radiogenic heat production in the crust \( (A_r) \), and the thermal conductivity \( (K) \). The surface heat flow is \( q_s = 63.5 \text{ mW m}^{-2} \) for radiogenic heat production in the upper crust of 1.5 \( \mu \text{W m}^{-3} \) and 0.5 \( \mu \text{W m}^{-3} \) in the lower crust (Hasterok and Chapman 2011). The
temperature at the base of the lithosphere is 1350˚C, and the Moho temperature is 600˚C. The thermal conductivity is scaled up in the sub-lithospheric mantle so that heat transport is equal to that of low Rayleigh number convection and the temperature gradient is adiabatic.

2.8 Model Results

As noted above, we describe selected model results from three series. The first models are laterally uniform, like those used by Chenin and Beaumont (2013). The second series shows an example where Control 1 dominates, and the third correspondingly shows where Control 2 wins. Both the second and third series juxtapose lithospheres of varying strengths. The models are classified as Type 1-4 according to their inherited weak zones (Figure 2.4a).

There are a large number of factors that will influence the behavior of the models and we have specifically chosen to keep them as simple as possible while demonstrating the two controls. All models have an initial laterally homogeneous temperature regime which allows us to focus on the role of material properties, specifically the rheology, and not temperature per se, on the model results. We choose to use only the Wet Quartzite (Gleason and Tullis 1995) and Wet Olivine (Karato and Wu 1993) flow laws, and change layers from stiff to pliable, and the converse, by selecting different scaling factors, \( f \) (Equation 2.4). This approach is equivalent to choosing a stronger/weaker rheology for layers of the lithosphere (Figure 2.2b; Butler et al. 2014, Appendix). Specifically, choosing a small \( f \) will ensure stress in a layer is below yield and, therefore, flow is pliable with a small-\( n \) power-law exponent (Equation 2.4). Conversely, large \( f \) values will increase the flow stress to the Drucker-Prager yield (Equation 2.5), and the layer will be stiff with pseudo-viscous flow, equivalent to a very large \( n \) power-law exponent. For example, where both the upper and lower crust have a scaling factor \( f = 1 \) and the WQz flow law, the upper crust will be stiff and the lower crust will be pliable because of the temperature increase with depth. In contrast, a WQz flow law with scaling factor \( f = 10 \), for example, approximates a mixed quartz-feldspar controlled crust, or ‘dry’ quartz. The scaling factor can also represent dehydration in the mantle; WOl x 5 corresponds to low water content (<0.001 wt% H₂O) and is significantly stronger than water-saturated peridotite with WOl x 1.
We use the following notation 10-1 | 10-3 to describe \( f \)-scaling factors in our models. The 10-1 signifies the left lithosphere, with a crust of WQz x 10 and a mantle lithosphere of WOl x 1. The 10-3 denotes the right lithosphere with a crust of WQz x 10 and a mantle lithosphere of WOl x 3. We combine this notation with the consequences of the \( f \)-scaling for the stiff (S) and pliable (P) layering of the upper and lower crust, and the upper and lower mantle lithosphere, SP-PP | SP-SP, to give 10SP-1PP | 10SP-3SP. This example completely describes the same \( f \)-scaling model and its S-P layering in which the lithosphere to the left of the lithospheric boundary has a stiff upper crust and a pliable lower crust, upper and lower mantle lithosphere, whereas the lithosphere to the right of the boundary consists of a stiff upper crust, a stiff upper mantle lithosphere and a pliable lower crust and mantle lithosphere.

### 2.8.1 Model Results: Laterally Uniform Models

The models in this series have a similar geometry to those described by Chenin and Beaumont (2013). They are used to investigate the growth of necking instabilities at inherited embedded crustal weaknesses and a central mantle weak zone with a Type 4 geometry (Figure 2.4a), but in an otherwise laterally homogeneous layered lithosphere. In general, the results of Chenin and Beaumont (2013) showed that weak zones in a stiff layer preferentially localize deformation, whereas localization is absent or delayed in pliable layers. We illustrate this result by contrasting a Type 4 model where the Central Mantle Weak Zone (C-MWZ) is located in a stiff upper mantle lithosphere with a model where the C-MWZ is located in a pliable upper mantle lithosphere (Figure 2.5).

Where the C-MWZ is embedded in a stiff upper mantle lithosphere (Model 1.1 10SP-3SP | 10SP-3SP) strain localizes at the C-MWZ at 13 Ma (Figure 2.5c). Although there is some initial deformation at the CWZ’s (Figure 2.5c), necking localizes more rapidly at the C-MWZ in the stiff upper mantle lithosphere and the CWZ’s are abandoned (Figure 2.5d, e).

In contrast, where the C-MWZ is located in a pliable mantle lithosphere (Figure 2.5g) (Model 1.2 10SP-1PP | 10SP-1PP) the CWZs are fully activated after 13 Ma. The C-MWZ is essentially ignored and rifting localizes at one of the CWZ’s (Figure 2.5i, j). Note, these models only differ in the \( f \)-scaling of the mantle lithosphere where \( f = 1 \) gives a P layer and \( f = 3 \) gives an S-layer.
These results illustrate the same behavior as seen in Chenin and Beaumont (2013). For laterally homogeneous models there is no spatial variation in background strain rate; therefore, Control 2 operates equally everywhere, leaving Control 1 as the winner.

2.8.2 Model Results: Control 1 Wins

In the laterally heterogeneous models, Control 1 wins where localization develops in a stiff layer on the side of the model that has the lower background strain rate. We have investigated a large range of models and find that this only occurs where there is a small difference in the background strain rates between the two sides. This indicates that for Control 1 to win special circumstances are required. Model 2.1 (10SP-1.3PP | 3.5SP-2SP; Figure 2.6a-f) is an example where Control 1 wins. It is a Type 3 model (Figure 2.4a); the MWZ’s are symmetrical around the lithospheric boundary, with the left and right one respectively embedded in pliable and stiff upper mantle lithospheres. The background strain rates in the upper mantle are similar on both sides, but slightly higher (by $< 1.0 \times 10^{-16}$ s$^{-1}$) on the left side of the boundary. The necking instability at the right mantle weak zone (R-MWZ) in the stiff layer initializes and outcompetes the slower necking instability at the left mantle weak zone (L-MWZ) by 16.0 Ma (Figure 2.6), even though the background strain rate is larger in the left. Rifting finally occurs on the right side at 24 Ma (Figure 2.6f).

A small change in rheology flips the dominant control to Control 2. In Model 2.2 (10SP-1.3PP | 3.5SP-2.5SP; Figure 2.6g-l) the right mantle lithosphere is stronger than in Model 2.1, WOI x 2.5 instead of WOI x 2. This reduces the background strain rate in the right mantle lithosphere, thereby making the strain rate contrast higher than $1 \times 10^{-16}$ s$^{-1}$, and localization develops at the L-MWZ (Figure 2.6g-l). The R-MWZ localizes a small amount of deformation, but by 13.0 Ma (Figure 2.6j) it is clear that the L-MWZ is localizing deformation more efficiently and that this will result in rifting in the left lithosphere (Figure 2.6).

These two examples illustrate that Control 1 can win for very specific conditions, where the background strain rates are nearly equal. However, wherever a significant strain-rate contrast is present Control 2 will take over, and rifting will take place in the pliable lithosphere under a higher strain rate. Further examples of this are presented in the next section.
Figure 2.5. Models 1.1 and 1.2: Localization at the site of embedded weak zones (light blue and pink) in a laterally homogeneous lithosphere. a) initial model design for Model 1.1, a MWZ is located in a stiff upper mantle lithosphere. b) the total stress relative to the yield stress is plotted. Pliable materials (red) are at a shear stress <80% of the yield stress, whereas materials that are considered stiff (blue) are at >95% of the yield stress and are mostly at yield. d-f) The C-MWZ is the site of localization and final breakup takes place at its location. g-l) C-MWZ located in a pliable upper mantle lithosphere. The C-MWZ is ignored in favor of the L-CWZ, which is the final locus of breakup. Isotherms (in °C) are shown in blue in the deformation plots and white in the stiff and pliable and strain rate plot. A representation of the Lagrangian grid can be seen in black.
2.8.3 Model Results: Control 2 Wins

The models presented below illustrate that deformation preferentially localizes in areas with higher background strain rates (Control 2). First, we describe Type 1 and Type 2 models which localize away from the lateral boundary, even where there is a C-MWZ in the case of the Type 2 model. Second, a Type 3 model is presented that illustrates that Control 2 dominates over Control 1. Third, a Type 4 model, like Model 1.1 but with a lateral boundary, is presented. Lastly, we present a Type 2 model where localization takes place at the C-MWZ at the boundary, but the effects of Control 2 determine how the asymmetry evolves.

2.8.3.1 Type 1 Model: No Weak Zones, and Type 2 Model: One Central Mantle Weak Zone

Model 3.1 (Figure 2.7) is a Type 1 model with no weak zones whatsoever. Its characteristics, (10SP-1PP | 10SP-3SP), result in a strong upper crust and stiff upper mantle on the right side (Figure 2.7b). Although Control 1 would predict localization in the stiff right lithosphere, it instead develops in the left lithosphere (Figure 2.7d) at 20 Ma. Control 2 wins because the background strain rate is at least one order of magnitude higher in the left lithosphere (Figure 2.7c). Before localization, the weaker left lithosphere undergoes pure shear extension and thins, whereas the stronger right lithosphere translates like a nearly rigid block and does not thin significantly. After a symmetrical plug forms, the stiff upper crust necks rapidly and breakup occurs at 29 Ma and 290 km of extension (Figure 2.7d-f).

The Type 2 model (Figure 2.7), Model 3.2 (SSP-1PP | 10SP-3PP) behaves in the same way as Model 3.1, even though it has a C-MWZ at the lithospheric boundary. As in Model 1.2, the C-MWZ is located in a pliable upper mantle lithosphere (Figure 2.7h) and is similarly ignored. Instead, Control 2 wins owing to the much higher strain rate in the left lithosphere (Figure 2.7i), similar to Model 3.1. Localization at 20 Ma is followed by breakup at 29 Ma producing a similar rift to the Type 1 model, Model 3.1 (Figure 2.7). These models show that where there are no weak zones, or the C-MWZ is in a pliable layer, Control 2 wins and rifting takes place in the weaker lithosphere with the higher strain rate.
Figure 2.6. Model 2.1 (10SP-1.3PP | 3.5SP-2SP) and Model 2.2 (10SP-1.3PP | 3.5SP-2.5SP). Both models are Type 3 with the R-MWZ in a stiff layer and the L-MWZ (both pink) under a higher strain rate. a-f) Where the background strain rate contrast in the upper mantle lithosphere is less than $1.0 \times 10^{-16}$ s$^{-1}$ Control 1 wins and the right lithosphere rifts. g-l) A slight increase in strength in the right lithosphere results in a larger background strain rate contrast and Control 2 wins, riftting the left lithosphere.
2.8.3.2 Type 3 Model: Two Mantle Weak Zones

Model 3.3 (10SP-1PP | 10SP-3SP; Figure 2.8) is a Type 3 model (Figure 2.4). It contrasts the effects of Controls 1 and 2. The R-MWZ is located in a thin stiff layer in the upper mantle lithosphere (Figure 2.8b), which could localize rapid necking under Control 1. On the other hand, the L-MWZ is located in pliable upper mantle lithosphere that has a higher strain rate (Figure 2.8c), implying that if Control 2 is dominant it should localize deformation, similar to Model 2.2.

Control 2 is clearly dominant as a symmetric plug localizes around the L-MWZ at 10 Ma (Figure 2.8d). The stiff crust and pliable upper mantle lithosphere neck rapidly, allowing the lower mantle lithosphere to be exhumed by 20 Ma (Figure 2.8f). The R-MWZ remains undeformed throughout the rifting process, even though it is in a stiff layer. This result differs slightly from Model 2.2 where the R-MWZ localized some deformation.

2.8.3.3 Type 4 Model: Crustal Weak Zones and a Mantle Weak Zone in a Stiff Layer

Type 4 models (Figure 2.4a) are equivalent to those presented by Chenin and Beaumont (2013) except they include a lateral boundary (Figure 2.9). Model 3.4 (5SP-3SP | 10SP-5SP) has continuous stiff layers in both mantle and crust (Figure 2.9b). These characteristics are very similar to Model 1.1 (Figure 2.5b), which clearly demonstrated the role of Control 1 at the C-MWZ in the mantle stiff layer. However, in Model 3.4 the background strain rate is much higher in the left lithosphere (Figure 2.9c) which from the outset fosters more rapid localization at the L-CWZ than at the C-MWZ (Figure 2.7c). This allows Control 2 to win by rifting at the L-CWZ (Figure 2.9d-f) with final breakup at 20 Ma. Some deformation has localized in the left side of the C-MWZ, but its right side and the R-CWZ remain essentially undeformed in the translated but near-rigid right lithosphere.
Figure 2.7. Models 3.1 and 3.2. Rifting away from the lithospheric boundary. a-f) Type 1 model without any weak zones with scaling factors of 10^{-1} \sim 10^{-3}. Localization in the left lithosphere under a higher strain rate. g-l) Type 2 model with a C-MWZ in a pliable upper mantle lithosphere with scaling factors of 5 \times 10^{-1} \sim 10^{-3}. Although a C-MWZ is present, localization occurs away from the lithospheric boundary.
2.8.3.4 Type 2 Model: Localization at the Lithospheric Boundary

Where a C-MWZ is located at the lithospheric boundary in a stiff layer, and it is the only weak zone in the model, deformation localizes there and a rift forms right on the boundary between the contrasting lithospheres (Figure 2.10). Model 3.5 (3SP-3SP | 10SP-3SP) has continuous crustal and mantle stiff layers (Figure 2.10b) and illustrates this case in which the rift localizes at the C-MWZ under Control 1, as in Model 1.1 (Figure 2.5a). However, Control 2...
actually wins. The left half of the C-MWZ is located in lithosphere with the higher background strain rate (Figure 2.10c). The deformation localizes in this left side of the C-MWZ and the right side is ignored owing to the contrast in the background strain rate. A significant shear zone develops by 10 Ma that intersects the left side of the C-MWZ (Figure 2.10d). The final rift at 19 Ma is highly asymmetric with a ~ 80 km narrow right margin and ~120 km wider left margin. Model 3.5 nicely illustrates the competition between Controls 1 and 2. In this case, however, they cooperate such that Control 1 determines localization in the stiff layer at the C-MWZ, but Control 2 takes over and controls the asymmetric rifting. As a result, the final geometry is quite different from Model 1.1.

2.9 Discussion

The results presented above illustrate the two proposed dominant controls on rifting: Control 1, the distribution of stiff and pliable layers in the lithosphere, and Control 2, the background strain rate within the lithosphere. These controls determine where deformation localizes in the presence of heterogeneities such as finite weak zones and/or contrasting lithospheric properties. We first discuss how Control 1 and 2 compete in the different models,
and then place them in the context of a summary diagram (Figure 2.11). We then compare the location of localization in our models with previous analogue and numerical models.

2.9.1 Control 1 vs. Control 2

Control 1 is the only relevant control in a laterally homogeneous lithosphere because the background strain rate distribution is laterally uniform. In this case, weak zones embedded in stiff layers win, and the system evolves under Control 1 (Chenin and Beaumont 2013). As shown by Model 1.1 (Section 2.8.1), stiff mantle lithosphere necks rapidly where a weak zone is embedded within it, resulting in a narrow rift with only minor offset rift basins (Figure 2.5a-f) (e.g. Baikal Rift; Delvaux et al. 1995). In contrast, a pliable mantle lithosphere, Model 1.2, delays rifting, giving the shear zones localized at the CWZ’s more time to create deep offset basins and, in this case, to become the primary rift (Figure 2.5g-l).

Where a lithospheric boundary and related compositional contrasts are introduced, the background strain rate becomes different in the two sides. The consequences are best illustrated by Type 3 models containing a MWZ on each side of the boundary, and with contrasting stiff and pliable upper mantle lithospheres. Model 2.1 (Figure 2.6) shows that Control 1 can win and localize deformation at the MWZ in the stiff upper mantle lithosphere where the strain rate contrast between the two sides is small. Where there is only a small change, however, for example, WOl x 2 to WOl x 2.5 (Model 2.2) and the strain rate contrast is increased, Control 2 wins, and rifting occurs at MWZ in the upper mantle lithosphere under a higher strain rate (Figure 2.6).

The background strain rate contrast between the right and left upper mantle lithospheres in Model 2.1 is small, less than $1\times10^{-16}$ s$^{-1}$, which allows enough time for the necking instability at the MWZ in the stiff upper mantle lithosphere to grow and eventually outpace the necking instability at the MWZ in the pliable lithosphere, even though the background strain rate in the stiff upper-mantle lithosphere is less. This is a modified “hare and tortoise” competition in which the hare, the necking instability at the R-MWZ in a stiff layer, cannot be much slower at the start of extension than the tortoise if it is to win. The amount of deformation at the R-MWZ’s in Model 2.2 (Figure 2.6g-l) and Model 3.3 (Figure 2.8), which are
both Type 3 models, illustrates this. The lower strain rate contrast in Model 2.2 allows for the hare (R-MWZ in stiff layer) to keep up with the tortoise (L-MWZ under higher strain rate) longer, localizing a small amount of deformation, but in Model 3.5 the larger strain rate contrast outcompetes the hare from the start and the R-MWZ remains completely undeformed.

Although we have not investigated the sensitivity of these results to the size and strength of the MWZ’s, we suspect that Control 1 may win for larger strain rate contrasts where the MWZ’s are smaller. The reasoning is that the necking instabilities at both MWZ’s must develop from a smaller initial state, giving the hare (necking of a weak zone in a stiff layer) a better chance to speed up and overtake the tortoise (necking of a weak zone in a pliable layer under higher strain rate).

The summary diagram (Figure 2.11) shows model outcomes in relation to model properties and the background strain rate contrast, that is the difference in the background strain rates between the two sides. For example, where a Type 3 model with two MWZ’s is under a low strain rate contrast, < 1 x 10^{-16} s^{-1} (bottom right corner), Control 1 dominates and the necking instability grows fastest at the MWZ in a stiff layer (Model 2.1). As the strain rate contrast is increased, Control 2 wins and the necking instability at the MWZ in the pliable upper mantle lithosphere grows faster (Model 2.2).

Similarly, in the second column (Figure 2.11), Control 2 changes the location of localization between Model 1.1 and Model 3.4, which have a similar model design (Figure 2.5b and Figure 2.9b). The C-MWZ is located in a stiff upper mantle lithosphere in both models, and under Control 1 localizes deformation where the strain rate contrast is zero. On the other hand, the C-MWZ in Model 3.4 is ignored in favor of the necking instability at the L-CWZ located in the lithosphere with the higher strain rate and Control 2 wins, even though the C-MWZ is located in a stiff upper mantle lithosphere.

The results of all models in the third series, Models 3.1-3.5, suggest that the strain-rate feedback grows a necking instability more efficiently than the stiffness of a layer wherever a significant strain-rate contrast is present, thereby changing the location of deformation from the stiff lithosphere to the lithosphere under the higher strain rate.
Figure 2.11. Summary of all results presented in the paper. The outcome of models with different weak zone configurations, in combination with stiff and pliable layering, changes depending on the strain rate contrast. For example, the second column represents a Type 4 model with 2 CWZ’s and a C-MWZ in a stiff upper mantle lithosphere, where the strain rate contrast is $< 1.0 \times 10^{-16} \, \text{s}^{-1}$ control 1 dominates and rifting takes place at the C-MWZ (Model 1.1), but where the strain rate contrast is larger Control 2 takes over and rifting occurs in the lithosphere under the higher strain rate (Model 3.4). All models presented in the results were placed on the diagram in their respective columns. M1.1 stands for Model 1.1 etc.

The circumstances under which Control 1 wins in models that include a lithospheric boundary were difficult to find, indicating that it is a special case that applies only where the background strain rates in the two sides are similar. A small change to the scaling factor of the right mantle lithosphere increased the strain rate contrast and allowed Control 2 to win (Series 2).

We have focused on models with full rifting velocities of 1 cm a$^{-1}$. At higher or lower rifting velocities, and therefore different background strain rates, the models are likely to behave in a different manner because the distribution of stiff and pliable layers will change. An investigation of the velocity sensitivity is beyond the goals of the present research. We do, however, believe Controls 1 and 2 will operate in the same manner. This implies that once the
stiff vs pliable distribution has been established in any given model, the model behavior can be predicted on the basis of the controls.

It is also difficult to draw particular conclusions concerning the length of time required to achieve lithospheric breakup. In general, necking of a stiff layer under Control 1 will minimize this time, whereas rifting takes longer under Control 1 for a pliable lithosphere (Chenin and Beaumont 2013). Correspondingly, higher background strain rates, for example from higher rifting velocities, will also accelerate breakup in pliable layers under Control 2 by comparison with lower background strain rates. However, time to breakup does not correlate strongly with Control 1 or Control 2.

2.9.2 Other Mechanisms that Change the Strain Rate in the Lithosphere

In our simple models, lateral lithospheric-scale heterogeneity was introduced only by changing the strength of adjacent lithospheres across a vertical boundary. Previous modeling suggests that our results can be extended to other forms of heterogeneity, such as a heterogeneous temperature (Bassi 1991, 1995, Bassi et al. 1993, Huerta and Harry 2007) or thickness distribution (Bassi et al. 1993, Bonini et al. 2007, Corti et al. 2013a). These heterogeneities affect the strength of the lithosphere and, therefore, the strain rate distribution. An increased geotherm results in an overall weakening of the lithosphere (Bassi 1995). Similarly, a thickened lower crust weakens the lithosphere (Bassi 1991, Corti et al. 2013a) because the top of the upper mantle lithosphere will be deeper and hotter, with less potential to be in the stiff regime.

Comparing our results with previous analogue and numerical models brings with it difficulties. Analogue models may include a weakness at the lithospheric boundary, whether this is intended or not, because of the way they are constructed, which may result in significant faulting at the boundary. Nor are we able to make inferences on which layers are respectively stiff and pliable from the information provided in most cases. These analogue models (Chemenda et al. 2002, Bonini et al. 2007, Corti et al. 2013a) may also be limited by the amount of extension they can accommodate, causing the location of final breakup to be unclear, and the absence of a thermal evolution. Nevertheless, we have attempted a comparison. Some
previous analogue models were designed to represent specific natural rifts, including the Baikal Rift (Chemenda et al. 2002, Corti et al. 2011), the West Antarctica Rift System (Bonini et al. 2007), and the East African Rift System (Corti et al. 2007). In a more general study, Corti et al. (2013b) used analogue models to test the effects of lateral strength contrasts, the depth of the brittle-viscous transition, and the presence of a weak zone extending from the lower crust to the base of the mantle lithosphere, on rift geometry as applied to rifting along the edge of a craton. Generally, in these models a weak zone at the boundary results in a boundary fault dipping away from the strong lithosphere, creating an asymmetric rift similar to our Model 3.5 (Chemenda et al. 2002, Corti et al. 2013a). However, in the absence of a weak zone, localization is distributed throughout the weaker lithosphere with possible minor faulting in the stronger lithosphere as in our Model 3.1 (Chemenda et al. 2002, Corti et al. 2013a).

Previous research using numerical models adopted either a laterally changing crustal and/or mantle thickness (Bassi 1991, 1995, Huerta and Harry 2007), or a 50-400 km wide weak region surrounded by stronger lithosphere (Corti et al. 2007, Gorczyk et al. 2013) to model the effect of a lithospheric boundary. As noted above, increasing the crustal thickness raises the Moho temperature and lowers the strength of the lithosphere as a whole, as does thinning the mantle lithosphere. Bassi (1995), for example, concluded that where the lithosphere is hot (Moho >770˚C) localization happens in the transition zone between the normal and thickened crust. Still, in the absence of a superimposed weak zone, the largest amount of thinning actually develops ~150 km away from normal thickness lithosphere. Huerta and Harry (2007) observed a similar result in models with weak, hot lithosphere placed next to a thicker, cold, strong lithosphere. Our Model 3.2 is similar to these, where most of the left crust and mantle lithosphere are pliable (Figure 2.7h).

Models that include a 50-400 km wide weak region (Corti et al. 2007, Gorczyk et al. 2013) show results most similar to ours. Strain localizes in the weaker mobile belt in all cases, but the models with the wider weak zones (200 - 400 km), in particular, resemble our results where Control 2 wins and rifting takes place away from the lithospheric boundary in the lithosphere under the higher strain rate. Overall these numerical models support our predictions that other strength contrasts in addition to those caused by material properties, for
example, a temperature contrast and/or changes in lithospheric layer thickness, can also effectively change the strain rate distribution, and determine the location of initiation of necking instabilities under Control 2.

2.10 Applications

Control 2 dominates for nearly all cases we have investigated where a lithospheric boundary is present, and this results in localization in the lithosphere under the higher background strain rate. We apply this result to an end-member case, rifting where a craton is involved. In addition, we suggest that lateral lithospheric contrasts across boundaries can result in asymmetric margins. We compare our model results with the Basin and Range Province, the Baikal Rift, and the Camamu-Gabon rifted margin.

2.10.1 Application 1: Craton Preservation

The cratonic cores of continents are generally underlain by thick Archean lithosphere that has survived largely undeformed for >2.5 Ga (Griffin et al. 1999, Artemieva and Mooney 2001, Gung et al. 2003). Endurance of Archean lithosphere has been attributed to its neutral buoyancy owing to an isopycnal state, and high viscosity and yield strength, all of which likely originate from high levels of dehydration and melt depletion (<0.001wt % H₂O) and low heat flow (Jordan 1975, 1978, Lenardic and Moresi 1999, Griffin et al. 2009b, Karato 2010).

Cratons are interpreted to have been assembled from distinct units, possibly by a primitive form of plate tectonics (e.g. Griffin et al. 1999, Sleep 2005), and it is likely that cratons include weak zones corresponding to sutures. Consequently cratons, which are cold and likely stiff, should be susceptible to localization and rapid growth of necking instabilities at the weak zones under Control 1, as suggested by Chenin and Beaumont (2013). The persistence of cratons indicates these weak zones are ignored during rifting that involves cratons, and this needs to be explained. The answer appears to be that cratons that surround themselves with weaker lithosphere ‘buy protection’ from rifting via Control 2. Deformation will localize in the weaker surrounding lithosphere with the higher strain rate, leaving the cratonic nucleus undeformed, even though instabilities should grow faster in stiff cratons under Control 1 (Model 3.4, Figure 2.9). This explanation is similar to that proposed by Yoshida (2012) and may
also apply to cratons under compression that are surrounded by subduction zones (Lenardic et al. 2000).

Although not truly a craton, the Colorado Plateau in the southwestern United States behaves in this manner. The Basin and Range and Colorado Plateau were accreted to the cratonic core of North America during the Proterozoic as a series of juvenile volcanic arcs (Whitmeyer and Karlstrom 2007), and the Colorado Plateau is still underlain by Proterozoic lithosphere today (Livaccari and Perry 1993, Lee et al. 2001). However, the lithosphere under the Basin and Range province was severely altered after initial accretion by processes inferred to include: 1) rifting at ~600 Ma (Burchfiel et al. 1992); 2) rehydration by the subducting Farallon slab during the Laramide Orogeny (Humphreys et al. 2003), and 3) extensive heating and resulting magmatism when the Farallon slab was removed (Humphreys 1995, Sine et al. 2008).

The Colorado Plateau was largely unaffected by these processes and is still mostly underlain by a high velocity mantle lithosphere (Humphreys et al. 2003). It also has a heat flow of 50 - 60 mW m⁻², which is relatively low compared to the adjacent Basin and Range Province and Rio Grande rift (Parsons 1995). Additionally, a low conductivity, high density, strong lower crust has been interpreted to support the Colorado Plateau and to contribute to its persistence (Wannamaker et al. 2008, Bashir et al. 2011). These factors suggest a strong lithosphere similar to our right lithosphere in Model 3.4. The comparison is made more realistic by the relict NE-SW shear zones that cross-cut the Colorado Plateau, which play a role equivalent to the CWZ in Model 3.4. For example, the Yavapai-Mazatzal suture serves as a conduit for recent volcanism and may be weak (Karlstrom and Humphreys 1998, Whitmeyer and Karlstrom 2007, Bashir et al. 2011).

During the Cenozoic, the Basin and Range has extended to 200% of its original width and is the archetype of a wide rift, leaving the Colorado Plateau to the east largely undeformed (Jones et al. 1992, Wernicke and Snow 1998, McQuarrie and Wernicke 2005). It could be argued that the earliest extension within the core complexes (~36-16 Ma) was close to the edge of the Colorado Plateau, but this clearly did not persist (Jones et al. 1992, Parsons 1995, Wernicke and
Snow 1998, McQuarrie and Wernicke 2005). More recent E-W extension was distributed over more than 1000 km (McQuarrie and Wernicke 2005). Seismic and magnetotelluric profiles show that crustal thinning is most advanced 100-150 km away from the Colorado Plateau in the northern and central Basin and Range (Figure 2.12) (Zandt et al. 1995, Sine et al. 2008, Wannamaker et al. 2008, Wernicke et al. 2008).

Therefore, the Basin and Range is comparable to more pliable versions of Model 3.1 (Figure 2.7) if there were no inherited weak zones, or model Model 3.4 (Figure 2.9) if there were inherited weak zones. Even though the suture zones in the Colorado Plateau may be weak, the Basin and Range is under a much higher strain rate than the Colorado Plateau and it absorbs all of the deformation. The final geometries of the rift and our model result differ only because Model 3.4 has a strong crust, whereas the Basin and Range is extremely hot and is therefore more pliable. It has long been established that hot lithosphere or thickened viscous crust results in distributed deformation (Buck 1991). Were we to choose a more pliable crust and lithosphere for the left lithosphere a wide rift would be expected, similar to the Basin and Range (Chenin and Beaumont 2013). Although technically not a craton, the Proterozoic Colorado Plateau is protected by the hot and pliable lithosphere of the Basin and Range. The same case is evident for the modern East African rift system where the rifts are primarily confined to the younger, weaker lithosphere that surrounds the cratons (Ebinger 1989, 2005, Foster and Ebinger 1997, Ebinger et al. 1997, Klerkx et al. 1998).
2.10.2 Application 2: Asymmetric Margins

Asymmetric conjugate margins were first thought to be a key indicator of extension by simple shear (Wernicke 1985, Lister et al. 1986). Additionally, it was suggested that they are the result of slow spreading where cooling leads to shifting of strain localization (England 1983, Kusznir and Park 1987). Other suggested mechanisms include multiple phases of rifting (Tett and Sawyer 1996) and decoupling of the crust and mantle lithosphere because of a viscous lower crust (Brun and Beslier 1996).

Based on our results, we propose that the presence of lateral lithospheric strength contrasts is another factor that leads to asymmetric margins. In the models presented, Model 1.1 (Figure 2.5) can be interpreted as rifting at a boundary as a result of the C-MWZ in a stiff layer in the limiting case where there was no strength contrast across the boundary. This leads to a nearly symmetric margin. Model 3.5 (Figure 2.10) illustrates a similar case where there is a...
small strength contrast across the boundary. In the latter case, Control 1 initiates the necking instability, but Control 2 results in distributed deformation in the lithosphere under the higher strain rate. Comparison of these two models shows that in Model 3.5 the rifted margin is asymmetric, with a narrow side where there is a lower strain rate and a wide side in the higher strain rate lithosphere.

An example conjugate margin of this type is the Camamu-Gabon margin in the central South Atlantic (Figure 2.13). The Congo and Sao Francisco cratons were connected during the Proterozoic by the Trans-Amazonian orogeny and only rifted apart during the Late Jurassic to Early Cretaceous (Barbosa and Sabaté 2004, Li et al. 2008, Wit et al. 2015). Immediately to the south of the connected region, the conjugate margins developed at the boundary between the Sao Francisco craton and Proterozoic lithosphere. The Brazilian margin adjacent to the Sao Francisco craton is very narrow (Figure 2.13a), and the crust thins from 30 km to less than 4 km over a distance less than 60 km (Chang et al. 1992, Rosendahl et al. 2005, Blaich et al. 2010, 2011). In contrast, the Gabon margin, which is underlain by Proterozoic basement, thins gradually over ~200 km. Figure 2.13 shows a comparison of Model 3.5 (shown with reversed polarity) with an interpreted seismic profile that spans the conjugate margin (Blaich et al. 2010).

An example of an asymmetric continental rift is the Baikal Rift System located on the boundary between the Archean Siberian craton and the Proterozoic Sayan-Baikal fold belt. It extends ~ 1500 km in a NE-SW direction (Delvaux et al. 1995, 1997). There is a thickness contrast between the >100 km thick lithosphere underlying the Siberian craton and the 60-80 km of mantle lithosphere beneath the Sayan-Baikal fold belt along the entire rift (Ionov et al. 1995, Petit and Déverchère 2006).

Deformation started in the southern end of the rift at 27 Ma and was mostly strike-slip (Delvaux et al. 1995). The highly asymmetric central Baikal basin has been undergoing orthogonal extension from 10-7 Ma and is now <100 km wide (Delvaux et al. 1997). Sedimentation started at 27 Ma under a transpressional regime and sediments thicknesses reach up to 9-km thick beneath the central Lake Baikal.
Figure 2.13. Model 3.5 compared with the Camamu-Gabon margin. a) Interpreted seismic cross-section across the Camamu-Gabon conjugate margin, which lies on the boundary between the Sao Francisco craton and a Proterozoic mobile belt. The Camamu margin is narrow and the crust rapidly thins towards the continent-ocean transition. The Gabon margin extends for over 200 km (Blaich et al. 2010). b) Model 3.5 at 19.0 Ma shown with reversed polarity. The stronger crust thins from over 30 km to less than 5 km in ~80 km. The weaker crust on the other side thins gradually over 150 km. Note the model is shown at end of syn-rift extension and there is no sediment, whereas the seismic cross-section above shows current configuration.

An inherited weak zone has been interpreted at the boundary (Petit and Déverchère 2006, Corti et al. 2013a). Similar to Model 3.5 (Figure 2.10), deformation is accommodated by a high-angle boundary fault on the stronger Siberian lithosphere side.

In contrast, further north and south along strike the rift widens and curves away from the edge of the Siberian craton (Corti et al. 2011). This is interpreted to represent the transition from orthogonal extension along the central Baikal rift to broad zones of oblique to transcurrent motion to the northwest and southeast (Chemenda et al. 2002, Petit and Déverchère 2006, Corti et al. 2011). Given the evidence for thick, cold, cratonic lithosphere beneath the Siberian craton and warmer, thinner lithosphere beneath the Sayan-Baikal fold belt (Ionov 2002), the evidence for a weak zone at the boundary (Chemenda et al. 2002), and the slow (~0.5 cm a\textsuperscript{-1}) spreading rate, the setting of the central Baikal Rift is similar to that of
Model 3.5 at 14 Ma (Figure 2.10e) and also similar to the restored Camamu-Gabon conjugate margins (Figure 2.13). By all indications the central Baikal Rift is asymmetric, consistent with asymmetry developed at a lithospheric boundary, initially under Control 1. The broader oblique to transcurrent regions in the weaker Sayan-Baikal fold belt may be cases where Control 2 prevails, as in the Basin and Range and Colorado Plateau examples (e.g. Models 3.1 and 3.4) (Corti et al. 2013a).

2.11 Conclusions

We investigated the effect of inherited small-scale weak zones and lateral boundaries, for example caused by fossil sutures, in localizing deformation and seeding necking instabilities in the lithosphere during extension. We propose that weak zones interact with the intrinsic rheological layering of the lithosphere in two ways, leading to two controls; Control 1) is the stiff and pliable behavior of the lithosphere (Chenin and Beaumont 2013), and; Control 2) is the background strain rate of a lithosphere under extension. These controls stem from the growth rates of necking instabilities in a layered lithosphere. Control 1 expresses the effect of nonlinearity in the growth rate such that necking develops much faster in stiff layers (power-law exponent, \( n > 1000 \)) than in pliable layers (power-law flow exponent \( n \sim 2-5 \)). A useful analogy is with the Mars Caramel bar in which the chocolate is stiff, whereas the caramel is pliable. The effect of Control 2 is to amplify the growth of necking instabilities according to the magnitude of the background strain rate, which is defined as the strain rate in the absence of inherited heterogeneities.

Control 1 operates in a uniform lithosphere where the background strain rate is laterally uniform. However, where lithospheric strength varies laterally the background strain rate will also vary. Control 2 is now involved and predicts that necking will develop fastest where the background strain rate is greatest. Controls 1 and 2 therefore compete in a ‘hare and tortoise’ manner to grow necking instabilities. We have used simple 2D finite element models of lithospheric extension to test these concepts. Our conclusions are:
1) Models 1.1 and 1.2 have laterally uniform lithosphere and demonstrate that necking develops faster where a weak zone is located in a stiff layer than where it is in a pliable layer (Chenin and Beaumont 2013); that is Control 1 operates.

2) Models 2.1 and 2.2 concern weak zones embedded symmetrically on either side of a lateral lithospheric boundary. The results show that Control 2 wins in general, but where the background strain rates in the two regions of the model are similar, Control 1 can win, causing rifting to localize at the weak zone in a stiff layer.

3) Other models are used to show that Control 2 also wins under other circumstances. This holds true where: 1) there are no weak zones whatsoever (Model 3.1); 2) the C-MWZ is in a pliable upper mantle lithosphere (Model 3.2); 3) one MWZ is present in a stiff upper mantle lithosphere, and the other MWZ is in an upper mantle lithosphere under a higher background strain rate (Model 3.3); 4) localization occurs at a CWZ under a high background strain rate even though a C-MWZ is in a stiff upper mantle lithosphere (Model 3.4); and, 5) where a C-MWZ localizes deformation at the lithospheric boundary most deformation is located in the lithosphere under the higher strain rate.

4) These results can be applied to show that cold, stiff cratons, which should rift rapidly under Control 1, avoid deformation if they are embedded in weaker lithosphere. Under these circumstances the strain rate is higher in the weaker lithosphere and Control 2 wins.

5) A second application of the results shows that rifts that localize at the boundary between two different types of lithosphere may develop into very asymmetric conjugate margins if Controls 1 and 2 operate on opposite sides of the boundary.
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Chapter 3  Rifting Strong Cratons

3.1 Introduction

The existence of cratons that are over 2 billion years old is remarkable, considering that present-day oceanic lithosphere is recycled within 200 million years (Carlson et al. 2005, Lee et al. 2011). Cratons were formed through high degrees of melt extraction (30-40%; Pearson and Nowell 2002) from hot Archean lithosphere (1450°C-1600°C) at relatively low pressures (<5 GPa) implying that they formed at shallower depths (<150 km) than the maximum depth (200-250 km) from which xenoliths were transported to the surface at a later time (Kelemen et al. 1998, Canil 2004, Lee 2006, Pearson and Wittig 2008, Wittig et al. 2008). On the surface Archean rocks are mainly represented by greenstone belts and high grade gneiss terranes. These are located in the cores of continents and have escaped recycling back into the sublithospheric mantle (Windley 1981, Goodwin 1996). The underlying mantle lithosphere is composed mainly of highly depleted and dehydrated peridotites (Griffin et al. 2003a, Carlson et al. 2005). Cratons are substantially thicker than younger lithosphere (200-250 km vs. 100-130 km) and this requires that they currently have a cold geothermal gradient. These distinct characteristics result in a highly viscous, thick and strong cratonic keel (Carlson et al. 2005, Lee et al. 2011). Rheological and modeling studies suggest that the survival of cratons to the present is due to their neutral gravitational buoyancy and high viscosity with respect to the convecting mantle below (Section 3.2). Cratons are further protected by the presence of surrounding younger, weaker lithosphere (Chapter 2; Lenardic et al. 2000, 2003, Corti et al. 2007, Yoshida 2010, 2012, Gorczyk et al. 2013).

However, there is evidence that some initially strong cratons have subsequently thinned and rifted (Section 3.3). Xenoliths and xenocrysts derived from the cratonic mantle lithosphere (CML) indicate that its composition is not homogeneous with depth (Griffin et al. 2003a, Lee et al. 2011). Instead, the geochemical data indicate that the composition of the CML can be changed through metasomatism involving interaction of peridotite with fluids and/or melts from the sublithospheric mantle (Section 3.3.1). The modified characteristics of metasomatized cratons may weaken them sufficiently to allow them to rift. The second part of this thesis investigates the effects of metasomatism as a mechanism to weaken and rehydrate cratons.
These effects may include: 1) an increase in CML density; 2) an increase in temperature, and; 3) rehydration. The last two effects lower the viscosity of CML, allowing it to deform more easily. It has been proposed that the integrated strength of the CML can decrease through these effects (Tang et al. 2013b, Liao and Gerya 2014, Wang et al. 2015). This may cause convective erosion of the lower CML and thin the cratonic lithosphere significantly. Additionally, metasomatism may be a factor in the formation of intracratonic basins (Section 3.4) by reducing the buoyancy of the cratonic lithosphere, which then requires isostatic subsidence and creates accommodation for sediments.

Understanding the stability and destruction of CML is a fundamental part of understanding plate tectonics, but also has economic importance. For example, the formation of diamonds is limited to high pressures coupled with low temperatures and is therefore closely linked to the existence, survival, and destruction of cratons (Haggerty 1999). Additionally, intracratonic basins may host hydrocarbons (Mann et al. 2001, Yang et al. 2005) or uranium and other mineral deposits (Groves and Bierlein 2007).

This chapter starts by reviewing recent advances in the understanding of craton formation, stability, and destruction. Metasomatism is highlighted as an important weakening mechanism, which may lead to craton thinning and a reduction in its integrated strength. Finally, a link between metasomatism and intracratonic basins is proposed.

3.2 Craton Characteristics and Stability

Cratons are the oldest surviving continental lithosphere (>2.5 Ga) and form the cores of the present-day continents (Hoffman 1989, Goodwin 1996, Lee et al. 2011). Archean cratonic crust is generally believed to be underlain by Archean mantle lithosphere with characteristics that are distinctly different from younger lithosphere, such as a lower density, higher degree of dehydration and a colder geotherm (Griffin et al. 2003a). Although the mechanism of craton formation is still debated (Griffin et al. 2003a, Carlson et al. 2005, Lee et al. 2011, and references therein), there is a general agreement, based on xenolith data, that they formed after a high degree (30-40%) of melting of primitive mantle (Lee et al. 2011). For comparison, melting at modern mid-ocean ridges leads only to about 7% melt extraction (Katz et al. 2003).
The mantle lithosphere in general is composed mainly of peridotites (>95%), which range in composition from harzburgites (olivine + orthopyroxene) to lherzolites (olivine + orthopyroxene + clinopyroxene). A small amount of eclogite (garnet + clinopyroxene + omphacite), the high pressure equivalent of basalt, may be present in the mantle lithosphere (Schulze 1989). However, eclogite has a higher density (3560 kg m\(^{-3}\)) and seismic velocity (Vp ~8.7 km s\(^{-1}\)) than peridotite (3310-3380 m\(^3\), Vp ~8.3 km s\(^{-1}\); Bousquet et al. 1997, Carlson 2005) and if large bodies (km-scale) were present in the mantle lithosphere, they should be discernible in seismic studies. Although it has been looked for beneath African cratons (James et al. 2001, Gao 2002), so far the only inferred subcratonic eclogite bodies are below the Slave Craton in Canada, where 10-km thick seismic reflectors with sharp boundaries are visible at ~70 km depth (Bostock 1998, Carlson et al. 2005).

The range in peridotite compositions is a function of the degree of melt extraction from a primitive mantle, on which the later effects of metasomatism have been superimposed. During initial melt extraction, peridotites are progressively depleted in clinopyroxene and garnet or spinel, leaving behind olivine and orthopyroxene (Lee et al. 2011). This effectively decreases the FeO, Al\(_2\)O\(_3\), and CaO contents, and increases the Mg\# (atomic Mg/(Mg + Fe)) (Figure 3.1) and lowers the overall density (Poudjom Djomani and O’Reilly 2001, Griffin et al. 2003a, 2009b). Primitive mantle has a density of ~3378 kg m\(^{-3}\) (Mg\# 89), whereas Archean lithosphere can have a density as low as 3310 kg m\(^{-3}\) (Mg\# 94) (e.g. Poudjom Djomani and O’Reilly 2001, Griffin et al. 2009b). The linear trend between lithosphere age and depletion in Al\(_2\)O\(_3\) and CaO (Figure 3.1a) suggests that the high degree of melt extraction is the primary cause of the compositional difference between Archean and younger lithosphere. However, Archean and Proterozoic peridotites do not fall on the modern oceanic peridotite trend (Figure 3.1b, black arrows), which describes the current formation of oceanic lithosphere by melt extraction. This difference is ascribed to the high Archean geothermal gradient (Turcotte 1980, Turcotte and Schubert 1982, Christensen 1985). Geochemical interpretations of xenolith data suggest that CMLs formed at temperatures between 1450°C and 1600°C at a shallower depth (<5 GPa; ca 150 km) than the depths indicated from xenolith data (6-8 GPa; ca. 200-250 km) (Herzberg 2004, Lee et al. 2011). Specifically, the high Mg\# and high MgO content reflect a high
percentage of melt extraction, the low total FeO content suggests high temperatures, and the major and trace elements indicate melting in the absence of garnet at pressures ≤ 5 GPa (Kelemen et al. 1998, Canil 2004, Lee 2006, Wittig et al. 2008). The high degree of melt extraction from CML left behind highly depleted and dehydrated peridotites (Mg# 92-95; <0.01 wt% H2O) with a low density (~3331 kg m⁻³) (Poudjom Djomani and O’Reilly 2001, Griffin et al. 2003a, Karato 2010).

Seismic tomography studies provide evidence for the existence of a thick (200-250 km), high seismic velocity cratonic root (Goes and Lee 2002, Godey et al. 2004, Begg et al. 2009), which agrees with data from xenolith studies (Griffin et al. 1999, 2003a). Some studies suggest the cratonic root could extend to a depth of 400 km (Artemieva and Mooney 2001). The discrepancy is probably the result of the distinction between the thermal lithosphere and the chemical lithosphere (Artemieva 2009, O’Reilly and Griffin 2010, Lee et al. 2011). The chemically distinct lithosphere is depleted with respect to the sublithospheric mantle and marks the maximum depth from which xenoliths are derived, whereas the thermal lithosphere corresponds to the region that is cooler than the sublithospheric mantle. The difference
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Figure 3.1. Geochemical data showing the compositional relationship between lithospheres of different ages. (Griffin et al. 2003). a) CaO vs. Al₂O₃. Melt extraction depletes the residue in Al₂O₃ and CaO, resulting in a near-linear trend from primitive mantle to Archean lithosphere. Recent xenolith evidence suggests that this trend can be reversed by melt metasomatism. b) Mg# vs modal % olivine. Archean peridotites can have Mg# up to 94, whereas Phanerozoic peridotites have Mg# of 89-92. The black arrows indicate the oceanic peridotite trend, whereas the downward arrows indicate the effects of melt metasomatism and fluid-metasomatism (grey and black arrow heads, respectively). The alteration of CML by metasomatism is highly dependent on the composition of the fluid/melt that is involved.
between the thermal and chemical lithosphere is referred to as the thermal boundary layer (TBL; Figure 3.2a). Although not chemically distinct, like the chemical boundary layer (CBL; Figure 3.2a), this thermal boundary layer, part of the sublithospheric mantle, does not fully participate in sublithospheric mantle convection (e.g. Cooper and Conrad 2009, Artemieva 2009). In this thesis we assume that the thermal and chemical lithosphere have the same thickness (250 km).
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**Figure 3.2.** Thermal constraints on cratonic lithosphere. a) The chemically distinct cratonic root (chemical boundary layer, CBL) is surrounded by a thermal boundary layer (TBL), which does not participate in convection of the sublithospheric flow because of its low temperature. b) Xenolith data indicating the varying geotherms in Archean and Proterozoic lithospheres. (Lee et al. 2011). The P-T data are plotted on geotherms corresponding to a range of surface heat fluxes. The Colorado Plateau is Proterozoic in age and illustrates the difference in temperature between Archean and Proterozoic lithosphere.

The high seismic velocity of cratonic roots is due mainly to the cooler temperature of CML relative to younger continental lithosphere, and partly to the high Mg# in the mantle lithosphere (Kaban et al. 2003, Lee 2003, Schutt and Lesher 2006). Heat flow measurements for crustal domains with different ages illustrate the large differences in thermal regimes (Figure 3.2b). On average, cratonic domains are characterized by a lower heat flow (~40 mW m⁻²) than that of Proterozoic (50-60 mW m⁻²) and tectonically active Phanerozoic domains (~80 mW m⁻²) (Nyblade and Pollack 1993, Nyblade 1999, Artemieva and Mooney 2001). The low heat flow is partly due to low radiogenic heat production in Archean crust, owing to its depletion in radioactive elements (Mareschal and Jaupart 2012). The heat flow is also closely related to the
temperature distribution required by the thick thermal boundary layer of the CML. If the base of thick CML is between 1300°C and 1400°C, the mantle heat flux must be proportionately less than that through younger, thinner, thermally stable lithosphere (Nyblade and Pollack 1993, Nyblade 1999). Continental geotherms can be constrained further by thermobarometry on xenoliths that have been brought to the surface by volcanic eruptions. Figure 3.2b shows xenolith pressure-temperature data for several cratons as well as the Proterozoic Colorado Plateau. Data from Archean cratons fall between the geotherms calculated for a surface heat flow of 40 mW m⁻² and 50 mW m⁻². The difference in heat flow between Archean and younger lithosphere is illustrated by the slightly hotter Proterozoic Colorado Plateau (Figure 3.2b).

Seismic studies across North America demonstrate that the seismic velocity depends on the composition and temperature of the mantle lithosphere. From the tectonically active west to the stable Archean and Proterozoic shield areas in the center, the velocity increases abruptly by 10% at 100 km depth (e.g Goes and Lee 2002, Godey et al. 2004). A 2% increase in seismic velocity can be explained by a 120°C decrease in temperature or a chemical depletion of either 7.5% in FeO or 15% in Al₂O₃ (Godey et al. 2004). By applying this relationship to the North American data, Godey et al. (2004) calculated that the lithosphere beneath the stable parts of central North America may be colder by 440°C at 100 km depth and depleted in FeO by ~4% compared to western North America. These large differences hint at the characteristics that are important for craton survival.

The persistence of Archean lithosphere until the present day is partly explained by its cold geotherm and high degree of melt extraction. The bottom of the mantle lithosphere is susceptible to erosion, either by convection or shear stress, but the cold geotherm induces a viscosity contrast between the CML, the surrounding continental mantle lithosphere, and the convecting asthenosphere below. The CML viscosity is also increased as a result of high dehydration (Karato 2010); the viscosity of dehydrated peridotite can increase by a factor of ~140 at a constant stress relative to its hydrated state (Hirth and Kohlstedt 1996), further increasing CML strength. Finally, the low density that results from the high depletion in FeO gives the CML chemical buoyancy. However, this positive buoyancy is largely balanced by the
negative thermal buoyancy owing to the cold temperatures, so that cratonic lithosphere is neutrally buoyant to a first approximation (Jordan 1975).

Modeling studies (Lenardic et al. 2000, 2003, Yoshida 2010, 2012) indicate that, apart from their intrinsic characteristics, cratons inadvertently protect themselves by being surrounded by weaker lithosphere. Although cratons have a high integrated strength and have an upper mantle lithosphere in the frictional-plastic regime (Control 1, Section 2.6), a surrounding weaker lithosphere will rift preferentially if the strain rate contrast is sufficiently high (Control 2, Chapter 2). These factors combined contribute to the longevity of cratons, but are not sufficient by themselves. Numerous modeling studies have focused on determining the dominant characteristics needed to make cratons strong enough that they do not participate in sublithospheric mantle convection. Lenardic and Moresi (1999) found that positive chemical buoyancy was insufficient to explain the longevity of cratonic roots; instead they concluded that a high viscosity contrast with the asthenosphere ($10^3$), caused by dehydration and the effects of temperature-dependent viscosity, can provide root stability. Similar results were obtained in other modeling studies (e.g. Lenardic et al. 2000, 2003, Sleep 2003, O’Neill et al. 2008, Beuchert and Podladchikov 2010, Wang et al. 2014). Additionally, where a lateral viscosity contrast or yield strength contrast with surrounding lithosphere is present, the craton was found to be less susceptible to the effects of mantle convection (Lenardic et al. 2000, 2003, Yoshida 2010, 2012).

Having established that cratons are strong and difficult to deform because of the combined effects of a high viscosity and chemical buoyancy, the question remains as to how some cratons can undergo deformation and even rifting. Chapter 4 investigates how much weakening of the CML, where most of the lithospheric strength is located (e.g. Burov 2011, François et al. 2012), may be needed to rift a craton. The next section reviews some mechanisms proposed to explain craton weakening and natural examples of altered, thinned and rifted cratons.
3.3 Craton Destruction and Rifting

Even though cratons are strong, there are places where there is evidence that they have thinned (e.g. Kaapvaal, Griffin et al. 2003b; Tanzania, Koornneef et al. 2009; North China Craton, Tang et al. 2013). Xenolith data in particular are useful in determining the timing and extent of lithospheric thinning. For example, data from xenoliths from the North China Craton suggest that the lithosphere under the eastern part of the craton has been entirely replaced by a young oceanic-type mantle lithosphere, whereas the west North China Craton is still underlain by a cratonic root (Menzies et al. 2007).

Mechanisms proposed to thin craton lithospheres are: 1) basal traction, and; 2) convective removal of the CML (Figure 3.3). Basal traction relies on shear stresses induced by sublithospheric mantle flow (Sleep 2003). However, the shear traction is probably not strong enough to completely destroy cratonic lithosphere because the shear stresses decrease significantly as the craton thins and the protecting thermal boundary layer increases (Cooper and Conrad 2009). Convective removal is driven by density contrasts (Lee et al. 2011). Temperature differences in the lithosphere, for example, cause density contrasts as a result of differential thermal expansion that could lead to convective removal (Figure 3.3b). Rayleigh-Taylor instabilities are the result of a gravitationally unstable configuration where a higher density material is underlain by a lower density material. A perturbation can cause the denser material to sink, and evolve into an instability as lower density material replaces the sinking denser material. These instabilities can exist on multiple scales. Small scale Rayleigh-Taylor instabilities can erode the lithosphere from below (Huang 2003, Korenaga 2004). Larger-scale instabilities, for example those caused by orogenically thickened lithosphere, may result in delamination of the lower part of the lithosphere (Figure 3.3b) (Downey et al. 2011). Edge-driven convection is important where a thickness contrast leads to upwelling of asthenosphere under the thin lithosphere and downwelling under the thick lithosphere, a process that may take CML down with it (King and Anderson 1998, Sleep 2007, van Wijk et al. 2010, Kaislaniemi and van Hunen 2014). Edge-driven convection has been suggested as the cause of recent thinning of the lithosphere beneath the Proterozoic Colorado Plateau, which is thicker than

Figure 3.3. Mechanisms to thin the lithosphere. a) Shear stresses on the base of the lithosphere can remove the lower mantle lithosphere through basal traction. b) Density driven flows can cause delamination, Rayleigh-Taylor instabilities, and edge-driven convection. c) Melt infiltration may weaken the CML and cause convective removal. Additional small-scale convection cells can be produced by an uneven base of the lithosphere. Modified from Lee et al. (2011).

The composition of the CML through time and the timing of lithosphere removal can be investigated by analyzing xenoliths from different episodes of magmatism (Griffin et al. 2003a, Menzies et al. 2007). Thinning of many originally thick lithospheres seems to have occurred in the relatively recent past (e.g. Cretaceous for Kaapvaal Craton, Griffin et al. 2003b, Devonian for Wyoming Craton, Carlson et al. 2004, Cretaceous for North China Craton, Menzies et al. 2007, Paleogene for Tanzania Craton, Aulbach et al. 2008). This suggests that these cratons and shields were stable to depths of over 250 km for most of their history. Therefore, something had to change to make them more susceptible to thinning. Cooper and Conrad (2009) calculated the thickness of a chemically distinct craton root in convecting sublithospheric mantle with different Rayleigh numbers. Their results indicate that at present the maximum thickness of chemically distinct lithosphere is 225 km, which is similar to the thickness estimates of many cratons (Rudnick et al. 1998). An increased thickness of the thermal
boundary layer is predicted for increased vigour of convection so it is unlikely that increased vigour of convection cells result in convective removal of CML (Cooper and Conrad 2009). Instead of changes to the sublithospheric mantle, we consider that widespread refertilization of CML by mantle fluids and melts is integral to weakening and eventually thinning the cratonic lithosphere (Figure 3.3c).

3.3.1 Mantle Metasomatism as a Weakening and Thinning Agent

Mantle metasomatism is the compositional change of mantle lithosphere as a result of interaction with melts or fluids. Even where CML is stable with regard to the convecting sublithospheric mantle, it can be altered by externally derived melts or fluids. The sources of metasomatic fluids and melts can be low-degree partial melting, mantle plumes, and fluids or melts released from nearby subducting slabs (O’Reilly and Griffin 2013, Tang et al. 2013b). The high salinity and presence of ringwoodite included in Mesozoic diamonds from the Slave Craton supports the subducting slab under western North America at the time as a primary source for fluids (Weiss et al. 2015). Fluids may also be released by magma crystallisation at the base of or within the CML (O’Reilly and Griffin 2013). Metasomatism may decrease its mechanical strength (by hydration) and/or increase its density (by refertilization), allowing it to be convectively removed.

Evidence for mantle metasomatism is mainly provided by mantle xenoliths and xenocrysts that are brought to the surface by alkali basalts and kimberlites. Kimberlites originate in the CML and are well studied owing to their significance for diamond exploration. Alkali basalts are more typical of fertile Phanerozoic domains or, more importantly for this project, areas where old cratonic mantle lithosphere has been thinned (e.g. North China Craton; Griffin et al. 1998).

Data from xenocrysts and xenoliths indicate that there are different types of metasomatism depending on whether fluid or melt is involved (Rudnick et al. 1998, Carlson et al. 2005, O’Reilly and Griffin 2013). 1) Fluid-related metasomatism can result in the addition of minerals not integral to peridotites (e.g. amphibole, mica, carbonates, apatite, sulfides, titanite, ilmenite and zircon) (modal metasomatism; Harte 1983) or trace-element changes (cryptic
metasomatism; Dawson 1984). 2) Silicate melt metasomatism results in addition of phases already common in some peridotites (e.g. garnet and clinopyroxene) at the expense of olivine, and has only recently been recognized (Griffin et al. 2003a, 2009b, Carlson et al. 2005, Lee et al. 2011).

A large variety of physical effects resulting from fluid and melt metasomatism can have far-reaching effects on the stability of CML. Alteration by fluid metasomatism is highly dependent on the type of fluid, which may have a high CO₂ and/or H₂O content (O’Reilly and Griffin 2013). Fluid metasomatism may partly rehydrate the mantle lithosphere, which can decrease the viscosity by a factor of 140 (Hirth and Kohlstedt 1996). Fluids may also lower the solidus temperature of peridotite enough to produce small amounts of melt (only in an oxidized environment) (Taylor and Green 1988, Zhang and Herzberg 1994, Kawamoto and Holloway 1997, Foley 2008), which can in turn enhance the strain rate by a factor of 25 at a melt fraction of 7% (Hirth and Kohlstedt 1995). Recent petrological studies of major and trace-element characteristics in xenoliths and xenocrysts (e.g. Carlson et al. 2005, Griffin et al. 2009, Tappe et al. 2011, Tang et al. 2013) suggest that interaction with silicate melts during metasomatism can reverse the trends that are usually the result of different degrees of melt extraction. This refertilization leads to an increase in density of the CML from its depleted, low density state of 3335 kg m⁻³ to a more fertile state of 3378 kg m⁻³, equivalent to a decrease in Mg# from 92 to 89 (Lee 2003). The advection and crystallisation of hot melt can heat wall rock peridotites and decrease the viscosity owing to the temperature-dependent power-law flow.

3.3.2 Reactive Front Metasomatism

In order to test the effectiveness of mantle metasomatism as a process to weaken and destabilize the CML in numerical models, we need to know its extent and spatial distribution. Xenoliths brought to the surface in kimberlites only provide a depth profile through the lithosphere sampled by the vertical kimberlite pipe. The lateral extent of altered wall rock cannot be reconstructed from these data (O’Reilly and Griffin 2013). Fortunately, the spatial scale and style of mantle metasomatism can be directly observed in exposed ultramafic massifs. In particular, at the Lherz massif in the French Pyrenees, a large body (1.5 km²) of lherzolite is interleaved with foliated lenses of harzburgite (Bodinier et al. 1990, Le Roux et al. 2007, 2009).
The observed decrease in Mg# from 92 in the harzburgites to 90.5 in the lherzolites in the massif could be explained by different degrees of melt extraction. However, the constant fabric orientations in the harzburgites suggests that the lherzolite was not tectonically emplaced, but replaced the depleted harzburgite by melt metasomatism (Le Roux et al. 2007). This interpretation is supported by the major element data trends from the different lithologies, which differ from those predicted by melt extraction models (Figure 3.4).

Furthermore, in the Lherz massif, the rare earth element (REE) data suggest that pervasive melt metasomatism was preceded by cryptic metasomatism. Harzburgite over 20 m away from the contact with the lherzolites is only slightly enriched in light rare earth elements (LREE) relative to a chondrite normalization and was not cryptically metasomatized. Closer to the contact, on the other hand, the harzburgite is enriched in both heavy rare earth elements (HREE) and LREE. This pattern indicates that small, volatile-rich melt fractions preceded the

![Figure 3.4. Geochemical analyses of harzburgites and lherzolites from the Lherz Massif (data from Le Roux et al. (2007) and Western Gneiss Region (WGR; data from Beyer et al. 2006). The red dashed line is the expected distribution if peridotites formed only by removal of melt from primitive upper mantle (PUM; green square). The harzburgites (blue diamonds) generally have low Al\textsubscript{2}O\textsubscript{3} and have not undergone extensive metasomatism. The lherzolites (purple squares) do not follow the melt extraction curve and are enriched in Na\textsubscript{2}O and Ti. (O'Reilly and Griffin 2013).]
advance of melt metasomatism (Harte et al. 1993, Vernières et al. 1997). The REE pattern of lherzolites away from the contact resembles that of orogenic lherzolites found elsewhere and suggests interaction with silicate melts (Le Roux et al. 2007). Similar relationships are found in the ~300 km$^2$ Ronda massif in Spain, where a kilometer-scale reactive front between recrystallized spinel lherzolites and the original garnet lherzolite domain can be mapped (Lenoir et al. 2001, Soustelle et al. 2009).

Major- and trace-element data from xenoliths and xenocrysts in kimberlites indicate that different metasomatic processes operate at different depths. At depths <150 km the dominant alteration is the result of fluid metasomatism, and at depths >150 km melt-related metasomatism dominates (Griffin et al. 2003a, Begg et al. 2009, O’Reilly and Griffin 2013). The most efficient way to move significant amounts of melt throughout the lower mantle lithosphere is through cracks caused by overpressured fluids (O’Reilly and Griffin 2013 and references therein). Grain-boundary infiltration is also an efficient mechanism for silicate melt movement (Watson et al. 1990) and may cause the reactive front to move up to 20-50 m a$^{-1}$ (Bodinier et al. 1990, Le Roux et al. 2007). Dissolution of peridotites during melt-wall rock reaction enhances porosity and allows further infiltration (Bodinier et al. 1990, Vernières et al. 1997, Van Den Bleeken et al. 2010). As the buoyant melt rises and moves through the lithosphere, it cools and crystallizes (Watson et al. 1990). During crystallization, metasomatic fluids are expelled and continue to interact with shallower less metasomatized peridotites.

Geophysical data may be able to expand the scale on which we can determine the extent of metasomatized mantle lithosphere. Highly depleted compositions are less dense, but have higher seismic velocities than lithologies that are more Fe-rich (Anderson 1989). Nevertheless the effects of temperature are probably more easily discernible on a small scale than those resulting from density changes (Kaban et al. 2003, Lee 2003, Schutt and Lesher 2006). High conductivity zones indicating the presence of melt or fluid, potentially detectable by magnetotelluric imaging, could also indicate mantle metasomatism (Wannamaker et al. 2008, Dong et al. 2014).
3.3.3 Varying Degrees of Metasomatism in Cratons

As more analyses are completed on mantle xenoliths and xenocrysts it is becoming evident that mantle metasomatism is a widespread phenomenon (e.g. Tang et al. 2013). Figure 3.5 shows the distribution of depleted harzburgites, depleted lherzolites, fertile lherzolites, metasomatized lherzolites and melt-metasomatized peridotites, for five different regions ranging in age from Archean to Phanerozoic, as interpreted from xenolith geochemistry. Eastern China is considered Phanerozoic in this context as it has been deformed in recent times. It is clear from this figure that the abundance of depleted lithologies increases with tectonic age, once again indicating the uniqueness of Archean mantle lithosphere.

![Chemical tomography sections representing Archean, Proterozoic and Phanerozoic lithosphere. Lithologies are constructed from major and trace element characteristics from xenoliths and xenocrysts. The lithosphere-asthenosphere boundary (LAB) is defined as the maximum depth where low-Y garnets (found in depleted lithosphere) are found. (O’Reilly et al. 2001, Griffin et al. 2003a).](image)

The same data indicate variations in the degree of metasomatism; for example, the Siberian Craton is one of the least metasomatized cratons (Figure 3.5). Seismic velocity studies agree with the chemical tomography section in Figure 3.5 and suggest that high velocity lithosphere extends to a depth of 200-250 (Priestley and Debayle 2003). Even so, melt
metasomatism in xenoliths can be identified to depths as shallow as 80 km from geochemical data (Griffin et al. 1999).

The eruption and crystallization of magmas at different times and locations gives insight into the evolution of the lithosphere through time. The Kaapvaal craton is well suited to study thinning of CML. Kimberlites from the Kaapvaal craton are known for their diamond occurrences and are therefore studied in detail. Two separate groups (Figure 3.6) of xenoliths with different ages suggest that the lithosphere was over 200 km thick before 90 Ma and had an average Mg# 93 (Group 2). It was then thinned by 30 km and the shallower part of the mantle lithosphere entirely made up by fertile lherzolites with Mg# 92. After metasomatism and thinning it now resembles the Proterozoic xenocrysts from Northern Botswana (Figure 3.6).

Figure 3.6. Chemical tomography of the Kaapvaal craton and northern Botswana, which lies in a Proterozoic domain. (Griffin et al. 2003).

The most extreme case of a thinned CML can be found in the eastern North China Craton (Figure 3.5). Xenoliths from Ordovician kimberlites suggest a cratonic melt-depleted mantle lithosphere was present to a depth of 180 km and heat flow was ~40 mW m\(^{-2}\) at the time of their eruption (Menzies et al. 2007). In contrast, Mesozoic and Cenozoic xenoliths and volcanics suggest a more fertile melt source and a heat flow of ~80 mW m\(^{-2}\) (Menzies et al.
There is debate about the amount of Archean lithosphere that is still present underneath the craton, but it is clear that a dramatic alteration of the mantle lithosphere has taken place.

### 3.4 Intracratonic Basins

Many cratons are overlain by intracratonic (also known as cratonic or intracontinental) basins that cannot directly be associated with active tectonic margins (Dickinson 1978). They are generally large (>150 000 km$^2$), have a roughly circular shape, and do not have major faults along their borders (Xie and Heller 2009, Allen and Armitage 2012). Examples include the Congo Basin above the Congo Craton in Africa (Buiter et al. 2012), the Williston, Illinois, Oklahoma, Michigan and Hudson Bay basins overlying the Laurentian Shield in North America (Kaminski and Jaupart 2000), the Parana and Paraiba basins overlying the Amazonian Shield and Sao Francisco Craton in South America, respectively (Soares et al. 1978, Julià et al. 2008, Xie and Heller 2009, Allen and Armitage 2012), and the Ordos Basin on the western North China Craton (Yang et al. 2005, Xu et al. 2008). The presence of sediment packages up to 6 km thick and spanning large timescales vouches for a long subsidence history. This is much longer than predicted by simple thermal subsidence alone (Kaminski and Jaupart 2000).

The subsidence curves for most cratonic basins show an exponential decay similar to oceanic basins (Xie and Heller 2009, Allen and Armitage 2012), except for their much longer duration and the lack of rapid initial subsidence (Figure 3.7). Superimposed on the long-term subsidence are shorter periods of uplift represented by unconformities of both long and short duration (horizontal segments in Figure 3.7), followed by exceptionally rapid subsidence, which separate the stratigraphy into megasequences (Sloss 1963, Kingston et al. 1983, Xie and Heller 2009, Armitage and Allen 2010). These data suggest that something other than thermal subsidence must have been responsible for the formation of intracratonic basins.
Figure 3.7. Subsidence curves for several cratonic basins (Allen and Armitage 2012, with data from Xie and Heller 2009). Unconformities, which indicate uplift and erosion, are shown as horizontal lines. Unconformities are generally followed by a time of rapid subsidence.

Several mechanisms have been suggested to explain the subsidence of these basins: 1) thinning of the lithosphere at a low strain rate (Armitage and Allen 2010, Allen and Armitage 2012); 2) downward mantle flow causing subsidence (dynamic topography) (Pysklywec and Quintas 2000, Crosby et al. 2010); 3) phase changes changing the density of either the crust or mantle lithosphere (Hartley and Allen 1994, Downey and Gurnis 2009); 4) magmatic underplating (Gvirtzman and Garfunkel 1997), and; 5) cooling after plume activity (Kaminski and Jaupart 2000).

Seismic tomography and gravity anomalies can provide insight into the deep temperature and density structure of the lithosphere underlying cratonic basins and thereby narrow down probable mechanisms. The Congo Basin, for example, has accumulated 1 km of sediment in the Mesozoic-Cenozoic, although there is no evidence for extensional or compressional events to cause subsidence (Daly et al. 1992, Giresse 2005). Seismic tomography data (as compiled by Buiter et al. 2012) discount the possibility of downward mantle flow associated with delaminated lithosphere (as suggested by Downey et al. 2011) and show that the Congo basin is still underlain by a ~300 km thick high-velocity mantle. The negative Bouguer anomaly in the basin can be explained by the low density of the Mesozoic-Cenozoic sedimentary units in the basin (Buiter et al. 2012), which should be isostatically balanced to explain the current elevation (~400 m above sea level) (Buiter et al. 2012). This raises the
possibility of a higher density region in the crust or mantle lithosphere (Downey and Gurnis 2009), although its nature and extent are unknown.

I suggest that even where metasomatism does not weaken the cratonic lithosphere enough to rift it, increasing its density by refertilization may still have effects on the surface. Slow subsidence could be explained by a gradual increase in density of the CML, whereas rapid uplift could result from delamination or convective removal of part of the lithosphere. Rapid subsidence would follow as the lithosphere regains isostatic balance. The total subsidence of a basin that is the result of refertilization, and filled with sediment can be approximated by a local isostatic balance equation (Equation 3.1).

\[
d_{S} = \frac{(\Delta \rho \times d_{ML})}{(\rho_{SLM} - \rho_{S})}
\]  

(3.1)

Where \(d_{S}\) is the depth of sediments filling the basin, \(\Delta \rho\) the change in density in the CML, \(d_{ML}\) the thickness of CML, \(\rho_{SLM}\) the density of the sublithospheric mantle, and \(\rho_{S}\) the density of the sediments. The tradeoff between increasing the CML density and replacing it with less dense sediments easily results in a basin \(\sim 5-6\) km deep. For example, if we take \(\Delta \rho = 43\) k g m\(^{-3}\), \(d_{ML} = 215\) km, \(\rho_{SLM} = 3378\) kg m\(^{-3}\) and \(\rho_{S} = 2200\) kg m\(^{-3}\) then \(d_{S} = 7.85\) km (Figure 3.8). In this case, we assume no convective removal has taken place.

Figure 3.8. Isostasy of a metasomatized lithosphere. Isostatic readjustment after refertilization results in a basin 2.7 km deep without any sediment loading. The depth to the top of the crust is increased to 7.85 km when sediments with a density of 2200 kg m\(^{-3}\) are added. The effects of temperature changes and convective removal of the mantle lithosphere are not taken into account in this diagram.
The Ordos Basin on the western North China Craton is a key location to understand the effects of mantle refertilization on intracratonic basin formation, owing to its proximity to the well-known Mesozoic alteration and thinning of the adjacent eastern North China Craton. The Ordos Block has a complex tectonic history, but was stable and acted as an intraplate cratonic basin in the late Mesozoic. At that time large-scale thinning of the eastern North China Craton was in full progress (Menzies et al. 2007). In the Cenozoic some extension took place on the edges of the Ordos Block along old suture zones (Yinchuan-Hetao and Shanxi rift systems), but it is internally undeformed (Zhang et al. 1998). Although the western North China Craton is still underlain by a 150 km thick lithosphere, limited xenolith data indicate that the lithospheric mantle is late Archean to Early Proterozoic in age and has experienced multiple metasomatic events (Xu et al. 2008, Tang et al. 2013b). This is further supported by seismic and conductivity data (Jiang et al. 2013, Dong et al. 2014).

3.5 Summary

The low density (~3331 kg m⁻³) and high dehydration of cratonic mantle lithosphere (CML) are interpreted to reflect the high degree of Archean melt extraction that formed them. These characteristics, combined with a cold geotherm, make CML strong with a high viscosity and integrated lithospheric strength. Thus, to weaken and thin a craton and ultimately rift it, I appeal to the recently proposed process of refertilization through melt metasomatism. Refertilization of CML can lead to an increase in density (Mg#), an increase in H₂O content, and an increase in temperature, and may lead to convective removal and thin cratonic lithosphere. Evidence for mantle metasomatism is mainly provided by xenolith and xenocryst data, reinforced by observations from exposed ultramafic massifs. The field data suggest that a reactive melt front is preceded by hot fluids, which alter the trace-element compositions (HREE and LREE) of the wall-rock.

Chapter 3 has been designed as an introduction to and motivation for Chapter 4, where I investigate the amount of metasomatic weakening needed to rift a craton that is initially protected by a “standard” lithosphere. The models are more complex than those of Chapter 2, and now include contrasts in thermal properties (Moho at 600°C in “standard” lithosphere, Moho at 450°C in craton lithosphere), thickness (140 km vs. 250 km), density (3360 kg m⁻³ vs
3335 kg m$^3$), and viscosity (craton is cooler and more dehydrated than the standard lithosphere). Melt injected during metasomatism increases the volume, temperature, H$_2$O content, and density of the CML. This process is highly simplified with respect to the corresponding natural processes as described in this chapter, but represents all of the major contributing physical processes. In the models, I explicitly consider melt metasomatism. This simplification is justified by considering that the effects of fluid metasomatism may also increase the density and temperature of the CML peridotites (Griffin et al. 2009), although possibly to a lesser degree. Since fluids precede the melt metasomatism reaction front in nature, rehydration of the mantle lithosphere is likely, although not necessarily the result of melt metasomatism, as in the models. Therefore, I implicitly include the effects of fluids in rehydrating the CML as part of the modelled melt-metasomatism process.

In the modeling, up to 30% melt is added to the original volume, which is the same amount of melt extraction thought to have been required to form the CML (Bernstein et al. 2007, Pearson and Wittig 2008). By the end of metasomatism, the CML has the same density and temperature-dependent viscosity as the sublithospheric mantle. There are two ways in which we can add the melt: 1) throughout the CML at the same time, and; 2) assuming a reactive front mechanism, which metasomatises one 20-km thick layer at a time. The effect of metasomatism over 3 Ma, 10 Ma, 30 Ma, or 50 Ma time intervals is investigated. I think 3 Ma for each 20-km layer is a reasonable estimate for the reactive front models, whereas 30-50 Ma is more likely for the whole lithosphere.

My ultimate goal is to rift an initially strong “protected” craton, such as seems to have happened to the North China Craton in the Mesozoic. However, another side-effect of metasomatism may be isostatic readjustment leading to subsidence and/or uplift of the surface, resulting in the formation and erosion of intracratonic basins.
Chapter 4  Metasomatism and the Weakening of Cratons: How to Create Intracratonic Basins and Rift Cratons

4.1 Preface

This chapter is a draft of the paper “How to rift strong cratons: metasomatism and the intracratonic basin connection” by Stefanie Wenker and Christopher Beaumont. An edited version will be submitted to the journal Earth and Planetary Science Letters. SOPALE, the numerical modeling software used in this research was originally developed by Fullsack (1995) and expanded as SOPALE-nested by Beaumont et al. (2009) to include the nested domain. Its features were further expanded by numerous contributions by the Dalhousie Geodynamics Group. The numerical code needed for melt-addition and metasomatism was developed by C. Beaumont and programmed by D. Guptill specifically for this project (Appendix A). Stefanie Wenker was responsible for the design, computation and analysis of the numerical models, as well as writing the corresponding manuscript. These steps of the process were completed with guidance, discussions, and collaboration with C. Beaumont.

4.2 Abstract

Cratons are strong and their preservation demonstrates that they resist deformation and fragmentation. Yet several cratons are rifting now, or have rifted in the past. We suggest that cratons need to be weakened before they can rift. Specifically, metasomatism of the depleted dehydrated craton mantle lithosphere is a potential weakening mechanism. We use 2D numerical models to test the efficiency of simulated silicate-melt metasomatism and rehydration to weaken craton mantle lithosphere roots. This process effectively increases root density through a melt-peridotite reaction, and reduces root viscosity by increasing the temperature and rehydrating the cratonic mantle lithosphere. The models are designed to investigate when a craton is sufficiently weakened to undergo rifting and is no longer protected by adjacent standard Phanerozoic lithosphere. We find that cratons only become vulnerable to rifting after significant melt metasomatism (~30% by volume) and thinning of progressively more gravitationally unstable cratonic mantle lithosphere from >250 km to ~100 km. Furthermore, our results indicate rifting of cratons depends on the timing of extension, with
respect to metasomatism. The key effect is the associated increase in temperature which must have time to reach peak values in the uppermost mantle lithosphere.

An additional effect is that the craton surface subsides isostatically to balance the increasing density of craton mantle lithosphere where it is moderately metasomatized. We suggest that subsidence and subsequent uplift of intracratonic basins, and cratonic rifting constitute evidence of progressive metasomatism of cratonic mantle lithosphere.

4.3 Introduction

Cratons are distinctly different from Phanerozoic lithosphere (Griffin et al. 2009b), which participates in tectonics actively, and is recycled continuously. The high yield strength of cold cratonic mantle lithosphere (CML), combined with the secondary effects of high viscosity and neutral buoyancy (Jordan 1975), has been used to argue in favor of the longevity of cratons. This argument is supported by studies of CML rheology (Hirth and Kohlstedt 1996, Griffin et al. 2009b, Karato 2010) and geodynamical studies (Doin et al. 1997, Lenardic and Moresi 1999, Lenardic et al. 2003, Sleep 2003, O’Neill et al. 2008, Beuchert and Podladchikov 2010, François et al. 2012, Yoshida 2012, Wang et al. 2014). Additionally, it has been shown that strong lithosphere is protected against deformation by surrounding weaker lithosphere (Yoshida, 2010, 2012; Lenardic et al., 2000, 2003; Gorczyk et al., 2013; Corti et al., 2007; Wenker and Beaumont, sub.). Under these circumstances the weak lithosphere, with an overall lower integrated strength, will deform with a higher strain rate during extension than the stronger CML and, therefore, necking instabilities may grow faster in this weaker, pliable lithosphere (Control 2 of Wenker and Beaumont, sub.).

Since cratons are already strong and protected by surrounding weaker lithosphere, why do they thin and eventually rift? This certainly occurred in the case of the North China Craton (Menzies et al. 2007, Tang et al. 2013a), the Tanzanian Craton (Foster and Ebinger 1997, Ebinger et al. 1997), and the North Atlantic Craton, which is apparently cut by the Labrador Sea (Tappe et al. 2007, 2011, Sand et al. 2009, St-Onge et al. 2009).

In the past 20 years, geochemical data from xenoliths and xenocrysts have provided evidence that even if a cratonic root is stable, it may be altered by fluid and/or melt
metasomatism (Rudnick et al. 1998, Carlson et al. 2005, Griffin et al. 2009b, Lee et al. 2011). This widespread process can cause refertilization, rehydration, and increase the geothermal gradient, and may partly counteract the characteristics that allow cratons to survive (O’Reilly et al. 2001, Lee 2003, Schutt and Lesher 2010). Refertilization leads to an increase in the density of originally depleted mantle. Rehydration results in a decrease in the bulk viscosity by a factor of up to 140 at constant stress (Hirth and Kohlstedt 1996), and a temperature increase decreases the temperature-dependent viscosity, and may also induce fractional melting, further decreasing the viscosity (Hirth and Kohlstedt 1995). As a whole, metasomatism alters the rheology of the mantle lithosphere and may lead to destabilization of the cratonic root (Schutt and Lesher 2010). We propose that this type of weakening is required in order to rift an originally strong craton.

Here we use 2D-numerical models to investigate the stability of cratonic lithosphere under extension after varying degrees of metasomatism. The 2D models comprise welded adjacent regions of “standard” and “cratonic” lithosphere. Both regions contain small inherited weaknesses that represent the vestiges of previous tectonic processes. In simple terms they can be interpreted as weak sutures, shear zones, or inherited preferred orientations (Tommasi and Vauchez 2001, Manatschal et al. 2015). The models are used to investigate where extension localizes in the model and under what circumstances rifting shifts from the standard lithosphere to the craton as the CML is progressively weakened by melt metasomatism. In particular, we add basaltic melt to the CML which increases its density from 3335 kg m$^{-3}$ (Mg# 92) to 3378 kg m$^{-3}$ (Mg# 89) (Lee 2003, Bernstein et al. 2007), reduces the viscosity by a factor 5 as a result of rehydration, and increases temperature (by up to 250°C) from the heat released by cooling and crystallization of the melt. This metasomatism may result in convective removal of part of the CML. Metasomatism takes place under non-extensional boundary conditions, and the models are only tested for rifting at specified times near the end of or after metasomatism.

We present four M-type models in which 30% melt is added to the CML as a whole over 3 Ma, 10 Ma, 30 Ma and 50 Ma, respectively. These models illustrate convective removal in an extreme end-member as well as the effects of heat diffusion as a function of the duration of metasomatism. We next illustrate the more geologically realistic effects of progressive
metasomatism (reactive front metasomatism) in the RF model by metasomatising 20 km thick layers from the bottom up sequentially. This process is thought to be responsible for the geochemical trends seen in the Lherz and Ronda Massifs (Lenoir et al. 2001, Le Roux et al. 2007, 2009, Soustelle et al. 2009). Finally, we present the case for a link between refertilization of CML and the formation and evolution of intracratonic basins.

4.4 What Makes Cratons Vulnerable to Rifting

Many of the modeling studies that investigated the long term stability of cratons focused on thermal erosion by convective mantle removal (Doin et al. 1997, Shapiro et al. 1999, Sleep 2003, Wang et al. 2014) and delamination (Gorczyk et al. 2012, 2013). These processes have been suggested for the Colorado Plateau (Levander et al. 2011, Bashir et al. 2011), North China Craton (Gao et al. 2009), and the North Atlantic Craton (Tappe et al. 2007, 2011, Sand et al. 2009). Here we take the view, supported by studies of craton longevity noted above, that these processes may thin the CML, but not weaken it sufficiently to cause rifting where it is surrounded by weaker lithosphere. Instead we consider the effects of melt interaction with depleted CML peridotite, a process that reverses the internal characteristics that make cratons strong.

Widespread refertilization of CML is supported by major and trace element data, and Sr, Nd, and Os isotopic compositions from xenoliths (Griffin et al. 2009b, O’Reilly and Griffin 2013, Tang et al. 2013b). Metasomatism is the interaction of fluids and melts with the CML (Foley 2008, O’Reilly and Griffin 2013, Zheng et al. 2015). Here we focus on “stealth” metasomatism, where basaltic melts react with harzburgites to form lherzolites (O’Reilly and Griffin 2013). This type of metasomatism rehydrates the CML, increases the density by increasing the FeO concentration (Schutt and Lesher 2006), and increases the temperature of the CML. The rehydration component decreases the viscosity of CML, making it easier to deform, and also decreases the melting temperature, although generally not enough to induce significant melting at high pressures (Foley 2008, Lee et al. 2009, Zheng et al. 2015). The refertilization component increases the CML density and may make it gravitationally unstable (Griffin et al. 2003b). The delivery of melts to the CML results in an increase in temperature (O’Reilly and
Griffin 2013), which on the one hand reduces the negative buoyancy effect of increasing the density, but on the other hand weakens the CML by decreasing the viscosity.

4.5 Brief Summary of Modeling Methods

The calculations (described in detail in Appendix A) are made with an arbitrary Eulerian-Lagrangian finite-element method using the software SOPALE-nested (Fullsack 1995, Beaumont et al. 2009). Deformation is described by frictional-plastic and thermally activated power-law viscous rheologies that are scaled by a scaling factor $f$ to change the relative strength among models and as the models evolve (Appendix A). The crust is described by the “Wet” Quartzite (WQz) flow law (Gleason and Tullis 1995) and the mantle lithosphere and sublithospheric mantle are described by a “Wet” Olivine (WOl) rheology (Karato and Wu 1993).

The upper-mantle-scale 2D models (Figure 4.1) comprise adjacent regions of thermally stable standard (left) and cratonic lithosphere (right) containing small weak regions designed to initiate necking instabilities where the model extends under velocity boundary conditions. Extensional boundary conditions are only applied after metasomatism has altered the mantle lithosphere. The timing of rifting tests varies between the models, and is specified in the results section.

The thickness, thermal regime, and rheology change across the vertical lithospheric boundary at the center of the model. The crust has a uniform thickness of 35 km, the standard lithosphere is 140-km thick, and the cratonic lithosphere is 250-km thick. The base of the CML geometry is inclined to reflect any prior flow and thinning of the CML and to represent an initially stable system. The thermal parameters within each lithosphere differ (Table A.1) and result in Moho temperatures of 600°C in the standard lithosphere and 450°C in the cratonic lithosphere. The base of both lithospheres is initially at 1350°C.

In the modeling section we investigate what degree of weakening makes cratons vulnerable to rifting and we parameterize the weakening of the CML in terms of melt metasomatism. There are ten 20-km thick layers in the CML and one 15-km thick top layer (just below the Moho). This gives us the flexibility to metasomatise the whole lithosphere concurrently, or just one layer at a time. The degree of metasomatism decreases toward the
central lithospheric boundary over a horizontal distance of 200 km, and the 50-km wide region of the cratonic lithosphere adjacent to the boundary does not have any melt added. This design represents the case where metasomatism is confined to the interior of the craton and avoids complexities caused by metasomatism spanning the boundary with the standard lithosphere.

Figure 4.1. Model design. The standard lithosphere on the left is 140 km thick and has a Moho temperature of 600°C. In contrast, the cratonic lithosphere is 250 km thick and has a Moho temperature of 450°C. The boundary between the standard and cratonic lithosphere is located at 1100 km. Two mantle weak zones (12 x 10 km) with identical properties are embedded at equal distances from the boundary, one in each lithosphere. The standard lithosphere has a crust governed by the WQz x 3 flow law (see Appendix A for explanation of f-scaling) and a mantle lithosphere rheology of WOl x 3. Cratonic lithosphere has a crust with WQz x 5 and mantle lithosphere that starts at WOl x 5. As metasomatism proceeds (pink), the CML becomes more hydrated; this weakening corresponds to a linear change in model mantle lithosphere rheology to WOl x 1. The inclined base of the CML adjacent to the standard lithosphere is designed to reflect any prior flow and thinning of the CML and to represent an initially stable system. The higher resolution domain is outlined by the dashed box. ML = mantle lithosphere. Temperature distributions presented in the results section are taken at x = 500 km for the standard lithosphere and x = 1700 km for the cratonic lithosphere.

4.6 Refertilizing Cratons in the Numerical Models

Parameterized melt metasomatism is calculated for each time step (see Appendix A for details). We add uniformly distributed basaltic melt at 1300°C and at a steady volumetric rate to selected layers in the CML. Our focus is the effect of the melt as it permeates the CML layers, and we therefore do not specify how and where melt is produced, which could be from a mantle plume or melting in the mantle wedge above a subducting slab located beyond our right model boundary. We also assume that the melt percolates rapidly to the layer that is being
metasomatized, such that the percolation timescale for the Darcy flow is negligible by comparison with the duration of metasomatism (McKenzie 1989, Vernières et al. 1997, Ranalli et al. 2007). In most models, a total of 30% by volume of melt is added to specified layers at a uniform rate determined by the duration of metasomatism. We aim to refertilize the CML from depleted (Mg# 92) to a fertile sublithospheric mantle composition (Mg# 89), and we choose 30% melt addition as it the same amount of melt extraction that is thought to have formed CML from Archean primate mantle (Lee 2003, Griffin et al. 2003a, Bernstein et al. 2007). For each timestep the increment of melt added to each layer at the given initial temperature is treated in a self-consistent manner in terms of heat and mass balance. We assume that the melt crystallizes and cools to the ambient temperature during each timestep. Heat is conserved as the hot melt is added and cools, and mass is conserved during reaction with the peridotite. The associated change in volume during the reaction is enforced on the model layer (Appendix A).

In summary, the addition of melt has three effects. 1) As hot melt cools and crystallizes all heat released, including latent heat, is absorbed by the CML, thereby increasing its temperature, decreasing its viscosity, and causing minor melting if the temperature is high enough. 2) The melt reacts with the peridotite to make it less depleted as measured by the Mg# (Lee 2003), which progressively increases its density from 3335 kg m\(^{-3}\) (Mg# 92) to a specified maximum of 3378 kg m\(^{-3}\) (Mg# 89). By the time 30% by volume of melt has been added to the CML its material density is equal to that of the sublithospheric mantle (Bernstein et al. 2007). 3) The CML is incrementally rehydrated by linearly changing the scaling factor in the viscous flow law from WOI x 5 to WOI x 1 as the 30% melt increment is added, so that it evolves from an effectively dry to a hydrated rheology (Appendix A).

4.7 Rifting Cratons in the Models

4.7.1 Stability of the Initial Model Configuration

All models were run for an initial phase of 1 Ma before metasomatism was started to isostatically balance the two adjacent lithospheres. This produces a stable system with a weak component of edge-driven convection (Figure 4.2a). A reference model was also computed for 100 Ma without any metasomatism, to assess the stability of the initial geometry. We want to
make sure that any convective instability in the metasomatism models presented in the next sections is the result of the changes in the CML during metasomatism and not a consequence of the initial geometry (Sleep 2003, 2007). The result at 100 Ma (Figure 4.2b) shows a minimal amount of buoyant lower lithosphere counterflow (<100 km) at the vertical lithospheric boundary, and some smoothing of the initially inclined base of the CML. No vigorous convection of the sublithospheric mantle is seen and there is no thinning of the thickest part of the CML. We conclude that any destabilization of the CML in the models greater than this minor flow is the result of the metasomatism.

4.7.2 Rifting Tests

No rifting is attempted in the basic models until a later specified time. Instead, they are computed progressively through the metasomatism phase and beyond with zero velocity boundary conditions on the lithosphere. The susceptibility to rifting and the position of the
Localization and necking instabilities is tested using the ‘restart’ facility of SOPALE-nested. Any of the output files generated during the model computation can be used as an initial state from which to test the effects of rifting by ‘restarting’ with uniform velocity boundary conditions (+/-0.5 cm a\(^{-1}\)) applied to the lithosphere at the model boundaries. By performing a series of these rifting tests we determine where and under what circumstances the localization of rifting relocates from the standard lithosphere, which is initially weaker, to the craton. The purpose of this approach is to understand how natural systems may behave if lithospheric extension starts during metasomatism or after it has finished. The timing of rifting tests corresponds to maximum weakening factors, such as the time at which the Moho reaches its maximum temperature, or when the CML first reaches its final thickness. The results of the rifting tests are discussed below. The time reported is referenced to the start of metasomatism (Figure 4.2a).

4.7.3 Simultaneous Metasomatism of the Whole Cratonic Mantle Lithosphere

M-type models (Table 4.1) investigate the effects of metasomatism where the whole CML (all 11 layers) is simultaneously metasomatized over 3 Ma (M3), 10 Ma (M10), 30 Ma (M30), and 50 Ma (M50) intervals, respectively. The rate of melt addition is calculated such that at the specified end time 30% of the original volume has been added in melt. In nature the rate of melt addition is a result of the permeability and availability of melt, but flow can be as rapid as 20-50 m a\(^{-1}\) (Bodinier et al. 1990, Le Roux et al. 2007). These models are regarded as the simplest archetypes and are used to establish the basic behavior of the models. We take M30 as the most likely duration and present its results in some detail, followed by a comparison with the M3, M10, and M50 cases. The primary difference among these models is the rate at which the density of the CML increases and the viscosity decreases versus the time available for the heat from the melt to diffuse. All of these model receive the same total volume of melt.

In the M30 model, by the time that 25% melt has been added (25 Ma) a gravitational instability has started to develop at the bottom left edge of the metasomatically thickened CML (Figure 4.3a). Delamination caused by this Rayleigh-Taylor instability has thinned approximately half of the craton by the end of metasomatism (30 Ma; Figure 4.3b). The convective velocities at the bottom of the CML have increased (up to 15 cm a\(^{-1}\)) by comparison with the initial edge-
driven convection (<1 cm a⁻¹). The “delamination front” propagates rapidly across the CML in ~6 Ma and thins the CML to the model boundary (Figure 4.3c). The residual cratonic lithosphere is now 120 km thick above the thinned region (Figure 4.3c).

<table>
<thead>
<tr>
<th>Model</th>
<th>Max Moho Temp. (°C)</th>
<th>Time of Max Thinning (Ma)</th>
<th>Moho Temp. at Max Thinning (°C)</th>
<th>Rifting tests and position of localization</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-Type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M3</td>
<td>635</td>
<td>10</td>
<td>605</td>
<td>3(S) 5(S) 10(C)</td>
</tr>
<tr>
<td>M10</td>
<td>625</td>
<td>17</td>
<td>595</td>
<td>10(S) 15(S) 17(S)</td>
</tr>
<tr>
<td>M30</td>
<td>600</td>
<td>37</td>
<td>585</td>
<td>30(S) 37(S)</td>
</tr>
<tr>
<td>M50</td>
<td>580</td>
<td>59</td>
<td>565</td>
<td>50(S) 56(S)</td>
</tr>
<tr>
<td>Sensitivity tests</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M(T)3</td>
<td>630</td>
<td>-</td>
<td>-</td>
<td>5(S)</td>
</tr>
<tr>
<td>M(H)3</td>
<td>450</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>M(F)3</td>
<td>450</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>M(H-F)3</td>
<td>450</td>
<td>-</td>
<td>-</td>
<td>20(S)</td>
</tr>
<tr>
<td>M(U)3</td>
<td>620</td>
<td>-</td>
<td>-</td>
<td>3(S)</td>
</tr>
<tr>
<td>RF-Type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF33-3</td>
<td>665</td>
<td>28</td>
<td>450</td>
<td>27(S) 30(S) 33(S) 39(S)</td>
</tr>
<tr>
<td>Sensitivity tests</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RF(T)33-3</td>
<td>685</td>
<td>-</td>
<td>-</td>
<td>33(S)</td>
</tr>
<tr>
<td>RF(H)33-3</td>
<td>450</td>
<td>-</td>
<td>-</td>
<td>33(S)</td>
</tr>
<tr>
<td>RF(F)33-3</td>
<td>450</td>
<td>100*</td>
<td>450</td>
<td>33(S)</td>
</tr>
<tr>
<td>RF(H-F)33-3</td>
<td>450</td>
<td>100*</td>
<td>450</td>
<td>33(S)</td>
</tr>
<tr>
<td>RF(SL2)33-3</td>
<td>665</td>
<td>28</td>
<td>450</td>
<td>33(S)</td>
</tr>
<tr>
<td>RF(SL3)33-3</td>
<td>665</td>
<td>28</td>
<td>450</td>
<td>33(C)</td>
</tr>
<tr>
<td>RF(25%)33-3</td>
<td>640</td>
<td>60</td>
<td>550</td>
<td>-</td>
</tr>
<tr>
<td>RF(20%)33-3</td>
<td>615</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>S-Type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>525</td>
<td>-</td>
<td>-</td>
<td>1.07</td>
</tr>
<tr>
<td>S30</td>
<td>510</td>
<td>-</td>
<td>-</td>
<td>1.24</td>
</tr>
<tr>
<td>SRF33</td>
<td>545</td>
<td>-</td>
<td>-</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Table 4.1. Model result summary. In rifting test column, S stands for localization in the standard lithosphere and C stands for localization in the cratonic lithosphere. The time in Ma is the time at which rifting was tested. * Models were computed to 100 Ma, but more thinning is expected after this time.

The temperature at the Moho has increased from 450°C to 600°C at 30 Ma (Figure 4.4c). This temperature increase is mainly a consequence of heating by the melt and there has been sufficient time for heat to diffuse upward into the crust so that the temperature at 25 km depth
has increased from 345°C to 440°C. However, the 30 Ma timescale is not long enough for significant heat to have been lost through the surface. The evolution of the temperature (Figure 4.4c) demonstrates the maximum temperature increase at 160 km depth and a minor increase in the surface geothermal gradient and the surface heat flux that begins at 25 Ma and peaks at 37 Ma. After metasomatism, the convective removal of lower CML affects the temperature of the lower 20 km of the residual lithosphere (~100-120 km depth; Figure 4.4c).

Figure 4.3. Convective removal of the CML in the M30 model. a) At 25 Ma the CML is starting to become unstable. b) At the end of metasomatism (30 Ma) the delamination front is propagating and thinning the craton. c) Lithospheric thinning is complete at 36 Ma and in some places leaves the craton lithosphere thinner than the standard lithosphere.

In models M3, M10 and M50 (Figure 4.5), thinning and removal of the lower CML evolves in a similar manner to that in M30 (Figure 4.3), except that initiation of the Rayleigh-Taylor instability scales with the duration of metasomatism. In the M3 and M10 models the
initiation of the Rayleigh-Taylor instabilities happens right at the end or soon after metasomatism ends. In contrast, the instability develops 5 Ma before the end of metasomatism in the M50 model. In this case approximately half of the CML has delaminated by the end of metasomatism (Figure 4.5e).

The duration of metasomatism changes the amount of heat that diffuses. This is evident from the decreasing maximum Moho temperature with a longer duration of metasomatism (Table 4.1). M3 reaches the highest Moho temperature of all the M-type models as soon as metasomatism finishes (635°C; Figure 4.4a). The crustal geothermal gradient only starts noticeably increasing at this time and reaches its maximum by 10 Ma. In contrast, in M50 the crustal geothermal gradient has already reached its maximum by 50 Ma (Figure 4.4d). The temperature profiles of M30 and M50 have a similar character for their respective times at the end and after metasomatism (Figure 4.4c,d). Thinning of the CML is indicated by the sharp increase to 1350°C in the M30 and M50 profiles at 140 km depth. The deeper temperature decrease (225 km) is the result of the delaminating cold CML, which advects its temperature regime downwards as it delaminates. For all M-models, when the CML has reached its final thickness the temperature profile has stabilized again and resembles the starting thermal gradient, but with a vertically condensed distribution at a higher temperature (Figure 4.4, blue lines).

All M-type models were subjected to rifting tests. Model M30 was subjected to rifting tests at $t_1 = 30$ Ma, $t_2 = 37$ Ma. The strain rate and deviatoric stress are shown in Figure 4.6 for M30 and M3. In both of the M30 tests extension localizes in the standard lithosphere, resulting in necking and final breakup. Of all the M-type models, only in the rifting test for M3 at $t_3 = 10$ Ma does localization relocate to the craton (Figure 4.6d,h). Right after metasomatism ends in M3, the Moho temperature is higher in the craton lithosphere than in the standard lithosphere (635°C vs. 600°C). However, the cratonic lithosphere is still under a lower strain rate than the standard lithosphere (Figure 4.6c). Only when the cratonic lithosphere has thinned to ~100 km does the strain rate become higher in the cratonic lithosphere, localizing deformation (Figure 4.6d). Evidently the craton is protected by its low strain rate throughout most of the metasomatism and convective removal of the CML.
Figure 4.4. Temperature evolution with time for M-type models. a-d) Temperature evolution at \( x = 1700 \) km for M3, M10, M30 and M50. Standard lithosphere (SL) temperature distribution at \( x = 500 \) km. Moho depth is indicated by the dashed black line. For discussion see text.
The evolution in the relative strengths of the two lithospheres can be understood in terms of the effect of the evolving effective viscosity on the state of stress (Figure 4.6e-h). The stress is high in the stiff (brittle) standard upper mantle lithosphere. Although originally under high stress, the stress in the cratonic upper mantle lithosphere is lower at the end of metasomatism than in the standard lithosphere (Figure 4.6e,g). Heat diffusion after the end of metasomatism also affects the stress distribution. In the sequential deviatoric stress panels for M30 (Figure 4.6e,f) and M3 (Figure 4.6g,h) an increase in the deviatoric stress is discernible in

Figure 4.5. Model evolution for M3, M10, and M50. Only the evolution of the cratonic lithosphere is shown. a) A convective instability has started to form by the end of metasomatism (3 Ma). b) Maximum thinning of the CML in M3 has finished by 10 Ma. c) At the end of metasomatism in M10, a large part of the CML has delaminated. d) Thinning of the CML has reached the model boundary by 17 Ma. e) Thinning of the CML for the M50 model is further advanced as metasomatism is completed than in the other M-type models. By the end of metasomatism approximately half of the CML has delaminated. f) Maximum thinning is complete by 59 Ma.
the upper CML as heat diffuses into the crust and the Moho temperature decreases. Nevertheless, there is an overall decrease in the integrated strength of the CML as the lower CML thins and is heated by upwelling sublithospheric mantle. In M3 the increase in the viscosity associated with the decreasing temperature at the Moho is insufficient to increase the integrated strength of the cratonic lithosphere, and the overall decrease in the integrated strength of the CML is sufficient so allow the cratonic lithosphere to rift.

The results for all the M-type rifting tests are listed in Table 4.1; the last column lists the results of the rifting tests in the following way: time(S) or time (C) for rifting in the standard (S) or cratonic (C) lithosphere, respectively. Tests were timed to correspond to the maximum Moho temperature (end of metasomatism) and when maximum thinning was achieved. The results show that rifting only localizes in the craton when the craton has thinned substantially and the Moho temperature in the cratonic lithosphere is similar to or higher than in the standard lithosphere.

4.7.4 Results of Propagating Reaction Front Models

It is highly improbable that the whole mantle lithosphere gets metasomatized at the same time and at the same rate as assumed in the M-type models. A closer approximation to gradual upward migration of metasomatism is the reaction front (RF33-3) model, where metasomatism happens one layer at a time, evolving progressively from the bottom to the top of the CML in 33 Ma. Metasomatism is active for 3 Ma in each layer and the layer receives the full 30% melt by volume in this time. The main difference with respect to the comparable M30 model is that the metasomatism propagates upward, therefore, lower regions of the CML are maximally weakened long before metasomatism starts in the upper layers. This evolution results in the development of multiple smaller scale convective instabilities in RF33-3, which peel away successive layers of the CML (Figure 4.7a-d) more slowly than in M30 where there is only one major thinning event (Figure 4.3). The upward propagating metasomatism front also means that the critical heating and weakening of the upper CML just below the Moho does not occur until close to 33 Ma.
Figure 4.6. Rifting tests for M30 and M3. a) Strain rate plot of M30 at t1 = 30 Ma. Extension at the end of metasomatism for M30 does not weaken the craton lithosphere enough to rift the craton. A higher strain rate in the standard lithosphere leads to rifting in the standard lithosphere. b) Strain rate plot of M30 at t2 = 37 Ma. As the crust gets hotter and the CML thins (37 Ma), the craton lithosphere becomes weaker. c) Strain rate plot of M3 at t1 = 3.0 Ma (end of metasomatism). The CML has not thinned by the end of metasomatism in the M3 model, and even though the Moho is hotter than in the standard lithosphere, rifting localizes in the standard lithosphere. d) Strain rate plot at t2 = 10 Ma. Heat has diffused into the crust and the cratonic lithosphere has become weaker than the standard lithosphere. The red areas in the lower parts of the strain rate plots represent the delamination front. e,f) Deviatoric stress evolution for M30. The upper CML is under a lower stress than the standard upper mantle lithosphere. g,h) Deviatoric stress evolution for M3. As heat diffuses into the crust the stress in the upper CML increases. Temperature contours (°C) are shown in white. M = Moho.
The final thickness of the CML in RF33-3 (Figure 4.7d) is similar to the final thickness in M30 (Figure 4.3), but the Moho temperature is significantly hotter at the end of metasomatism in the RF33-3 model (665°C vs 600°C). The Moho temperature does not start increasing until after 27 Ma and has increased from 470°C to 540°C by 30 Ma (Figure 4.8). After the last layer has finished metasomatism the Moho temperature has reached 665°C.

Even after the 4th layer of the CML has metasomatized completely (12 Ma) there is only a small temperature deviation at 160-200 km depth from its original state (Figure 4.8; orange line). The character of this deviation marks the local increase (over a 20 km depth slice) in temperature during the metasomatism interval and a similar deviation can be seen for the 27 Ma, 30 Ma, and 33 Ma profiles, which represent the end of metasomatism for the 9th, 10th, and 11th layers, respectively. The maximum Moho temperature in the CML is higher in RF33-3 than in M30 as a result of heat diffusion from the 10th layer, before and after the start of metasomatism in the 11th layer.

Rifting tests were performed at $t_1 = 27$ Ma, $t_2 = 30$ Ma, $t_3 = 33$ Ma, and $t_4 = 39$ Ma (Table 4.1). The results show that even though the CML has thinned to 120-100 km by 27 Ma, rifting localizes in the standard lithosphere (Figure 4.9a). The Moho temperature increases to 540°C by 30 Ma, yet the strain rate remains higher in the standard lithosphere (Figure 4.9b). Even when metasomatism has finished, and the Moho temperature is higher than the Moho temperature in the standard lithosphere, localization occurs in the standard lithosphere (Figure 4.9d).

The stress distribution clearly shows the weakening effects of temperature in this case (Figure 4.9e-g). Where the cratonic upper mantle lithosphere is relatively cold, it remains strong (high stress) indicating that the viscosity is high. The stress in the cratonic upper mantle lithosphere is ~2 orders of magnitude lower after the final layer has metasomatized (Figure 4.9g).
Figure 4.7. RF33-3 Metasomatism. The layers are sequentially metasomatized for 3 Ma at a time (pink layers). a) The instability starts after the 4th layer has completed metasomatism. b-c) Delamination is characterized by smaller instabilities than in the M30 model. d) Final thinning results in a 100-120km thick CML.
Figure 4.8. Temperature evolution of RF33-3 at x = 1700 km. A small temperature deviation from the 0 Ma profile can be seen after the 4th layer of the CML has finished metasomatising; 12 Ma. The temperature at the Moho (black dashed line) has not discernably increased by 27 Ma and only reaches its maximum after the top layer metasomatises (33 Ma).

4.7.5 Sensitivity of Reaction Front Models to the Components of Metasomatism

Model RF33-3 and the M-Type models demonstrate the total combined effects of metasomatism in regard to rendering the craton vulnerable to rifting, but we are also interested in the sensitivity of the results to the three contributing effects, namely: rehydration, refertilization, and increasing temperature. The series of models M( )3 and RF( )33-3 (Table 4.1) are used to investigate which effect dominates, and whether all three effects are required for craton rifting. The models are synthetic in that all three effects will occur together in natural systems and therefore suppressing one or more of them is not physically realistic. However, in the numerical models this is possible by: 1) decreasing the specific heat and latent heat of the melt by a factor $1.0 \times 10^{-5}$ so that any heat added is negligible; 2) maintaining a constant density of the mantle peridotite during the reaction with the melt, and; 3) not changing the $f$-scaling of the olivine viscous flow law which suppresses the simulated rehydration.
Figure 4.9. Rifting tests for RF33-3. a) Strain rate at 27.0 Ma. Although the CML has thinned to <150 km the strain rate is still higher in the standard lithosphere. b) The Moho temperature has reached 540°C at 30 Ma, but the strain rate is higher in the standard lithosphere. c,d) After metasomatism of the layer immediately beneath the Moho, the strain rate distribution has changed, but not enough to favor rifting in the cratonic lithosphere. e-g) The second invariant of the deviatoric stress illustrates the weakening of the craton. At 27.0 Ma the Moho temperature is 450°C and the upper layers have WOl x 5 and thus the upper CML is still strong and has a high deviatoric stress. As the Moho temperature increases and the f-factor decreases the upper CML becomes weaker (less viscous) and is under a lower deviatoric stress.
In model RF(T)33-3 only the effect of heating by the melt and the volume increase is retained. The results (Figure 4.10a) show an increase in Moho temperature to 685°C. By 33 Ma buoyant counterflow has started to smooth out the original inclined base of the CML. This temperature increase is even higher than in the RF33-3 model. In model RF(F)33-3 only the refertilization is retained (Figure 4.10b), which changes only the density. The viscosity of the CML has not changed at all and it takes a long time for the convective instability to start (100 Ma) in the viscous CML. In model RF(H)33-3 only the rehydration is included. The results (Figure 4.10c) are similar to RF(T)33-3, although the counterflow is enhanced with respect to the RF(T)33-3 model. The lower layers of the CML are more susceptible to buoyant counterflow in this case, since they are already at a relatively high temperature and thus have a lower viscosity. Finally, Model RF(H-F)33-3 demonstrates the combined effect of rehydration and refertilization. As the CML becomes denser and less viscous, small Rayleigh-Taylor instabilities form (Figure 4.10d) similar to the RF33-3 model. However, the extent of the delamination is much less than in the RF33-3 model. At 38 Ma the delaminating and thinning zone is only 80 km wide in the center of the CML. The colder upper CML remains stable and the final CML thickness is ~200 km. This result demonstrates the importance of the contribution from the heating by the melt.

The RF( )33-3 series of models was rift tested at t = 33 Ma. Neither hydration nor refertilization acting alone or in combination weakens the cratonic lithosphere sufficiently to rift it (Figure 4.11c,d), and the craton remains protected by the standard lithosphere. The temperature increase in RF(T)33-3 does weaken the cratonic lithosphere so that the strain rate is at least an order of magnitude higher in the cratonic mantle lithosphere immediately after metasomatism ends (Figure 4.11a). However, as heat diffuses the integrated strength of the cratonic lithosphere increases sufficiently for the MWZ in the standard stiff upper mantle lithosphere to localize a necking instability (Figure 4.11e,f). Rifting once again localizes in the standard lithosphere (Figure 4.11b).
Figure 4.10. Sensitivity tests for the RF( )3-33 series. a) RF(T)33-3. A temperature increase in the CML results in buoyant counterflow at the vertical lithospheric boundary. The Moho temperature has increased to 685°C. b) RF(F)33-3. Where the CML is refertilized, but the viscosity does not change, delamination eventually occurs. c) RF(H)33-3. Hydration of the CML results in extensive counterflow. The lower layers, which are hotter than the upper layers, are incorporated into the counterflow more readily than the upper layers. d) RF(H-F)33-3. This model resembles the RF33-3 model, as small parts of CML delaminate. However the final thinning is not as extensive as in RF33-3.
Figure 4.11. Rifting tests of the RF( )33-3 series. All panels show extension at t = 33.0 Ma. a) The temperature increase in RF(H)33-3 results in a higher strain rate in the cratonic lithosphere. b) Rifting localizes in the standard lithosphere as heat diffuses and the integrated strength of the CML increases. c,d) Neither rehydration by itself (RF(H)33-3), nor rehydration and refertilization combined (RF(H-F)33-3) weaken the cratonic lithosphere enough to make the strain rate higher in the cratonic lithosphere. e-h) The increase in temperature (RF(T)33-3) decreases the stress throughout the upper CML more than in the RF(H)33-3 model. RF(H-F)33-3 has a local low stress zone in the upper mantle lithosphere.
The stress distributions illustrate the effects on the viscosity and strength distribution in the metasomatized lithosphere. The temperature increase (RF(T)33-3; Figure 4.11e) results in an overall decrease in stress in the upper CML as the viscosity has decreased. Rehydration, results in overall lowering of the strength of the CML, but since the temperature has remained relatively cold, a thick high stress layer can still be seen, indicating the upper CML is still strong (Figure 4.11g). In RF(H-F)33-3 the only change to the stress distribution (Figure 4.11h) where compared with RF(H)33-3 is the decrease in stress in the region where the lithosphere has been thinned by up to 80 km. Since the overall strength is a result of the integrated stress, the thinner lithosphere results in a lower integrated strength. Similar tests were performed for the M( )3 series models. The results are similar to the results presented above and are summarized in Table 4.1.

4.7.6 Limited Melt Underplating of the Crust

Melt underplating of the crust has been proposed as a mechanism to weaken the cratonic lithosphere and eventually lead to rifting (Zhang 2012). The U model is designed with a metasomatising region around the MWZ in the upper CML 35 km thick and 100 km wide. It is fully metasomatized (30% melt addition) in 3 Ma (Figure 4.12a,b). The Moho temperature in the cratonic lithosphere is 620°C at the end of metasomatism (Figure 4.12b), whereas it is 600°C in the standard lithosphere. At 10 Ma, heat has dissipated into the surrounding cratonic lithosphere. The Moho temperature has decreased to 560°C (Figure 4.12c), but the crustal temperature has increased (from 380°C to 415°C at 25 km depth).

Two rifting tests were conducted at t1 = 3.0 Ma and t2 = 10.0 Ma for comparison with the M3 model. The Moho temperature in the metasomatized region is higher than in the standard lithosphere at 3.0 Ma. Nevertheless, where the lithosphere is extended, the strain rate is much higher in the standard lithosphere (Figure 4.12d). A similar result is obtained for rifting at t2 (Figure 4.12e). The stress distribution does change significantly in the period after metasomatism. At 3.0 Ma the stress in the metasomatized region is lower than in the standard lithosphere (Figure 4.12f). The high temperature in the metasomatized region results in a low viscosity, and thus it is also under relatively low stress. At 10 Ma, the decreased temperature partly restores the higher viscosity and the stress in the upper CML has increased back to > 1 x
$10^5$ Pa. In summary, even though melt underplating of the crust can increase the temperature and decrease the strength locally, the weakening effect is insufficient to shift localization from the standard lithosphere to the cratonic lithosphere.

Figure 4.12. Limited melt underplating of the crust at the MWZ (M(U)3). a) The metasomatized region has finished metasomatism at 3 Ma and the Moho temperature is 620°C. Downward displacement of the isotherms at depth in the CML is a consequence of melt thickening of the upper CML in the U region. b,c) Close up of the metasomatized region showing the dissipation of heat after metasomatism. The Moho temperature has decreased to 560°C by 10 Ma. The horizontal scale is different from the other panels shown in this figure. d,e) Rifting tests at $t_1 = 3.0$ Ma and $t_2 = 10$ Ma. The strain rate is higher in the standard lithosphere. f) The deviatoric stress in the metasomatized region is much lower at the end of metasomatism. The high temperatures decrease the viscosity in the vicinity of the metasomatized region. g) After heat dissipation of 7 Ma the increased stress in the upper mantle lithosphere indicates that the viscosity has increased as temperature decreased.
4.7.7 Sensitivity to the Strength of the Standard Lithosphere

The strength contrast between the standard lithosphere and the CML at the time of extension is the ultimate control on the location of rifting. All the models presented above have a standard lithosphere with the same rheology (WQz x 3 and WOl x 3). The rifting tests presented below illustrate the importance of the strength of the standard lithosphere with respect to the cratonic mantle lithosphere (Figure 4.13).

In RF(SL2)33-3 the crustal strength has been increased (WQz x 4), and the strain rate distribution (Figure 4.13a) is similar to that of RF33-3 (Figure 4.11c). The strength contrast is not diminished sufficiently and rifting localizes in the standard lithosphere (Figure 4.13b). In contrast, in RF(SL3)33-3 the strain rate distribution is in favor of localization in the cratonic lithosphere (Figure 4.13c). In this case, both the standard crust (WQz x 4) and mantle lithosphere (WOl x 4) are stronger than in RF33-3. These results indicate that it is easier to rift a craton where it is adjacent to a lithosphere with a similar integrated strength. This is consistent with the results from Chapter 2.

![Figure 4.13. Rifting tests for RF33-3 with a stronger standard lithosphere (SL). a) The standard crust in RF(SL2)33-3 is stronger than in the reference RF33-3 model (WQz x 4 vs. WQz x 3, see Appendix for detailed explanation of scaling the flow laws). b) Rifting localizes in the standard lithosphere for RF(SL2)33-3. c) Where the standard lithosphere has a crustal rheology of WQz x 4 and the mantle lithosphere is WOi x 4 RF(SL3)33-3 the strain rate is higher in the cratonic lithosphere and it will rift.](image-url)
4.7.8 Sensitivity to the Volume of Melt Added

The addition of 30% melt by volume in RF33-3 results in large-scale delamination of the CML and a temperature increase throughout the CML. Two tests with 20% (RF(20%)33-3) and 25% (RF(25%)33-3) melt addition were computed to test the sensitivity of these results to the amount of melt added. In RF(20%)33-3 20% melt by volume is added to each layer over 3 Myr. The decrease in melt volume results in a smaller increase in density (28.7 kg m$^{-3}$ vs. 43 kg m$^{-3}$), a smaller degree of rehydration, and a smaller increase in temperature (Table 4.1). The smaller increase in density does not result in a Rayleigh-Taylor instability in RF(20%)33-3 (Figure 4.14a).

Figure 4.14. Sensitivity to the volume of melt. a) The total amount of melt added by the end of metasomatism is 20% in RF(20%)33-3. No CML thinning has developed by 80 Ma. b,c) The total amount of melt added by the end of metasomatism is 25% in RF(25%)33-3. A Rayleigh-Taylor instability has started, but by 70 Ma the CML has not thinned to the same extent as RF33-3.
Where 25% melt is added, the density increase of 35.8 kg m\(^{-3}\) does result in a Rayleigh-Taylor instability (Figure 4.14b). However, the convective removal is more limited than in RF33-3, where the CML thinned to ~120 km by 27 Ma (Figure 4.7c). The convective instability in the sublithospheric mantle is smaller than in RF33-3 and the delamination front only propagates to the center of the cratonic lithosphere by 70 Ma (Figure 4.14c). It is clear that the total amount of melt added dictates the temperature and amount of convective thinning, and thus strength, of the cratonic lithosphere.

4.8 Discussion

4.8.1 Weakening by Metasomatism; Does it Allow Cratons to Rift?

The abundance of lherzolite in the lower mantle lithosphere of many cratons has recently been interpreted as evidence of widespread silicate melt metasomatism of depleted harzburgites. Here we suggest that this process may eventually lead to weakening of the craton by increasing the temperature and/or by delamination of the CML and its replacement by fertile sublithospheric mantle. The M3, M10, M30, M50, and RF33-3 models illustrate that the timing of extension relative to metasomatism is very important. Heat diffusion is the controlling factor in this respect. All the M-type models (Section 4.7.3), have a similar evolution relative to the duration of metasomatism. The time available for heat to diffuse is the remaining control that makes the model behaviors different. In M3 the exceptionally short duration of metasomatism precludes significant heat diffusion during metasomatism and results in a generally hot upper cratonic lithosphere by the time significant thinning has occurred. By comparison, in the M10, M30, and M50 models heat diffusion into the crust has decreased the Moho temperature sufficiently so that it is no longer much hotter than the standard lithosphere Moho and rifting only takes place in the standard lithosphere.

RF33-3 supports this interpretation. The CML has thinned by 90 km at 24 Ma. However, the rifting test at 27 Ma (Figure 4.9a,d) shows that the strain rate is higher in the standard lithosphere. The upper CML is still strong as indicated by the high stress. As the upper layers get metasomatized, the Moho temperature starts increasing (Figure 4.8) and the stress in the upper CML decreases. Even at the end of metasomatism of the last layer in RF33-3 (Figure 4.7d)
the CML has not weakened sufficiently to rift and the standard lithosphere rifts instead (Figure 4.9c,f).

The sensitivity tests illustrate the effectiveness of temperature to decrease the viscosity and weaken the CML (Figure 4.11). At the end of metasomatism in RF(T)33-3 the upper 100 km of the cratonic lithosphere has a higher temperature than the standard lithosphere, and the strain rate is higher in the cratonic lithosphere (Figure 4.11a). Rifting still localizes in the standard lithosphere after 130 km of extension. The increase in temperature has decreased the viscosity in the crust sufficiently so that the crust is decoupled from the CML. Although the strain rate is higher in the cratonic lithosphere when extension starts, the low viscosity results in slow, pliable, necking. At the same time, heat diffusion results in an increased integrated strength in the CML, and this finally results in localization at the MWZ in the standard stiff upper mantle lithosphere. It is unlikely that temperature alone will increase as much in natural systems as it did in this model, without the other associated effects. Nevertheless, these models illustrate that the integrated strength of the CML is highly dependent on its temperature regime and that hotter melt, for example from a plume, may shift localization to the cratonic lithosphere.

In all models that were metasomatized by 30% melt and included all the effects of metasomatism, the CML was thinned by ~100-150 km. This suggests that metasomatism can be responsible for thinning of the cratonic mantle lithosphere in natural settings. Rifting of the cratonic lithosphere was only achieved in a limited number of models and only when an improbable amount of melt and heat were added to the CML in a short period of time (e.g. M3). Small amounts of local melt addition, such as in the melt underplating model (Section 4.7.6; Figure 4.12) do not weaken the craton enough so that it becomes weaker than the standard lithosphere. This suggests that large-scale metasomatism of the CML is needed to lead to rifting the craton. Melt underplating could be effective if convective removal has thinned the CML prior to underplating. In this case the thickness of the CML would be similar to standard lithosphere and underplating could increase the temperature in a small region enough to localize deformation in the cratonic lithosphere. Similarly, localized metasomatism that weakens and reduces the integrated strength of a vertical column with the same depth extent...
as the CML, may localize deformation in the cratonic lithosphere. In this case, regional metasomatism may not be necessary.

Sensitivity tests where the strength of the standard lithosphere is altered to decrease the strength contrast illustrate that the properties of any lithosphere surrounding cratons in reality play a major role in the amount of weakening needed to rift a craton. If the craton is surrounded by similar strength lithosphere, a lesser amount of weakening than that needed to weaken the cratons in our reference model design may be sufficient to rift the craton. The strength of the standard lithosphere could also be affected by a different temperature regime than in our models. If the Moho temperature in the standard lithosphere is closer to 500-550°C, less heating of the CML would be required to make the CML weaker than standard lithosphere. On the other hand, the melt addition tests clearly show that when less melt is added, convective removal and the temperature increase throughout the CML is limited (Figure 4.14).

Overall, in most models rifting localized in the standard lithosphere. This is true, even for models with large amounts of convective removal of the CML and with a higher Moho temperature in the CML than in the standard lithosphere. This result underlines how difficult it is to rift an initially strong craton, and is consistent with the observations that imply very few cratons have rifted in the last 2-2.5 Ga.

4.8.2 Comparison with other Model Research

There are many modelling studies that focus on stability of the craton for over 2 Ga, which is largely attributed to a high viscosity contrast with the adjacent lithosphere and underlying sublithospheric mantle. Here we investigate the opposite problem. Even though cratons are highly viscous, strong, and surrounded by weaker lithosphere, there is evidence that they rift. In the case of the North China Craton and North Atlantic Craton, rifting did not initiate until the late Mesozoic (Menzies et al. 2007, Tappe et al. 2007), and was preceded by extensive thinning of the CML (Wu et al. 2006, Tappe et al. 2007).

Mantle plume-continent interaction leading to continental breakup has been well studied with geodynamical models (review in Buiter and Torsvik 2014), but only a few models consider plumes as a mechanism to thin the CML (Guillou-Frottier et al. 2012, Wang et al.
Recent modelling by Wang et al. (2015) suggests that plumes have a limited thinning effect when a chemically distinct, strong, and depleted cratonic root is present. In contrast, where rheological weakening and a decrease in the buoyancy of the cratonic root are included, representing the effects of melt metasomatism, a more dramatic thinning is seen, especially around the edges of the craton. Although their models indicate that melt metasomatism decreases the stability of CML, the changes were made instantaneously and not gradually over a time interval as in our models. As demonstrated by the M30 and RF33-3 models the amount of thinning and the size of the instabilities depend on the distribution of metasomatism in time and space. By metasomatising the lithosphere instantaneously (Wang et al. 2015), larger instabilities are favored. Furthermore, no extensional boundary conditions were applied and thus the Wang et al. (2015) models do not give insight into rifting of cratons. The only craton rifting numerical model that includes a weak layer within the CML (Liao and Gerya 2014) is laterally homogeneous and does not take into account any protection provided by adjacent weaker lithosphere.

A lateral boundary between a craton or strong lithosphere and weaker lithosphere has been included in some analogue (Chemenda et al. 2002, Corti et al. 2013a) and numerical models (Huerta and Harry 2007, Corti et al. 2007, Gorczyk et al. 2013, Wenker and Beaumont sub). These studies agree that rifting of laterally heterogeneous lithosphere will localize in the weaker lithosphere, although a decrease in the strength/strain rate contrast may result in some deformation in the stronger lithosphere (Corti et al. 2013a, Wenker and Beaumont, sub). None of these include a weakening effect of any sort in CML.

Our modeling approach is unique in that we consider: 1) the heat and mass balance of melt that is added over a specified metasomatism time interval with associated volume change, heating, rehydration and refertilization; 2) the competition between localization of deformation in weaker/younger lithosphere and localization in the craton, and; 3) the effect of applying extensional boundary conditions after metasomatism has resulted in some convective removal.
4.8.3 **Comparison with Natural Examples**

The presence of thin (80-km thick) “oceanic” lithospheric mantle has long been recognized under the eastern North China Craton, although the specific mechanisms and causes of the precursor delamination are still debated (Menzies et al. 2007). Alteration of the CML was most likely linked to tectonic events that included the collision between the North China Block and South China Block (Late Permian-Triassic), southeast-directed subduction followed by collision of the Yangtze block with the North China Craton, and more recent Pacific subduction (Tian et al. 2009, Wei et al. 2012). Although we do not take these complexities into account in our models, we implicitly assume that melt was generated through processes caused by tectonic events of this type.

Xenoliths from Ordovician kimberlites suggest that a cratonic depleted mantle lithosphere was present to a depth of 180 km and that heat flow was ~40 mW m$^{-2}$ (Griffin et al. 1998, Menzies et al. 2007). In contrast, Mesozoic and Cenozoic xenoliths and volcanics suggest a more fertile melt source (Menzies and Xu 1998). The exact timing of delamination with respect to extension is not well constrained. Magmatism was spread over a 100 Ma time interval (Xu et al. 2009), but peak heat flow (80 mW/m$^2$) was reached in the Cretaceous and correlates with peak magmatism (Wu et al. 2006, He 2015). Our results suggest that there should be a lag between heat diffusion from melt infiltration and increased surface heat flux. This may mean that melt infiltration in the mantle lithosphere began before there was any surface magmatism.

The North China Craton has undergone periods of extension as is evident from extensional basins overlying the craton (Menzies and Xu 1998, Menzies et al. 2007). The stress regime changed from compressional in the Triassic-Late Jurassic to extensional in the Early to Mid-Cretaceous.

Other examples of rifted cratons are the North Atlantic Craton (Tappe et al. 2007), which is crosscut by the Labrador Sea, and the Tanzania Craton, which has been metasomatically altered and only recently started to deform and (Le Gall et al. 2008, Koornneef et al. 2009).
4.9 Metasomatism and Intracratonic Basins

Surface subsidence and formation of sedimentary basins away from tectonically active plate boundaries remains an unsolved geodynamic problem. Many mechanisms have been proposed for the development of the enigmatic intracratonic basins (Chapter 3): 1) thermal subsidence owing to cooling of the lithosphere (Haxby et al. 1976, Sleep and Sloss 1980, Kaminski and Jaupart 2000); 2) thinning of the lithosphere at a low strain rate (Armitage and Allen 2010, Allen and Armitage 2012); 3) downward mantle flow causing subsidence (dynamic topography) (Pysklywec and Quintas 2000, Crosby et al. 2010); 4) phase changes changing the density of either the crust or mantle lithosphere (Hartley and Allen 1994, Downey and Gurnis 2009); 5) magmatic underplating, and; 6) cooling after plume activity (Kaminski and Jaupart 2000). Although these processes explain some of the observations, there is a lingering doubt that any of them truly solve the puzzle (e.g. Buiter et al. 2012). Here we add another mechanism and suggest that metasomatism of the underlying mantle lithosphere may result in protracted subsidence of the surface and form intracratonic sedimentary basins. This effect will be maximized in cases where the underlying lithosphere is cratonic and therefore highly depleted and susceptible to density increases during metasomatism. However, any depleted mantle lithosphere will respond to some degree to metasomatism.

The actual response can be quite complex. Increased density alone will result in subsidence, but addition of melt and heat will counteract this effect and result in surface uplift if the density increase is insufficient to compensate for the heating. Buoyant uplift above a mantle plume has a similar effect. In addition, large amounts of metasomatism will produce lithospheric instabilities as in the M and RF models, resulting in uplift during the replacement of lower lithosphere by less dense sublithospheric mantle, another effect that competes with subsidence.

Analysis of the movement of the surface of the M and RF models (Figure 4.15a) provides predictions of what might happen above cratons that are subjected to a single cycle of profound metasomatism, and in the absence of dynamical uplift by plumes. In cases where there is no removal of the lower lithosphere the surface subsides uniformly in the center of the
metasomatized region. Representative 1D subsidence curves for the basin center are shown in Figure 4.15.

For the M models the main subsidence, phase 1, develops on the timescale of the metasomatism as would be expected. The increase in density outweighs the effect of melt addition and thermal expansion. The rebound of the surface (Figure 4.15) or a hiatus in subsidence in the M models, phase 2, is a consequence of removal of the lower lithosphere (e.g. Figure 4.3 and Figure 4.5). As noted above this delamination sweeps across the craton from its edge which results in diachronous phase 2 uplift. The corresponding behavior for model RF33-3 is also shown (Figure 4.15a,b), phase 2 is much smaller and happens at the end of metasomatism. This is a result of the smaller size of the instabilities that thin the CML in the RF33-3 model. The terminal monotonic subsidence, phase 3, corresponds to the long term cooling of the cratonic lithosphere and has a timescale that depends on its residual thickness.
after metasomatism and possible delamination. The total subsidence achieved during this phase is relatively small compared with phase 1.

The M and RF models provide examples of putative intracratonic basin subsidence resulting from an extreme bout of metasomatism. The results show that realistic amounts of subsidence are predicted, resulting in 2-km deep sedimentary basins in the absence of sediment or water loading and approximately 6 km where sediments fill the basin. However, we also suggest that most intracratonic basins may result from multiple episodes of minor metasomatism. Models S3 to S30 and SRF33-3 illustrate the effect of one episode of this more limited metasomatism (Figure 4.15b). S3 is equivalent to M3 but has only 10% of melt added during the 3 Ma metasomatism. S30 is the same except the metasomatism lasts 30 Ma. SRF33-3 is equivalent to RF33-3 but also with 10% melt added. As expected these models lead to reduced overall subsidence (Figure 4.15b), and phase 2 is totally absent because no instabilities develop in the lower CML. Phase 3 starts as soon as metasomatism has finished and leads to slow prolonged subsidence. The total thermal subsidence is relatively small.

4.9.1 Testing the Metasomatic Origin of Intracratonic Basins

Having advanced the hypothesis that intracratonic basins subside isostatically as a result of metasomatism of the underlying lithosphere, it is necessary to list the types of data that could be used to test model predictions. Here we focus on intracratonic basins formed on thick, depleted cratonic lithosphere. Figure 4.16 is a cross-section of a hypothetical intracratonic basin that was subjected to 2 episodes (E1, E2) of moderate metasomatism (each 10% melt, as in the S models above). The two sides of the diagram show the contrasting cases where the lower lithosphere was and was not removed (Figure 4.16b,c) following the second episode. Timescales for the phases of each episode will depend on the duration of the metasomatism. The adjacent panels (Figure 4.16b,d) show the subsidence history. The model predicts two phases of fairly rapid but limited subsidence during metasomatism (P1), two phases of thermal subsidence as the lithosphere cools (P3), and an unconformity (U) in one basin resulting from removal of the lower lithosphere during phase 2. The thermal subsidence phases are long (> 200 Ma e-folding timescale) when the lithosphere remains thick (~250 km) and short (~ 50 Ma e-folding timescale) when the lithosphere is thin (100-140 km).
Figure 4.16. Hypothetical subsidence curves. a,b) Sediment age with depth and basin cross section in a case where the CML undergoes two episodes of metasomatism (E1, E2) and delamination (P2) results in uplift and an unconformity (U) between phase 1 (P1) and phase 3 (P3). c,d) The same metasomatism does not result in convective removal and the final thickness of the sediment package is thicker than in (a,b).

The most convincing test of subsidence caused by metasomatism is that mantle xenoliths from volcanics in the intracratonic basin show that the CML was metasomatized at times corresponding to phase 1 subsidence, or at least a change in CML fertility that corresponds to phase 1 subsidence. This test will be more complicated in the case of dynamical uplift above a plume, in which case subsidence may be delayed until the plume is removed and the subsidence therefore develops later than metasomatism. Evidence of other magmatism (e.g. kimberlites, lamproiites, alkali basalts) is also useful provided it can be linked to mantle lithosphere metasomatism. There should also be a phase of enhanced surface heat flow that should be detectable, particularly against a background of low surface heat flow from cratonic lithosphere, using thermochronometers from the basin sediments and the basement. Data providing constraints on the properties of the CML are also needed, namely: seismic evidence of refertilization of the CML; gravity and geoid anomaly observations demonstrating a mass excess in the mantle below the basin that is correlated with its extent, and; magnetotelluric measurements of mantle conductance in cases where the metasomatism is recent and melts may remain, or the CML is hydrated, and as a result shows enhanced conductance.

The best natural examples of intracratonic basins to investigate in regard to metasomatism are those on cratonic lithosphere where other basin-forming mechanisms such as rifting and flexure can be excluded during the time interval of interest. Three potentially good examples are the Congo (Giresse 2005, Crosby et al. 2010, Buitier et al. 2012), Parana (Pysklywec and Quintas 2000, Julià et al. 2008) and Ordos (Yang et al. 2005) basins. The best North American examples, Williston, Michigan and Illinois basins (Kaminski and Jaupart 2000) are also potential candidates, although they overlie older crustal rifts and Proterozoic lithosphere. The Colorado Plateau is also interesting owing to its uplift (Roy et al. 2009) and
convincing evidence of mantle lithosphere refertilization since the Carboniferous (Crow et al. 2010). It is also worth investigating whether Lake Victoria on the Tanzania craton is a nascent intracratonic basin.

A full investigation of the merits of these basins as cases that do and do not support the metasomatism hypothesis is beyond the scope of this thesis but preliminary follow-up work will be done for publication.

4.10 Conclusions

Cratons need to be weakened if they are to rift. The amount of weakening required depends on the overall strength of the surrounding lithosphere. Weakening can occur through refertilization (increase in density) and rehydration (decrease in viscosity), but temperature increases from local melt cooling and crystallization are most effective at decreasing the strength of CML. The model results indicate that significant melt infiltration is needed to weaken cratons enough to localize rifting within them. Even after melt metasomatism has heated the CML so that the Moho temperature is higher than in the standard lithosphere, and has thinned the CML by 100-120 km, rifting localized in the standard lithosphere in most models. This result is consistent with the survival of non-rifted cratons since 2-2.5 Ga. To rift a craton successfully, the extensional stresses need to be applied at the right time. If the lithosphere is under extension when it is still thick (>250 km), even if it is hot, the integrated strength of the craton will be higher than that of the standard lithosphere and the latter will rift. Our results show that the craton needs to be both hotter and weaker than the standard lithosphere in order for rifting to localize there. Mantle metasomatism can result in significant thinning and heating and may eventually result in removal of the craton mantle lithosphere. Refertilization changes the isostatic balance of the craton and may create accommodation space, forming intracratonic basins. Uplift and erosion, followed by protracted subsidence as identified in the stratigraphy of these basins may be explained by delamination (uplift) and subsequent cooling of the hot sublithospheric mantle.
Chapter 5 Discussion and Conclusions
5.1 Numerical Modeling of a Heterogeneous Lithosphere under Extension

The models presented in this thesis are designed to investigate the overarching question: how do lithospheric heterogeneities affect the distribution of deformation in an extending lithosphere? Forward numerical modeling can provide constraints on the behavior of a complex lithosphere when it cannot be observed readily in nature. The work in this thesis is a unique example of modeling heterogeneity. The models throughout this thesis indicate the importance of the background strain rate and consider multiple factors that may change the strain rate distribution of an extending lithosphere. Part 1 of the thesis provides an application of the fundamental theories of the growth of necking instabilities by considering competition between necking instabilities in a laterally heterogeneous lithosphere where a strength contrast results in a strain rate contrast. The second part of the thesis uses the concept of the control of strain rate on the localization of deformation and rifting developed in Part 1, and applies it to rifting of a craton. In this case the strain rate contrast is a result of thermal, thickness, and rheological contrasts.

5.1.1 Stiff and Pliable Layers in a Laterally Heterogeneous Lithosphere

The relatively simple models presented in Chapter 2 provide the opportunity to interpret the change in stiff and pliable layer distribution where a strength contrast is present in the lithosphere. The relation between the stiff and pliable layering and the brittle and viscous behavior of a laterally homogeneous lithosphere was explained in Section 1.2.2. Where under sufficient stress, brittle layers are equivalent to stiff layers and viscous layers are equivalent to pliable layers (Figure 1.3c). The distribution of stiff and pliable layers in a laterally heterogeneous lithosphere is complicated by the change in brittle and viscous layering across the lithospheric boundary. For example, in the homogeneous models Model 1.1 and Model 1.2 (Section 2.8.1; Figure 2.5), the scaling factor of the mantle lithosphere varies from WOl x 3 to WOl x 1, thereby changing the upper mantle lithosphere from stiff to pliable. The same change in scaling factors across the vertical boundary for Model 3.1 (10-1 | 10-3) (Section 2.8.3.1; Figure 2.7) results in a similar stiff and pliable distribution; the left upper mantle lithosphere is pliable, whereas the right upper mantle lithosphere has a stiff layer. In contrast, in Model 3.2
(5-1 | 10-3) (Section 2.8.3.1; Figure 2.7) the upper mantle lithosphere is pliable on both sides of the boundary, even though the right lithosphere has the same scaling factors that resulted in a stiff upper mantle lithosphere in Models 1.1 and 3.1. The decrease in strength of the crust in the left lithosphere from WQz x 10 (Model 3.1) to WQz x 5 (Model 3.2) has thus changed the stiff vs. pliable behavior of the upper mantle lithosphere in the right upper mantle lithosphere.

This change in stiff and pliable behavior in the presence of a weaker crust is the result of the distribution of stress as induced by the force that is extending the lithosphere. The amount of stress the lithosphere is under is determined by the amount of force that is applied to it. In all the models presented in this thesis this force is a result of the velocity boundary conditions. Even though the velocity boundary conditions remain constant throughout rifting at 1 cm a\(^{-1}\), the forces on each boundary required to satisfy the velocity boundary condition change over time. In particular, after a necking instability has localized and the strain rate feedback is operating efficiently, the force required to extend the lithosphere decreases as it becomes “easier” to extend the material under a higher strain rate with decreasing viscosity. Similarly in a laterally heterogeneous lithosphere, any weaker regions require less force to accommodate extension than any adjacent stronger regions.

The forces required to extend the lithosphere at 1 cm a\(^{-1}\) are balanced across the model for each timestep and therefore, the integrated stress of each distinct lithosphere is equal and can be described by Equation 5.1.

\[
F = \int_0^L \sigma dL = \int_0^L \eta_{eff} 2\dot{\varepsilon} dL \tag{5.1}
\]

where \(F\) is the force applied at the boundary, and \(L\) is the lithospheric thickness. This means that the integrated stress in a laterally heterogeneous lithosphere is lower than if a strong laterally homogeneous lithosphere was under the same extensional boundary conditions, since the overall force required to extend the weaker lithosphere in the composite is less. The pliable right upper mantle lithosphere of Model 3.2 can be explained by the presence of the weaker lithosphere to the left of the boundary. The brittle upper mantle lithosphere is under insufficient stress to be at yield and does not behave as a stiff layer.
There has been debate about the magnitude of the forces required to rift the lithosphere (e.g. Kuszniir and Park 1987, Buck et al. 1999, Buck 2004). It seems that calculated forces for thick or strong lithospheres are generally an order of magnitude larger than those inferred to operate in nature (Forsyth and Uyeda 1975, Solomon et al. 1975). The answer may lie in the heterogeneous nature of the lithosphere. Heterogeneous lithospheres like the ones considered here require smaller forces to extend them than equivalent pristine ones. The presence of any inherited finite weak zones decreases the yield strength and can initiate a necking instability, after which the strain rate feedback decreases the force required for continued extension.

5.1.2 It is (Almost) All About the Strain Rate

The models presented in Chapter 2 establish that the strain rate is a major control on the localization of deformation. In those models the strain rate was influenced only by the strength of the adjacent lithosphere as controlled by scaling of the flow-laws, whereas the temperature and thickness of the adjacent lithospheres were equal on both sides of the vertical boundary. It is much easier to understand that a lithosphere is “weaker” where it has a lower viscosity, which is controlled only by the scaling factor. Chapter 4 introduces thermal and thickness contrasts. Initially, it is clear that the standard lithosphere is weaker than the craton, but as soon as metasomatism alters the characteristics that are ascribed to craton survival, determining the weaker lithosphere becomes much more complex.

The ultimate goal of Chapter 4 is to understand when the cratonic lithosphere is weakened enough so that it has become the weaker lithosphere, and will rift. Mantle metasomatism is proposed to be the main mechanism responsible for rendering the cratonic lithosphere weaker and under a higher strain rate after convective removal of the CML and an increase in temperature. To my knowledge, no other study exists that includes the effects of metasomatism in such a comprehensive way. My sensitivity tests illustrate the importance of including the multiple weakening effects associated with mantle metasomatism, and in particular point to the addition of heat as a critical factor. Extension of the lithosphere still results in localization in the standard lithosphere when the cratonic mantle lithosphere (CML)
becomes denser and less viscous as a result of refertilization and rehydration (Section 4.7.5; Figure 4.11).

The weakening effects of temperature are clearly shown in Figure 4.11a,d. By just increasing the temperature of the originally cold CML the thickness of the high stress layer in the upper CML has decreased and the strain rate is now higher in the cratonic lithosphere. The differences between the effects of temperature and the scaling factor \( f \) can be seen in Figure 5.1. A 200 K increase in temperature, from 800 K to 1000 K, results in a viscosity decrease of 2 orders of magnitude, whereas a decrease in scaling factor from 5 to 1 results in a viscosity decrease of less than 1 order of magnitude. The temperature dependence of viscosity is even more pronounced in the lower temperature regimes.

![Viscosity variation with temperature and scaling factor of the Wet Olivine flow law (Karato and Wu 1993). a) Viscosity vs. Temperature (in K). A temperature increase of 200 K, from 800 K to 1000 K, results in a viscosity decrease of 2 orders of magnitude. b) Viscosity vs. scaling factor at a constant temperature of 1223 K (950°C). A decrease in scaling factor from 5 to 1 results in a viscosity decrease of a factor of 8.](image)
Nevertheless, a temperature increase does not necessarily lead to rifting. The Moho temperature was higher in the cratonic lithosphere than in the standard lithosphere in most M-type models and in RF33-3, but rifting localized in the cratonic lithosphere only in the M3 model. The temperature is highest by the end of metasomatism in RF33-3 (665°C), and the CML is 120-100 km thick, but localization still takes place in the standard lithosphere. The difficulty of rifting a craton even after significant weakening may be part of the reason why cratons are still a part of our geological record today. Rifting of cratons such as the North Atlantic Craton and the North China Craton may therefore only be possible because of small integrated strength contrasts between them and the lithosphere that surrounds them, or as a consequence of profound, relatively rapid metasomatism.

5.2 Future Research Directions

In all extending models presented in the thesis a velocity boundary condition of 1 cm a\(^{-1}\) was used. This applied velocity has a direct consequence for the strain rate of the lithosphere. Therefore, the results on the control of strain rates in a heterogeneous lithosphere from Chapter 2 need to be expanded to include a range of velocity boundary conditions. Furthermore, a higher extensional velocity increases the force exerted on the lithosphere, which may change the stiff and pliable layering of the lithosphere. Similarly, constant force boundary conditions can give additional insight into the competition between the stiff and pliable behavior of the lithosphere. In this case, extension will speed up as the strain-rate feedback acts on any necking instabilities.

The model results in this thesis can be used only as a first order approximation to natural examples, owing to the complexity and 3D nature of nearly all natural examples. For example, the southern edge of the Siberian craton, which is bordered by the Baikal rift, is highly curved and the width of the Baikal rift seems to be linked to this curvature (Chemenda et al. 2002, Petit et al. 2008, Corti et al. 2013a). Oblique extension may also have affected this pattern, but cannot be modeled with 2D models. New 3D models have been developed in the past 5 years, but generally have a lower resolution as a result of their high computational cost (e.g. Thieulot 2011, Allken et al. 2012, Brune and Autin 2013). A more comprehensive
understanding of the effects of lithospheric heterogeneity will result from 3D modelling in the future.

Finally, the connection between the formation of intracratonic basins and mantle metasomatism can be investigated further. The subsidence history inferred from sediment cores and seismic observations can be correlated with the evidence for and timing of melt metasomatism from xenoliths. Heat flow estimates from metamorphosed basement rocks can constrain the timing of maximum heat flow. The time of peak heat flow should lag behind the time of maximum melt metasomatism, as it takes time for the heat to diffuse to the surface. Geophysical data, such as magnetotelluric and gravity constraints, can give additional insight into the current state of the CML. Of particular interest are the Ordos Basin on the western part of the North China Craton, the Parana Basin in South America, Lake Victoria on the Tanzania Craton, the Colorado Plateau, and the Congo Basin on the Congo Craton.

5.3 Conclusions

1) The heterogeneity that results from the multi-stage tectonic history of the continental lithosphere affects the way it behaves under extension. In particular, the distribution of stiff and pliable layers, the strength of the lithosphere and equivalently the strain rate, affects the growth rate of necking instabilities. Necking instabilities therefore grow faster in weaker lithosphere under a higher strain rate in most model configurations that were tested for Chapter 2. Thus, strong lithosphere is protected from deformation where surrounded by weaker lithosphere.

2) The models presented in Chapter 2 illustrate how asymmetric margins may result from a lithospheric strength contrast. Deformation is localized at the lithospheric boundary, but is more distributed in the weaker lithosphere under the higher strain rate than in the strong lithosphere under a lower strain rate. The final result is an asymmetric conjugate margin pair, where the margin underlain by stronger lithosphere is narrow (50 km) and the margin underlain by weaker lithosphere is wide (150 km).
3) Cratons that are initially strong and protected by surrounding weaker lithosphere need to be weakened significantly in order to rift. I propose that fluid and/or melt metasomatism may be the weakening mechanism responsible for rifting of the North China, the Tanzania, and the North Atlantic cratons. Refertilization (increasing density), rehydration (increasing H$_2$O content), and an increasing geothermal gradient (increasing temperature) are a consequence of metasomatism and result in convective removal and significant thinning (100-150 km) of the cratonic mantle lithosphere (CML) in some of the models presented.

4) The craton rifting models illustrate the importance of the timing of extension with respect to metasomatism. Heat diffusion weakens the crust, but also decreases the Moho temperature. Rifting only localizes in the craton when extension occurs relatively soon after an increase in temperature. The cratonic lithosphere has to be hotter, but also thinner, than the standard lithosphere to rift. The reactive front model had the hottest Moho temperature, but only localized rifting in the cratonic lithosphere where the strength contrast between the standard and cratonic lithosphere was decreased.

5) Sensitivity tests for the metasomatism models illustrate the effects of the individual components of metasomatism. Even if the CML is thinned by 30 km, when the density causes the CML to become gravitationally unstable and rehydration decreases the viscosity, the cratonic lithosphere does not become vulnerable to rifting in the absence of a temperature increase. This is because increasing temperature has a much greater effect on reducing viscosity than hydration (Figure 5.1).

6) Cratons are more susceptible to rifting and do not have to be weakened to the same extent as in my M-type and RF33-3 models if the adjacent lithosphere is stronger (or alternatively if the craton is weaker) than in my initial model design. The smaller the strain rate contrast between the cratonic and standard lithosphere, the less weakening is required to rift the craton.
7) The complex subsidence histories of intracratonic basins can be explained by the effects of mantle metasomatism. Gradual subsidence is expected where melt metasomatism increases CML density by refertilization. Uplift and erosion are expected following partial delamination of CML. A third subsidence phase corresponds to protracted cooling of the hot metasomatized lithosphere.
Appendix A  Modeling Methods

A.1 Overview of SOPALE-Nested Software

We use a 2D upper-mantle-scale model comprising adjacent regions of standard and cratonic lithosphere subject to extension under specified velocity boundary conditions. We calculate the model evolution using an Arbitrary-Lagrangian-Eulerian (ALE) finite element method, which can accommodate large amounts of deformation, using the software SOPALE-nested. The code solves the thermo-mechanically coupled, incompressible viscous-plastic creeping (Stokes) flow equations and has thermally activated power-law viscous rheologies.

For each timestep, the force balance equations, for a quasi-static incompressible creeping flow, are solved in two dimensions (Equations A.1 and A.2) on the Eulerian grid. These are coupled to the energy balance equation (Equation A.3) through the temperature-dependent viscosity and density and constrained by mechanical and thermal boundary conditions.

\[
\frac{\partial \sigma_{ij}}{\partial x_i} - \frac{\partial P}{\partial x_i} + \rho g = 0 \quad i, j = 1, 2
\]  
\[
\frac{\partial v_i}{\partial x_i} = 0 \quad i = 1, 2
\]  
\[
\rho C_p \left( \frac{\partial T_K}{\partial t} + \frac{\partial T_K}{\partial x_i} \right) = K(T_K) \frac{\partial^2 T_K}{\partial x_i^2} + A_R + v_2 \alpha(T_K) g T_K \rho \quad i = 1, 2
\]

where \( \sigma_{ij} \) is the deviatoric stress tensor, \( x_i \) spatial coordinates, \( P \) is the pressure (mean stress), \( \rho \) the density, \( g \) the gravitational acceleration, \( v_i \) a component of velocity, \( C_p \) the specific heat, \( T_K \) the absolute temperature, \( t \) time, \( K(T_K) \) the thermal conductivity, \( A_R \) radioactive heat production per unit volume, and \( \alpha(T_K) \) the volumetric thermal expansivity.

All models have a high resolution nest embedded in the large scale domain. The solution for the velocity and thermal field are first found for the 2200 x 600 km domain. The solution is then used as the boundary condition for the nested domain around the center of the model from 300-2100 km and 360 km deep. A two-way connection is maintained by the Lagrangian
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tracking particles, which are shared between the two solutions; the particles in the nested domain always obey the higher resolution solution.

A.2 Model Design

The large-scale model has basal and side boundaries with free slip in the horizontal and vertical directions, respectively, and no basal vertical velocity. Extension of the lithosphere is defined by horizontal velocities of 0.5 cm a\(^{-1}\) on the right and left horizontal boundaries (total 1 cm a\(^{-1}\)). A small horizontal flux of material into the sub-lithospheric mantle allows for conservation of mass, and there is no material flux through the base. The model (Figure 4.1) juxtaposes a “standard” 140 km thick lithosphere with a 250 km thick “cratonic” lithosphere (Artemieva and Mooney 2001, Griffin et al. 2009b). Two Mantle Weak Zones (MWZ) of 12 x 10 km are embedded in the upper mantle lithosphere equidistant from the lithospheric boundary. The MWZ are 500 km away from the lithospheric boundary and have a reduced internal angle of friction of 2\(^{\circ}\) to represent the effect of inherited plastic strain softening. The size and position of the weak zones was chosen to represent simplified residual mantle weaknesses; elsewhere, annealing in the hotter viscous parts of the lithosphere (Yamasaki et al. 2006), where grain regrowth is efficient, is assumed to have removed strength contrasts associated with grain size reduction in lithospheric-scale sutures, although some form of heterogeneity (e.g. compositional) may remain (Vauchez et al. 2012).

The base of the cratonic mantle lithosphere (CML) is tapered over a horizontal distance of 300 km to represent the effect of a history of destabilization of the edge of the craton by various processes and to reduce the tendency for vigorous edge driven convection (EDC), which is not the subject of this investigation. In addition, the models are computed for an initial spin-up phase of 1 Ma with no extension to achieve a statistical convective equilibrium between the lithospheres and the sublithospheric. The model was also tested for an initial 100 Ma to demonstrate stability against EDC and convective CML removal (Figure 4.2). There is only minimal deformation of the lower boundary of the lithospheres during this phase which demonstrates initial stability against EDC convective erosion of the CML owing to disequilibrium in the initial conditions, a requirement emphasized by Sleep (2007). Destabilization of the CML
during the main phase of the computations is therefore the result of the metasomatism, not the initial conditions.

A.3 Material Properties

The deformation mechanism is determined by the state of stress in the flow. Flow is viscous (Equation A.4) where stress is lower than the frictional-plastic yield stress. In contrast, where stress is on the frictional-plastic yield envelope, described by the pressure-dependent Drucker-Prager yield criterion (Equation 5), material deforms in a plastic (stiff) manner.

\[ \eta = f A^{-1/n} \left( I_2^{(1)} \right)^{1-n} \exp \left( \frac{Q + PV^*}{nRTK} \right) \]  
(A.4)

\[ J_2' = P \sin \phi_{\text{eff}} + C \cos \phi_{\text{eff}} \]  
(A.5)

In power-law flow (Equation A.4), \( f \) is the viscosity scaling factor which modifies the relative strength of viscous materials with respect to the reference flow law, \( f = 1 \), as explained below, \( A \) is the pre-exponential scaling factor, \( I_2^{(1)} = \left( \frac{1}{2} \varepsilon_{ij}' \varepsilon_{ij}' \right) \) is the second invariant of the deviatoric strain rate tensor \( \varepsilon_{ij}' \), \( n \) is the power law exponent, \( Q \) is the activation energy, \( V^* \) is the activation volume, \( R \) is the universal gas constant. In Equation (5), \( J_2' = \left( \frac{1}{2} \sigma_{ij}' \sigma_{ij}' \right)^{1/2} \) is the square root of the second invariant of the deviatoric stress \( \sigma_{ij}' \), \( C \) is the cohesion, \( \phi_{\text{eff}} \) is the effective internal angle of friction taking account of hydrostatic fluid pressure (using \( P \sin \phi_{\text{eff}} = \left( P - P_f \right) \sin \phi \) where \( P_f \) is the pore-fluid pressure), which gives \( \phi_{\text{eff}} \sim 15^\circ \) where \( \phi = 30^\circ \). Parameter values are given in Table A.1.

Only two laboratory-determined flow-law are used in these models. We use “Wet” Quartzite (WQz) (Gleason and Tullis 1995) for the crust and “Wet” Olivine (WOl) (Karato and Wu 1993) for the mantle. These flow laws are scaled with the scaling factor \( f \) to increase/decrease the relative strength (Butler et al. 2014, Appendix). This simplification allows for a relative comparison between materials of different strengths without having to incorporate other flow laws (Beaumont et al. 2006, Jamieson et al. 2007, Karato 2010).
<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frictional-plastic parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internal angle of friction (˚)</td>
<td>$\phi_{\text{eff}}$</td>
<td>15 → 2</td>
</tr>
<tr>
<td>Over strain range of (%)</td>
<td>$\varepsilon$</td>
<td>50-150</td>
</tr>
<tr>
<td>Crust cohesion (Pa)</td>
<td>$C_{\text{Crust}}$</td>
<td>$1 \cdot 10^7$</td>
</tr>
<tr>
<td>Mantle cohesion (Pa)</td>
<td>$C_{\text{Mantle}}$</td>
<td>$2 \cdot 10^8$</td>
</tr>
<tr>
<td>Crust: Wet Quartzite</td>
<td>WQz</td>
<td></td>
</tr>
<tr>
<td>Power law exponent</td>
<td>$n_{\text{Crust}}$</td>
<td>4</td>
</tr>
<tr>
<td>Activation energy (J mol$^{-1}$)</td>
<td>$Q$</td>
<td>$223 \cdot 10^3$</td>
</tr>
<tr>
<td>Initial constant (tensor invariant) (Pa$^{-n}$s$^{-1}$)</td>
<td>$A$</td>
<td>$8.574 \cdot 10^{-28}$</td>
</tr>
<tr>
<td>Scaling factor</td>
<td>$f_{\text{Crust}}$</td>
<td>variable</td>
</tr>
<tr>
<td>Crust: Wet Quartzite</td>
<td>WQz</td>
<td></td>
</tr>
<tr>
<td>Power law exponent</td>
<td>$n_{\text{Crust}}$</td>
<td>4</td>
</tr>
<tr>
<td>Activation energy (J mol$^{-1}$)</td>
<td>$Q$</td>
<td>$430 \cdot 10^3$</td>
</tr>
<tr>
<td>Activation Volume (m$^3$ mol$^{-1}$)</td>
<td>$V^*$</td>
<td>$12 \cdot 10^6$</td>
</tr>
<tr>
<td>Initial constant (tensor invariant) (Pa$^{-n}$s$^{-1}$)</td>
<td>$A$</td>
<td>$1.7578 \cdot 10^{-14}$</td>
</tr>
<tr>
<td>Standard mantle lithosphere density (kg m$^{-3}$)</td>
<td>$\rho_{\text{UML}}$</td>
<td>3360</td>
</tr>
<tr>
<td>Cratonic mantle lithosphere density (kg m$^{-3}$)</td>
<td>$\rho_{\text{UML2}}$</td>
<td>3335</td>
</tr>
<tr>
<td>Sub-lithospheric mantle density (kg m$^{-3}$)</td>
<td>$\rho_{\text{SLM}}$</td>
<td>3378</td>
</tr>
<tr>
<td>Standard Moho temperature (˚C)</td>
<td>$T_{\text{Moho}}$</td>
<td>600</td>
</tr>
<tr>
<td>Cratonic Moho temperature (˚C)</td>
<td>$T_{\text{CMoho}}$</td>
<td>450</td>
</tr>
<tr>
<td>Base of lithosphere temperature (˚C)</td>
<td>$T_L$</td>
<td>1350</td>
</tr>
<tr>
<td>Basal heat flux (mW m$^{-2}$)</td>
<td>$q$</td>
<td>21-22</td>
</tr>
<tr>
<td>Standard lithosphere surface heat flux (mW m$^{-2}$)</td>
<td>$q_s$</td>
<td>62.5</td>
</tr>
<tr>
<td>Cratonic lithosphere surface heat flux (mW m$^{-2}$)</td>
<td>$q_c$</td>
<td>38.6</td>
</tr>
<tr>
<td>Radiogenic Heat Production</td>
<td>$A_R$</td>
<td></td>
</tr>
<tr>
<td>Standard upper crust (µW m$^{-3}$)</td>
<td>$A_{\text{RUCS}}$</td>
<td>1.5</td>
</tr>
<tr>
<td>Standard lower crust (µW m$^{-3}$)</td>
<td>$A_{\text{RLCS}}$</td>
<td>0.5</td>
</tr>
<tr>
<td>Cratonic upper crust (µW m$^{-3}$)</td>
<td>$A_{\text{RUCO}}$</td>
<td>0.6</td>
</tr>
<tr>
<td>Cratonic lower crust (µW m$^{-3}$)</td>
<td>$A_{\text{RLCO}}$</td>
<td>0.2</td>
</tr>
<tr>
<td>Coefficient of thermal expansion (˚C$^{-1}$)</td>
<td>$\alpha(T)$</td>
<td>$3.2 \cdot 10^{-5} \rightarrow 3.9 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Over temperature range (˚C)</td>
<td></td>
<td>500-2000</td>
</tr>
<tr>
<td>Crust thermal conductivity (W m$^{-1}$C$^{-1}$)</td>
<td>$K_{\text{Crust}}$</td>
<td>2.25</td>
</tr>
<tr>
<td>Standard mantle lithosphere thermal conductivity (W m$^{-1}$C$^{-1}$)</td>
<td>$K_{\text{MLS}(T)}$</td>
<td>2.7</td>
</tr>
<tr>
<td>Cratonic mantle lithosphere thermal conductivity (W m$^{-1}$C$^{-1}$)</td>
<td>$K_{\text{MLC}}$</td>
<td>5.3</td>
</tr>
<tr>
<td>Sub-lithospheric mantle thermal conductivity (W m$^{-1}$C$^{-1}$)</td>
<td>$K_{\text{SLM}(T)}$</td>
<td>3-40</td>
</tr>
<tr>
<td>Over temperature range (˚C)</td>
<td></td>
<td>1323-1423</td>
</tr>
<tr>
<td>Melt Metasomatism</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heat capacity peridotite (J Kg$^{-1}$˚C$^{-1}$)</td>
<td>$C_{p1}$</td>
<td>1100</td>
</tr>
<tr>
<td>Latent heat of crystallization peridotite (J Kg$^{-1}$˚C$^{-1}$)</td>
<td>$L_1$</td>
<td>$4.0 \cdot 10^5$</td>
</tr>
<tr>
<td>Peridotite liquidus, intermediate temperature and solidus (˚C)</td>
<td>$T_{1a}$, $T_{1b}$, $T_{1s}$</td>
<td>1900, 1750, 1600</td>
</tr>
<tr>
<td>Peridotite melt coeff high, low for</td>
<td>$X_{1b}$, $X_{1l}$</td>
<td>0.6, 0.04</td>
</tr>
<tr>
<td>Temperature of the melt (˚C)</td>
<td>$T_m$</td>
<td>1300</td>
</tr>
<tr>
<td>Heat Capacity melt (J Kg$^{-1}$˚C$^{-1}$)</td>
<td>$C_{p2}$</td>
<td>1480</td>
</tr>
<tr>
<td>Latent heat of crystallization melt (J Kg$^{-1}$˚C$^{-1}$)</td>
<td>$L_2$</td>
<td>$4.0 \cdot 10^5$</td>
</tr>
<tr>
<td>Melt liquidus, intermediate temperature and solidus (˚C)</td>
<td>$T_{2a}$, $T_{2b}$, $T_{2s}$</td>
<td>1250, 1075, 725</td>
</tr>
<tr>
<td>Melt coefficient high, low</td>
<td>$X_{2b}$, $X_{2l}$</td>
<td>0.6, 0.04</td>
</tr>
</tbody>
</table>

Table A.1. Model Parameters for Chapter 4
The scaling approach is also valid for a considerable range of $f$ values, even for the reference flow laws, owing to the significant experimental uncertainties associated with the laboratory-determined flow-law parameters (Beaumont et al. 2006, Jamieson et al. 2007, Karato 2010, Butler et al. 2014).

The models presented have a constant scaling factor of $WQz \times 3$ for the standard crust and $WQz \times 5$ for the cratonic crust. Scaling factors of $f = 3$ and 5 approximate a mixed quartz-feldspar controlled crust, or ‘dry’ quartz with increasing feldspar content. We scale the flow laws for the mantle lithospheres to represent dehydration. In most models, the standard lithosphere has $WOI \times 3$ to account for the moderate dehydration expected in Proterozoic or Phanerozoic mantle lithosphere (Griffin et al. 2009b). The CML starts with an effective viscosity of $WOI \times 5$ corresponding to low water content ($<0.001$ wt% H$_2$O), and close to the ‘dry’ olivine flow law (Karato, 2010, Butler et al. 2014, Appendix). As the CML is metasomatized the scaling factor decreases to 1 (as explained below) linearly with the olivine Mg#, 92 to 89, so that it reaches $WOI \times 1$ by the end of metasomatism at Mg# 89. This reproduces a decrease in the viscosity expected with rehydration of the CML. The question here is whether the scaling of the olivine flow law should be more complex than the linear variation with olivine Mg#. We adopted the linear scaling to keep things simple but if the water content or the viscosity changes in a more complex manner with Mg# we can approximate this effect. Other complications concern fugacity and choice of $V^*$ value. Uncertainties in these effects may render more complex scaling of $f$ of no real value.

Strain-softening is included in the brittle regime to represent the formation of weak faults. The effective internal angle of friction is decreased linearly from 15° to 2° as the effective strain increases from 50% to 150%. The models are not particularly sensitive to the range of strain over which materials undergo strain softening (Huismans and Beaumont 2007). The requirement for a low strain-softened angle of internal friction is a consequence of the resolution of the computational finite element grid, such that with higher resolution grid a larger value would give equivalent results.
A.4 Thermal Properties

The initial 2D steady-state temperature of the system is determined by the insulated side boundaries, the basal heat flux, the radioactive heat production in the crust \( (A_r) \), and the thermal conductivity \( (K(T_k)) \). These parameters are different for the standard and cratonic lithospheres (Table A.1) and are selected so that the temperature at their base is 1350°C. The standard lithosphere has a higher geothermal gradient (surface heat flow is 62.5 mW m\(^{-2}\)) than the cratonic lithosphere (surface heat flow of 38.6 mW m\(^{-2}\)). The basal heat flux changes from 20 to 22 mW m\(^{-2}\) at the center of the model. The standard lithosphere has a radioactive heat production of 1.5 µW m\(^{-3}\) in the upper crust and 0.5 µW m\(^{-3}\) in the lower crust (Hasterok and Chapman 2011) and the Moho temperature is 600°C. The cratonic crust has a lower radiogenic heat production of 0.6 µW m\(^{-3}\) and 0.2 µW m\(^{-3}\) for the upper and lower crust, respectively, and the Moho temperature is 450°C.

The choice of thermal expansivity of the mantle lithospheres and sublithospheric mantle is important because it determines the thermal buoyancy which directly competes with the effects of depletion on material density, particularly in the CML which is designed to be isopycnic. Uniform values of thermal expansivity for the mantle in the range \( 3.0-3.2 \times 10^{-5} \text{ deg}^{-1} \) are commonly used, but there is increasing evidence that thermal expansivity depends on temperature (Bouhifd et al. 1996). We approximate this temperature dependence such that for \( T < 500 \text{ K} \) \( \alpha(T_k) = 3.1 \times 10^{-5} \text{ K}^{-1} \) and for \( T > 2000 \text{ K} \) \( \alpha(T_k) = 3.9 \times 10^{-5} \text{ K}^{-1} \) and varies linearly between these temperatures. The high temperature expansivity has been reduced by comparison with the Bouhifd et al. (1996) value to account for the secondary effect of pressure on thermal expansivity (Katsura et al. 2009).

During time stepping, the heat conservation equation A.3 is solved with the same boundary conditions as those described above.

A.5 Metasomatism in the Models

To simulate the refertilization of CML through a process of stealth metasomatism (O’Reilly 2014), uniformly distributed basaltic melt is injected at a given temperature, \( T_{BM} \), and a steady fractional volumetric rate, \( R_{BM} \), to selected layers in the CML for a given time interval,
Our focus is the effect of the melt as it percolates the CML layers, and we therefore do not specify the production of melt, but it could derive from a mantle plume or melting in the mantle wedge above a subducting slab. There are 11 horizontal layers in the CML each one of which can be metasomatized independently during each model timestep. We use a simple reaction model between the depleted peridotite and the basaltic melt in which both the heat and mass of the metasomatized layer are conserved. There are three effects: 1) as hot melt rapidly cools and crystallizes all heat released, including latent heat, is absorbed by the CML layer, thereby increasing its temperature and decreasing its viscosity; 2) the melt reacts with the peridotite to make it less depleted as measured by the Mg# (Lee 2003) which progressively increases its density from 3335 kg m\(^{-3}\) (Mg# 92) to a specified maximum of 3378 kg m\(^{-3}\) (Mg# 89) when 30% by volume of melt has been added, at which point its material density is equal to that of the sublithospheric mantle (Table A.1), and; 3) the CML is incrementally rehydrated by changing the scaling factor in the viscous flow law from “Wet” Olivine WOl x 5 to a WOl x 1 as the 30% melt is added. In addition to heat conservation as the hot melt is added, mass is conserved during the reaction with the peridotite and the associated change in volume during the reaction is enforced on the model layer.

As pieces of detached CML sink, the material properties are changed to those of the sublithospheric mantle (density 3378 kg m\(^{-3}\), WOl x 1) after they reach a depth of 500 km. These pieces of CML can only reach this depth after delamination and this is normally close to the end of metasomatism. The 500 km depth was chosen to minimize interference with current delamination by previously delaminated CML.

### A.5.1 Conservation of Heat

Basaltic melt is injected at a specified temperature, \(T_{BM}\), and can therefore be at a higher or lower temperature than the surrounding lithospheric layer and can cause an increase or decrease in the temperature. We take into account cooling of the basaltic melt to the local ambient temperature of the lithosphere, which may include the release of latent heat when melt solidifies. For each Eulerian element in the finite element model the heat released by a fractional volume \(\Delta V_2\) of the melt, referred to as material 2, is equal to:

\[ t_{BM} \]
\[ Q_2 = \Delta V_2 (Cp_2 \rho_2 \Delta T + rX_2 \rho_2 L_2) \]  

(A.6)

where \( Cp_2 \) is the specific heat capacity of the basaltic melt, \( \Delta T \) the difference in temperature between the melt and the ambient temperature, \( r \) ratio between the actual temperature change and the total temperature change of the region (see below), \( X_2 \) the melt fraction and \( L_2 \) the latent heat of crystallization. The other variables are the same as described above.

There are four specified cooling intervals based on Annen et al. (2006) (Figure A.1): 1) specific heat released during cooling to the liquidus temperature of material 2; 2) specific and latent heat released between the liquidus and the intermediate temperature (Annen et al. 2006); 3) specific and latent heat released between the intermediate temperature and the solidus temperature of material 2, and; 4) specific heat released below the solidus temperature. The intermediate temperature reflects changes in melt fraction with temperature that has two linear segments (Figure A1).

The total heat released by cooling of material 2 is absorbed by material 1, the peridotite, and is described by a similar equation:

\[ Q_1 = (\Delta V_1 + V_1^I) (Cp_1 \rho_1 \Delta T + rX_1 \rho_1 L_1) \]  

(A.7)

\( Q_1 \) is the heat absorbed by material 1, \( \Delta V_1 \) is the change in volume calculated from the mass balance equation, \( V_1^I \) the initial volume of the element at the beginning of the timestep, \( Cp_1 \) the specific heat capacity of material 1, \( \rho_1 \) the density of material 1, \( X_1 \) the melt fraction for either a low or high temperature region between the solidus and liquidus, and \( L_1 \) the latent heat of fusion for material 1. The temperature regions are defined in the same manner as for the heat released, but with parameters specific to material 1. However, in these models the temperature never goes above the solidus temperature of peridotite and so the temperature of material 1 only changes because specific heat is absorbed (Hirschmann 2000). The thermal parameters of material 1 are constant, although heat is technically absorbed by the evolving peridotite. This simplification is justified because the density of the peridotite increases by a very small amount.
A.5.2 Conservation of Mass and Rehydration

The original material is the depleted CML, a peridotite with WOI x 5 and a density of 3335 kg m$^{-3}$ (corresponding to Mg# 92). The basaltic melt is injected at a constant rate calculated by the total volume change required divided by the length of time over which metasomatism is occurring. Metasomatism occurs over specified time intervals and will increase the initial volume by a specified amount, 30% in most cases for the models used here.

The basaltic melt (material 2) reacts with the peridotite (material 1) to give the new material a less depleted character (i.e. increase in Fe), thereby increasing material 1’s density. Although the temperature at which material 2 is injected dictates all of it to be melt, it is injected with the density of the solid. We justify this by asserting that the melt crystallizes in less time than a model time step and therefore has a solid density by the end of the timestep. The density of material 1 increases incrementally from 3335 kg m$^{-3}$ to 3378 kg m$^{-3}$ over the total time of melt injection. This represents a decrease in Mg# of 93 to 89 (Lee 2003, Lee et al. 2011).

The volume change of material 1, required by the mass balance during the reaction is described by the following equation:

$$\Delta V_2 \rho_2 + V_1^f \rho_1^i = \rho_1^f V_1^i (1 + \Delta V_1) \quad (A.8)$$

Where $\Delta V_2$ is the constant volume of material 2 added per timestep, $\rho_2$ the density of material 2, $V_1^f$ the Volume of material 1 at the beginning of the timestep, $\rho_1^i$ and $\rho_1^f$ the initial density and final density for material 1 during this timestep, and $\Delta V_1$ the fractional change in volume 1.

The scaling factor $f$ is linearly decreased from WOI x 5 to WOI x 1 to simulate rehydration over the range of metasomatism. The CML becomes more deformable as the viscosity of the mantle lithosphere decreases. In nature rehydration would have the additional effect of lowering the solidus temperature. This is not taken into account in the models presented, however the decrease in melting temperature of the peridotite is still insufficient to produce melt in the CML (Hirschmann 2000).
Figure A.1. Melt Fractions. (Annen et al. 2006)
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