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ABSTRACT 

The main result of this thesis is to classify the isomorphism classes of certain non-

commutative 3-tori obtained by taking the C*-algebra crossed product of C(T2) , where T 2 

is the 2-torus, by the irrational affine quasi-rotations of T2 . Each such quasi-rotation is 

represented by a pair (a,A), where a € T2 and A € GL(2, Z), and its associated crossed 

product C*-aIgebra, denoted by B(a,A), is shown to be determined, up to isomorphism, by 

an analogue of the rotation angle, namely its primitive eigenvalue Xxfa), by its orientation 

detA = ± 1 , and by a positive integer m(A), which comes fromKi(B(a,A)) and determines 

the conjugacy class of A in GL(2,Z). 

Finally, we briefly consider certain irrational non-affine quasi-rotations by first con­

structing a minimal quasi-rotation of T2 which does not have topologically quasi-discrete 

spectrum. We show that the corresponding crossed product algebras associated with certain 

quasi-rotations are simple and have a unique tracial state. A conjecture is reformulated 

concerning the isomorphism classes of crossed products associated with these non-affine 

quasi-rotations. 
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LIST OF SYMBOLS 

Z The integers 

R The real numbers 

C The complex numbers 

T The unit circle in C 

Mn The algebra of n x n complex matrices 

A" The C*-algebra obtained by adjoining the identity 
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gcd(m,n) The positive greatest common divisor of the integers m and n 

(not both zero). 
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I N T R O D U C T I O N 

A n Outline of the Historical Background 

The range of the trace method is a method that gives us an isomorphism invariant which 

is considerably more sensitive than homotopy invariant functors like K-theory or Ext-theory 

for G*-algebras possessing a trace. In fact R. T. Powers suggested to Rieffel the importance 

of computing the trace on projections in the C*-algebra . The range of the trace on all 

the projections in the C-algebra will be an isomorphism invariant when the algebra has a 

unique normalized trace ([23], pp.417ff), as for example in the case of the irrational rotation 

C "-algebras . 

Given a unital C*-algebra A which possesses a normalized trace (or tracial state) r, one 

obtains an induced map 

r, : K0 (A) -* R 

such that 

r.[e] = ( r®tr„) (e) 

where e E Proj Mn(A) and trn : Mn(C) —• C is the usual trace on Mn(C) given by 

n 

trn(x)=]r\«, x e Mn(C). 
t = i 

The range of the trace, r*(Ko (A)), will be unambiguous in two frequent cases: when A 

has a unique normalized trace, or when the tracial range r«Ko (A) is independent of the nor­

malized trace r on A. In these cases the range of the trace will be an isomorphism invariant 

object; that is, if A and B are isomorphic C*-algebras with traces n and T2, respectively, 

then (ri) ,Ko (A) = (r2)*Ko (B). Furthermore, if A and B are strongly Morita equivalent 

1 



2 
(henceforth abbreviated as "SME"), then for any normalized traces TJ, r2, respectively, 

one has 

(r1) .K0(A) = r(r 2 ) ,Ko(B) 

for some r > 0 (RieiFel [23], Proposition 2.5). The notion of strong Morita equivalence 

was shown by Brown, Green, and Rieffel ([2], Theorem 1.2) to be equivalent, to stable 

isomorphism for separabl' C "-algebras . By definition, A and B are stably isomorphic if 

and only if A ® K S B ® K, where K is the C*-algebra of all compact operators on a 

separable infinite-dimensional Hilbert space. 

The tracial range can help in "classifying" certain families of C "-algebras for which the 

K-theories are all the same. By "classify* here one means deriving criteria in terms of the 

parameters of the family which completely determine when two algebras in the family are 

"equivalent", i.e. isomorphic, or SME, or perhaps equivalent in some other sense. The first 

such family of C"-algebras is that of the irrational rotation C"-algebras Ag, for 0 < 0 < 1, 9 

irrational, which are crossed products of C(T), the continuous functions on the unit circle 

T, by the irrational rotation z >-+ e2*tez. One can also describe Ag as the only C*-algebra 

(up to isomorphism) generated by two unitaries u, v satisfying the commutation relation 

vu = e2,r*euv. Since the rotation z t-* e2r%ez is minimal (0 being irrational), the crossed 

product Ag = C(T) X^ Z is a simple C*-algebra (see Power [20]). Since the rotation map 

has normalized Lebesgue measure on T as the only invariant probability measure, it follows 

that Ag has a unique normalized trace, obtained by extending integration with respect to 

this measure to the whole crossed product (cf. Lemma 1.3.4 below). 

These algebras had a peculiar story. Twenty years ago, in 1967, it was conjectured by 

Effros and Hahn ([5], p.81) that Ag is projectionless, i.e. it has no projections except 0 

and 1 (ff being irrational). However, as Rieffel pointed out, R. T. Powers soon showed in 

unpublished work that there is a self-adjoint element in A$ with disconnected spectrum, so 

that one may deduce from the spectral theorem that Ag does in fact contain projections 
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other than 0 and 1 ([23], p.416). Rieffel himself made an elegant and simple constructio< 

of a projection in Ag of trace 9 (ibid., p.418ff). But Rieffel was interested in, among other 

things, determining completely the range of the trace on the projections of Ag. Using 

Pimsner and Voiculescu's embedding of A$ into an AF-algebra B constructed by Elliott 

for which the range of the trace on Ko (B) was known to be r*Ko (B) = Z + 9Z, Rieffel 

was able to show using the projection which he constructed of trace 9 (which became 

known in the literature as a "Rieffel projection"), that the range of the trace for A^ is 

r*K0 (As) = Z + 9Z ([23], Theorem 1.2). This result was also pointed out by Pimsner and 

Voiculescu as a consequence of Rieffel's construction of a projection of trace 9. 

The approach followed by Rieffel, Pimsner, and Voiculescu of embedding Ag into an 

AF-algebra (which is difficult) is a method strictly adapted to the algebras Ag. At about 

the same time, however, Pimsner and Voiculescu derived the remarkable result that the 

K-groups of any crossed product by Z, K,- ( A x a Z ) , fits into a six term exact loop involving 

only the K-groups of A ([18], Theorem 2.4). It looks like this: 

K0(A) a ^ ' Ko(A) 

h/ \i. 
K i ( A x a Z ) K 0 ( A x a Z ) 

i. \ / S0 

MA) a'^' MA) 

and this helps us to identify the generators of the group Ko (A Xa Z), so that w«j may 

then be able to compute the trace of each of these generators to determine the range of the 

trace r*K0 ( A x « Z ) for the crossed product A x a Z . Since Ag = C(T) X„e Z, Pimsner and 

Voiculescu were able to apply their sequence (henceforth referred to as the "PV-sequence"), 

and, on page 116 of [18] they computed that Rieffel's projection e, having trace 9, is mapped 

by SQ to a generator of Ki (C(T)) Si 7. Note that here a* = id« (= id) on both levels 
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since the rotation z i-+ e2T*ez is homotopic to the identity, and so, as also Ki (C(T)) ^ Z, 

it follows that K,- (A$) = Z2 for * = 0, 1. Thus, e and 1 (the identity projection) generate 

Ko (A0), and hence TVKO (A$) = Z + 0Z. This method avoids the (difficult) embedding of 

Ac into an AP-algebra. 

From this computation of the range of the trace for A$, one easily sees that the clas­

sification of the *-isomorphism classes of these algebras is immediate: A$ ^ A*/ (for two 

irrational numbers 0 < 6,0' < 1 ) if and only if 6' = 0 or 0' = 1 — 0. For their classification 

up to strong Morita equivalence (which is a little more involved), Rieffel proved: Ag-^-'Agi 

(0, 6' irrational) if and only if 

0 i 
a b 
c d 

g=
 a g + b 

~ c0 + d 

for some 
a b 
c d 

G GL(2, Z), where GL(2,Z) is the group of invertible matricies over Z, 

acting on the set of irrational numbers in the above manner. 

Without using these techniques and results it is not clear why, for instance, Ag cannot 

also be generated by two other unitaries uj., Vi such that vjUx = e2*t$ UjVi for some 

other irrational number 0' independent of 6. We may speculate and ask: Could not these 

unitaries u i , vi be hidden somewhere in the C*-closure of the dense *-subalgebra 

|][>™unvra|n> 
In.rrt 

B = < / „ a n m u n v m | n ,m G Z , a n m G C , anda n m = Ofor all but finitely many (n,m) > 

where A$ is generated by u, v such that vu = e2*t6uv? This question seems insurmountable 

by directly tackling the problem. It is very elusive. Since we are not able to grasp or write 

down explicitly all the elements of Ap, particularly those in the C*-closure of B, we cannot 

deal directly with the above question; a similar long-standing difficulty is to determine when 
CO 

2 a n u n determines an element of C(T) where u(z) = z, z G T (convergence of series 

is in L2(T)). This is where the idea of invariants reveals its usefulness and application; 

one needs only to know certain "fingerprints" of the algebra(s) to answer some difficult 

questions. 
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At this point let us mention a general method for computing the tracial range due to 

Pimsner [17]. 

Pimsner showed, using the PV-sequence and the concept of the determinant associated 

with a trace, that the tracial range for any crossed product A x a Z fits into a short exact 

sequence of the form 

0 —> r ,K 0 (A) —• r ,K 0 (A xa Z) —-> A? (Ki (A)a) —• 0 

where Ki (A) a = {x e K i (A) | a*x = x} and A " is induced from the determinant func­

tion A r associated with the trace r ([17], Theorem 3). Actually, Pimsner proves this for 

all crossed products by F n , the free non-abelian group on n > 1 generators, but we only 

mention the case n = 1 here. 

As an application, Pimsner used this result to compute the range of the trace for crossed 

products of the circle T by an orientation preserving homeomorphism tp of T. Such a 

homeomorphism cp has an associated number, $, called its rotation number, which is usually 

reduced modulo Z. If ap is the associated automorphism of C(T), then he showed that 

r . K o ( C ( T ) x a p Z ) = Z + 0Z 

for any trace r on C(T) Xaip Z obtained from a ^-invariant probability measure on T ([17], 

Proposition 6). This result was proved independently by Putnam, Schmidt, and Skau for 

certain homeomorphisms of T called "Denjoy" (pronounced "Donj-wa") homeomorphisms 

([21], Theorem 5.2). 

Exel [7] computed the range of the trace for the special case that r*Ko (A) C Z, so that 

his result is contained in Pimsner's, though Exel's proof differs somewhat. However, as an 

application, Exel computes the tracial range for crossed products of the form C(G) Xn Z 

where G is a compact connected topological group and rj = Ag o a, where a €E Aut(G) 

and Ag is left translation by g E G (such an rf is called an afBne transformation on G). If 

T denotes the trace on the crossed product obtained from Haar measure on G, he obtains 
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the equality 

r ,K0 (C(G) x„ Z) = {t 6 R | e2*ti = X(g) for some X € Hom(G,T) a } 

where Hom(G,T)°' is the set of a-invariant characters on G ([7], p.84). 

Interest arose in the computation of the tracial range for C*-algebras analogous to the 

irrational rotation algebras. For example, N. Riedel's minimal rotation algebras on com­

pact abelian metric groups are completely characterized by their sets of eigenvalues, which 

generalizes the result of Rieffel for the A^'s (see [22]). The algebras we shall study in this 

thesis are also determined by certain (non-singular) eigenvalues, together with a certain 

integer invariant, although they are not rotation algebras nor are they necessarily associ­

ated with minimal transformations (see Chapter 4). To each countable subgroup G of the 

unit circle T, Riedel associates the minimal rotation C*-algebra AG = C(G) X£Q Z, the 

crossed product of the continuous functions on the dual group G by the automorphism 

R G induced by the translation (or "rotation") RQ : G -+ G defined by RG((T) = PG& for 

<r G G, where PQ € G is the element induced by the inclusion G e-> T. Like Ag, the 

algebra AG is simple and has a unique normalized trace ([22], Proposition 2.1). In fact, 

A Q is generated by unitaries U and TT(A), where n : G —* L(H) is a unitary representation 

of G, such that Ufl-(A) = ATT(A)U for all A € G. Riedel proved that if G is any countable 

subgroup of T, then the tracial range is r*Ko ( A G ) = <r -1(G), where a : R —> T is the 

canonical mapping a(t) = e2rtt ([22], Coronary 3.6) This result, however, was proved 

earlier by Elliott [6]. Using the duality theory for abelian groups (namely, G = G) one 

can also show that this result follows from the above mentioned application of Exel's result 

(assuming that G is connected). With this proved, Riedel concludes that the group G (of 

"eigenvalues") is a complete invariant for the algebra A G : For countable subgroups Gj and 

G2 of T, A G l = A G 2 if and only if Gx — G2 ([22], Corollary 3.7). In his paper Riedel does 

not have a result on strong Morita equivalence, but, as we shall describe below, Ji obtains 

such a result for the algebras AG when G is a finitely generated torsion-free subgroup of T. 
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In this thesis we will be mainly interested in crossed products of the 2-torus T2 by 

"quasi-rotations" (defined in §4.1 below), computing their tracial range and classifying 

their *-isomorphism classes. These algebras are non-commutative 3-tori since they are 

crossed products of C(T2) by Z, in analogy with A$ which are non-commutative 2-tori. We 

shall only mention recent progress regarding tori. 

J. Packer proved, using results of Connes, that if <p : T n —* T n is a minimal homeomor-

phism which has (topologically) quasi-discrete spectrum, then 

( r t , ) . K 0 ( C ( T n ) x a p Z ) = a - 1 ( E ¥ , ) 

where u is the unique ^-invariant probability measure on T n , Ep the group of eigenvalues 

of tp (E<p C T), and a : R —* T is as above ([14], Theorem 3.3). She applies this result to 

classify the crossed products of C(T2) by the Anzai transformations defined by 

^(x ,y )= (e 2 ' " ' < ' x , xy ) , 

where 0 < 9 < 1 is irrational. Letting fig = C(T2) Xae Z, where otg is the automorphism 

on C(T2) associated with <pg, she proved that for irrational numbers 9, 9' in (0,1) 

(i) H , S H « - & 9' = 0 or 9' = 1 - 0 , 

€ GL(2,Z), 

([14], Theorem 4.1). The Anzai transformations are special cases of our affine quasi-

rotations, and we shall prove a generalization of (i) in this thesis (see Theorem 4.3.2 

below). We have some partial results for their strong Morita equivalence which we will 

discuss elsewhere. 

In his Ph. D thesis, [11], Ji obtained some results about crossed products of the n-torus 

T n by certain homeomorphisms which he called "Furstenberg transformations" (see [8J, 

Theorem 2.1, p.581). These have the form 

F f ) f l (z i , . . . , zn) = (z i f i (z 2 , . . . , z n ) , . . . ,z n_if n_i(zn) ,e 2 ' " ( ' z n ) , 

(ii) tif^—tlgi <& 6' a b 
cd 

for some 
a b 
cd 
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where f j (z J + i , . . . ,zn) are continuous functions homotopic to z-j! x for some non-zero inte­

ger dj. These clearly include the Anzai transformations. Denoting the crossed product 

associated to Ff,j by Af^ = C(Tn) Xpf „ Z, Ji proved that 

r*Ko (Af.o) = Z + OZ 

for any tracial state r on Af,* ([11], Theorem 2.23). 

The first classification result which Ji proved is for "descending" Furstenberg transfor­

mations on T n of the form 

F K l «(z i , . . . , z n ) = (z 1 z£ 1 , . . . , z n _ 1 z^- 1 , e 2 ' " ' ( ' z n ) , 

where K = ( k i , . . . ,k n _i ) is an (n — l)-tuple of non-zero integers such that ki+i|kj (kj+i 

divides ki), i = 1 , . . . ,n — 2, and where 0 < 9 < 1 is irrational. He proved that if FK,0 and 

F K ' , 0 ' are two such descending Furstenberg transformations and 9, 9' are irrational, then 

the following are equivalent: 

(i) A F K S ® Mm ^ A F K , ( , , ® Mm», 

(ii) m = m' and 9' e {9,1-9} and |k[| = |ki| (Vi) 

([11], p.39). 

Ji then generalized this result to descending transformations Fic.e o n T n + m of the form 

FK,e(z i , . . . , z n , z n + 1 , . . . , z n + m ) = (z iz^ 1 , . . . , z n - iZn n - 1 , e 2 , "" ' ' 1 z n + i , . . . ,e2*iBmzn+m) 

where K = (k x , . . . ,k n _i ) with k i + i |ki and kj # 0 (Vi), and 9 = (91}.. .,9m), 0 < B-x < 1. 

So Fie.e is a "skew product" in the first n variables and a rotation in the last m variables. 

For these he obtained that 

r.Ko (C(T n + m ) x F K > e Z) = Z + 0XZ + • • • + 9mZ 

for any tracial state r on the crossed product ([11], Proposition 5.3). From this and certain 

other technical lemmas, Ji proved the following: 
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Suppose that 6 = (0 i , . . . , 0 m ) and 8 ' = (9'i,---,9'm) a r e e a c n rationally independent 

(modulo Z), n > 1, m > 2, and assume that 9\ e {9\,1 - 0i}. Then the following 

conditions are equivalent: 

0) AFK ,e - AFK ' ,e ' ' 

(ii) \H\ = \h\ (Vi) and 

Z + 9x2, + • • • + 0mZ = Z + 9'iZ + • • • + 0'mZ 

([n],P.ra). 

As for the strong Morita equivalence classification, Ji proved that if F^j : T2 —* T2 is 

the Furstenberg transformation 

P M ( x ) y ) = ( e 2 " \ x k y ) 

where 6 is irrational, then the following are equivalent: 

SME 
(0 AFk ,0

 AFk, i (,, , 

(ii) |k| = |k'| and 9' = 
a b 
c d 

9 for some 
a b 
c d 

€ GL(2,Z) 

(cf.fll], Theorem 4.11). Although Packer proved this for k = 1, as we pointed out above, 

Ji's proof is different. When 9 is rational, Ji showed that Apfci, is strongly Morita equivalent 

to A F l t 0 ([11], Theorem 4.12). 

Finally, Ji proved a strong Morita equivalence for minimal rotations on T n , which is 

the special case of Riedel's algebras AG discussed above for when G is a finitely generated 

torsion-free subgroup of the circle. These are crossed products of the form 

C(Tn) x , ( * tu) Z 

where p(91}... ,0n) : T n -* T n is the rotation 

M , . . . , * „ ) ( * ! , . . . , * . ) = (e a*"*s1 > . . . ,e a , r"»*») , 
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where z,- G T. If (0 i , . . . , 0 n ) is rationally independent (modulo Z), p(9it... ,0a) is 

minimal (one can show this using Proposition 1.1.4 below and induction on n). As we noted 

above, Riedel proved that for (0i,...,0n) rationally independent, C(Tn) Xp(s',...,$'n) Z — 

C(Tn)Xp(<, l r . . i ( , t t)ZifandonlyifZ + 0 iZ+ • •• + 0nZ = Z + 9'1Z-\ + 0'nZ ([22], Gor.3.7; 

this result seems to be contained in [6]). Note that we need to assume that (# i , . . . ,9n) is 

rationally independent so that G = <7(#iZ + • • • + 9nZ) S Zn which has dual group T n . 

As for the strong Morita equivalence of these algebras, Ji proved that if both {Ox,..., 0n) 

and ( 0 j , . . . , $'n) are rationally independent n-tuples in (0,1) (modulo Z), then the following 

are equivalent: 

(i) C(Tn) x p 0 W n ) Z 5 S C ( T n ) x p ( 9 , # . , Z , 

(ii) (^ i , . . . , 0n) and (0'lt..., 0'a) are in the same GL(n + 1, Z) orbit 

([11], Theorem 4.22). Condition (ii) is defined quite naturally as an extension of the case 

n = 1 we considered above, the case for the irrational rotation algebras ([11], p.45). 

In the light of these recent developments let us state our results. In chapter 1 we present 

the basic concepts and results that we shall need for our work. Then we compute the 

K-groups of all crossed products C(T2) x a Z in chapter 2. In chapter 3 we prove some 

lemmas which we will need to be able to classify crossed product algebras associated with 

irrational affine quasi-rotations on T2 (§4.3, Theorem 4.3.2). This latter result, which is 

our main theorem, can be briefly described as follows. Every affine transformatin on the 

abelian group T2 has the form 

<p(z) = aA(z) (Vz S T2) 

where a G T 2 and A G GL(2, Z). We shall show that there is an invariant m(A), a positive 

integer, which, together with the tracial range and the orientation det A = ± 1 , yields i. 

complete invariant for the associated crossed products. Let us write B(a, A) = C(T2) XQp Z 

where (p is as above. Then for irrational affine quasi-rotations (defined in §4.1) the following 
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conditions are equivalent: 

(1) B ( a , A ) ~ B ( a ' , A ' ) , 

(2) (i) r ,K0 (B(a, A)) = rjKo (Bfa', A')) , 

(ii) detA = de tA ' , 

(iii) m(A) = m(A') . 

Condition (i) is equivalent to saying that Aa',A' = Aa,A or A 3 IA, where Aa,A is a "prim­

itive" non-singular eigenvalue of <p (§4.1). In condition (ii), detA = ± 1 depending on 

whether <p is orientation preserving or reversing. In (iii) the invariant m(A) is a positive 

integer which comes from the torsion part of the Kj-group of the crossed product B(a, A) 

which, as it turns out, determines the conjugacy class of A in GL(2,Z) (cf. Chapter 3). 

In chapter 5, we construct a minimal quasi-rotation <p on T2 which does not have (topo­

logical^) quasi-discrete spectrum (§5.1). This answers in the negative the following gen­

eral question raised by Ji in his thesis ([11], p.76): If A = e2 '"9 , where 6 is irrational, 

and (p(x,y) = (Ax,f(x)y) where f : T - » T has degree 1, then does <p necessarily have to 

be topologically conjugate to cpo or to (pj1, whjre cpg(x,y) = (Ax, xy) is the Anzai trans­

formation? We shall show that the crossed product associated with this quasi-rotation 

has a unique normalized trace (Proposition 5.1.5; see also Question 5.1.6 and Proposition 

5.1.7). However, we do not know how to prove (or disprove) that this latter algebra is not 

isomorphic to that associated with the Anzai transformation. 

In section 5.2 we establish a criterion for when two irrational quasi-rotations of the form 

*?A,f(x,y) = (Ax,f(x)y), 

where A G T is irrational and f : T —> T is continuous of degree 1, are topologi­

cally conjugate (Proposition 5.2.2). This determines when the two C*-dynamical systems 

(C(T2), ax,f, Z) and (C(T2), a^tS, Z) are equivariantly isomorphic, where aiA.f is the auto­

morphism on C(T2) associated with cpx,{. This leads us to conjecture that C(T2) x a j , Z S 



C(T2) Xax t Z if and only if f and g differ by a "boundary" in some sense (see Conjecture 

5.2.4). 



CHAPTER 1 

Preliminaries 

In this chapter we shall present the basic concepts, notations, and facts which we shall 

need in subsequent chapters. 

§1.1. Homeomorphisms of T2. 

Let f: T2 —• T be a continuous function. We shall prove in Lemma 1.1.2 that f has the 

form 

f(x,y) = xmyne2"F(x 'y> 

for some integers m, n and some continuous real-valued function F on T2. We shall call 

the 1 x 2 integral matrix [m n] the bidegree of f and denote this by 

D(f) = [m n] . 

If <p is a homeomorphism of the 2-torus T2 we can associate with it a "degree" matrix 

T>(<p) € GL(2, Z), where GL(2, Z) is the group of invertible 2 x 2 matrices over Z (so that 

their determinant = ±1). To do this we write <p as 

where <p-x : T2 —* T are continuous , i = 1, 2. Now define 

D(*0 = D M 
D(<Pa) 

€M 2 (Z) , 

where Ms(Z) is the algebra of 2 x 2 matrices over Z. It is easy to verify that if <p and »̂ 

are two'homeomorphisms of T2, then 

D(po^ ) = D ( p ) D M . 

13 
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If f: T 2 —• T is continuous, then D(f o p ) = D(f)D(p). So if <p is a homeomorphism , then 

D ( p ) D ( p - 1 ) = I2 (the identity 2 x 2 matrix), so that B(<p) e GL(2,Z). 

For example, if 

9?(x,y) = ( a x I V , b x V ) , 

where a , b e T, then 

D(*>)=[m n • 
[p q 

In fact, such a mapping (p is a homeomorphism if and only if detD(^>) = ± 1 . 

Now, to be able to define the bidegree of f We shall need the following lemma. 

LEMMA 1 .1 .1 . Let f : T2 —> T be a continuous map such that x H-> f(x, 1) and y •-*• 

f(l,y) have degree zero as maps on the circle T. Then there exists a continuous function 

H : T2 -> R such that 

f(x,y) = e2*<H(x>r>, Vx, y 6 T . 

PROOF. Consider the homotopy F : [0,1] x [0,1] —• T given by 

F(S ) t ) = f(t7(S),(7(t)) 

where cr(t) = e2"*, and consider the following diagram: 

R 

G/ la 

[ 0 , l ] x [ 0 , l ] - ^ T . 

Since the path s i-+ f(c(s), 1) has degree zero, it has a unique lifting 7 : [0,1] — • R such 

that 

fMs),l) = *(7(s)), (Vs) 
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and 

7(0) = 7(1) = 0 . 

On applying the Covering Homotopy Theorem ([28], §5.3) to F we obtain a homotopy 

lifting G (as in above diagram) such that 

F(s,t) = <r(G(s,t)), 

and 

G(s,0) = 7(s) , V s , t € [ 0 , l ] . 

Thus, 

G(0 ,0 )=G(1 ,0 ) = 0 . 

Since the path t H-> G(0, t) is a lifting for 11-+ f(l,<r(t)) which starts at zero, i.e. G(0,0) = 0, 

it follows that 

G ( 0 , 1 ) = 0 , 

which is the degree of the loop t H-> f(l, cr(t)). 

Assertion: 

(i) G(s,0) = G(s , l ) , 

(ii) G ( 0 , t ) = G ( l , t ) (Vs, t) . 

The first equation holds because both s t-+ G(s, 0) and s t-+ G(s, 1) are liftings for the 

loop s i-> f(<r(s), 1) starting at zero. Hence by the uniqueness part of the lifting lemma, (i) 

holds. Similarly, the second equation holds. These two equations imply that G induces a 

well-defined continuous map H : T 2 —* T such that 

H(tr(s),o-(t)) = G(s , t ) , 0 < s , t < l . 
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Thus, 

f(<r(s),<r(t)) = F(s,t) 

= «r(G(s,t)) 

= <r(H(<r(S),<r(t)), (Vs,t) 

so that 

f(x,y) = ^(H(x,y)) = e 2 ' r i H ( x ^ . 

a 

LEMMA 1.1.2. Every unitary f € C(T2) has the form 

f(x,y) = xmyne2,riF(x>y) 

for some F : T2 —• R continuous ard unique integers m, n. 

PROOF. Let m denote the degree of the map x 1-+ f(x, 1) and n the degree of y >-» f(l,y). 

Then the map 

( x , y ) ^ x - m y - n f ( x , y ) , 

satisfies the hypotheses of the preceding lemma so that She result clearly follows. The 

uniqueness of m and n is obvious. 

• 

Definition. Let X be a compact metric space and p : X - * X a homeomorphism . A 

complex number A is an eigenvalue of <p if there exists a continuous function f : X —*• C, 

not everywhere zero, such that f o <p = Af. One calls f an eigenfunction of <p of eigenvalue 

A. 
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The homeomorphism <p is said to be minimal if whenever F is a closed subset of X which 

is ^-invariant, in the sense that <p(F) C F, then F is empty or F = X. Equivakritly, the 

orbit of every element x € X, namely { x, tp(x), <p o tp(x), <po(po <p(x),...}, is dense in X. 

PROPOSITION 1.1.3. Let <p : X —> X be a minimal homeomorphism of a compact metric 

space X. 

(a) f o tp = Af and f ^ 0 =?• |A| = 1 and |f j = non-zero constant. 

(b) f o <p = Af and g o tp = Ag (g ^ 0) => f = eg for some complex number c. 

(c) The eigenvalues of ip form a subgroup of T, and are in fact countable. 

(d) IfXis connected, then <p has no torsion eigenvalues (other than 1). 

Note that using the minimality of <p it is easy to see that if f G C(X) and f o <p = f, then 

f is constant. 

P R O O F . 

(a) Taking supremum on both sides of f o ip — Af we obtain (A| = 1. So, by minimality, 

from |f| o <p = |f| we obtain that |f| is constant, which is non-zero since f 7̂  0. 

(b) Form fg - 1 so that (fg -1) ° <p = fg _ 1 and hence f g - 1 is constant. 

(c) This is obvious, except for countability (see Walters [25], p. 124). 

(d) Suppose that f o tp = Af and Ak = 1 for some non-zero integer k. Then fk o cp = 

Akfk = fk, where fk = f • • • f (k-fold product of f). Hence, by minimality, fk is a non-zero 

constant. By the connectedness of X and continuity of f, f is a non-zero constant. Hence 

from f o tp = Af we get A = 1. 

• 
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Definition. Let tp : X —* X be a homeomorphism of a space X. Consider the sets 

£*o(<p) = { A e C | A i s a n eigenvalue of p } , 

Gi(*?) = {f € C(X) | f o <p = Af for some A E G0(<p), and |f| = 1} , 

G 2 ( ^ ) = { g € C(X) | g o <p = fg for some f e Gi(p) , and |g| = 1 } , 

Gjfc) = { g € C(X) | g o <p = fg for some f <E Gj_ i (p ) , and |g| = 1 } , 

for j > 1. Their union G(<p) = (J Gj(<p) is known as the set of quasi-eigenfunctions of <p. 

The homeomorphism <p is said to have (topologically) quasi-discrete spectrum if the C*-

algebra generated by its quasi-eigenfunctions is all of C(X). It is said to have (topologically) 

discrete spectrum if the C*-algebra generated by Gi((p), its eigenfunctions, is C(X). 

Using a Zorn's lemma argument one can show that every homeomorphism <p of X has a 

minimal subset Y: that is, a closed non-empty subset Y of X such that <p(Y) = Y and the 

restriction of cp to Y is minimal. The following proposition gives us a useful criterion to 

test a certain class of homeomorphisms for minimality. 

PROPOSITION 1.1.4. Let X be a compact metric space and S : X —»• X a minimal home­

omorphism . Let h : X —• T be a continuous map on X into the circle. Let H denote the 

homeomorphism o f X x T given by 

H(x,z) = (Sx,h(x)z). 

Then H is minimal if, and only if, for any non-zero integer n the equation 

F(Sx) = h(x)nF(x) 

has no continuous solution F : X —> T. 
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PROOF. The following proof has been briefly outlined in [15] and we have provided its 

details here. 

Suppose first that there exists a continuous solution F to the above equation for some 

n 7̂  0. Then the non-constant continuous function f(x, z) = F (x )z - n satisfies f o H = f, 

hence H cannot be minimal. 

Conversely, suppose that H is not minimal and let M be a minimal subset of X x T. Let 

us define a T-action on X x T by z(x, w) = (x, zw). We can easily see that for any z G T we 

have zM = M o r zMf| M is empty: Since zM is H-invariant so is the closed subset zM[) M 

of M, so that by minimality of the set M we have zMp | M is equal to M or is empty. Now 

we have the union 

XxT= | J zM. 

Since M is closed, the subgroup 

G = { z e T | z M = M } 

of the circle is closed. 

Assertion: G is a finite group. 

Let us show that there exists a positive integer n such that r n = 1 for all % G G. If this 

is false, then there exists an increasing sequence ni < n2 < n3 < • • • of positive integers 

such that nj is the order of an element Zj € G, i.e. Zj is a primitive nj-th root of unity in 

T. But then G will contain the dense set 

{af | l < k < n j , j = l ,2,3,. . .} 

so that G = T and hence M = X x T meaning that H is minimal, a contradiction. Thus 

there exists a positive integer n such that zn = 1 for all z G G. But since G C T, G must 

be finite. 

From the above union for X X T we easily see that for each x € X there exists z G T such 
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that (x, z) G M. This allows us to define a map F : X —* T by 

F(x) = z n , if ( x , z ) G M . 

Well-defined: If (x, z), (x,w) G M, then since we have wz(x,z) = (x,w) so that wzM = M, 

we get wz e G. Thus, zn = wn . 

Continuity: Suppose Xk —• x is a convergent sequence in X and suppose (xk, Zk) and (x, z) 

belong to M (Vk). We must show that z£ —*• zn. Assume that {z£} does not converge to 

zn . Then there exist integers {kj} and a positive real number r such that 

|zg. - z n | > r > 0 , for all j . 

But {z^} being a bounded sequence in T implies that it must have a convergent subse­

quence, say z^. —*• w. So 

(xkj (, zkj() -> (x, w) € M as / -> oo. 

But (x, z) also belongs to M, hence w" = zn . Thus z£. —• zn, which contradicts the above 

inequality. 

Thus F is continuous and satisfies the equation 

F(Sx) = h(x)nF(x), 

as can easily be checked using the definitions. 

• 

81.2. K-groups of C(T2) . 

Let us now recall the K-groups of C(T2) and their canonical generators. 

First, recall that K0 (C(T2)) S Z2 and is generated by [1] and [P], where 1 € C(T2) is 

the identity projection and P € M2 ® C(T2) is the so-called Bott projection defined by 

P(x,t) = W(x,t) 
1 0 
0 0 

W(x,t)*, 
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where 

jj-iir*/^ x € T a n d O < t < l , 

and 

it cost - s i n t 

sin t cos t 

where T2 is identified with T x [0,1] modulo the equivalence relation (x, 0) ~ (x, 1), for all 

x e T . 

To prove this, first let us identify C(T2) with C(T,C(T)) via the map 

C(T2) -+ C(T, C(T)) 

f ^ f 

given by 

f(t)(x) = f(x,t), 

where t € T, which is identified with [0, l]/(0 ~ 1). Secondly, consider the split short exact 

sequence 

0 —* Co((0,l),C(T))-Uc(T,C(T))-=^C(T) —* 0, 

where evo is evaluation at 0 (or 1), and i is the canonical inclusion. Being split means that 

we have a split short exact sequence of the induced Ko-groups 

0 —>Ko (Co((0,1),C(T))) -i^K0 (C(T, C(T))) ( ^ * K 0 (C(T)) —> 0 

T * 1 II 

Ki (C(T)) = Z[f0] Z[l] 

where s1 : Ki (A) —•>• Ko (Co((0,1), A)) is the Bott periodicity isomorphism defined in 

Connes [3] (Appendix 1, Lemma 1), and fo(z) = z is the positive generator of Ki (C(T)). 

To show that [1] and [P] form a Z-basis for K0 (C(T,C(T))) we mu3t check that 

(evo)*[i] = [1] and i* o s 1 ^] = [P]. The former is obvious. To verify the latter, we use the 

definition of s1 (as given in Connes [3]) to obtain 

sx[fo] = [We0W*] - [e0] € K0 (C0((0,1),C(T))} , 

W(x,t) = Eifft/2 x 0 
0 1 
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where 

and 

eo(t) = 

W(t) = Eirt'2 

1 
0 

fo 
0 

0 
0 

0 
1 

E-»>t/2 

for all t 6 (0,1). Note that the elements [WeoW*], [eo] belong to K0 of the unitization of 

Co((0,1), C(T)), and their difference is in K0 (Co((0,1),C(T))). Applying i» we obtain 

Uos1[fo] = i»[We0W*]-i*[eo] 

= [WeoW*]-[e0] s 

where now 

eo(t) = 
1 0 
0 0 

and the ' 1 ' here is that of C(T). Now WeoW* is just P, the associated projection in 

M2 ® C(T,C(T)) to the Bott projection P G M2 ® C(T2) . Thus [P] - [1] and [1] form a 

Z-basis, the canonical basis for KQ (C(T,C(T))), as desired. Thus we have 

Next, one can show that 

K 0 (C(T 2 ) ) = Z[1]©Z([P]-[1]) 

Ki (C(T2)) = Z[u] 0 Z[v] 

where u, v G C(T2) are the unitaries given by u(x, y) = x, v(x, y) = y, which can be 

identified with u(x,t) = x, v(x,t) = e2*ib, for t G [0, l ] / (0 ~ l ) . On applying the Ki 

functor to the above split short exact sequence we get 

0 —>Kx (Go((0,1),C(T))) - ^ K i (C(T, 0(T))) ^ ' K x (0(T)) —> 0 

U° II 

K0 (0(T)) = Z[l] Z[f0] 

where s° : K0 (A) —> Kx (Co((0,1),A)) is the Bott isomorphism which is also defined in 

Gonnes [3]. 
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Now we must show that [u] and [v] form a Z-basis for Kx (C(T, C(T))). To do this it will 

suffice to show 

(a) (ew0)*[u] = [fo], 

(b) [v] = i*os°[l], 

since the sequence splits. The first equation is clear because evo(u)(x) = u(x, 0) = x = fo(x). 

So it remains to verify (b). Now 

s°[l] = [1 + (f0 - 1) ® 1] € K^CofCO, 1 ) , C ( T ) ) ~ ) , 

where 

1 + (fo - 1) ® 1 € GL1(Co((0,1),C(T)) ~ ) . 

So 

i, O 8°[1] = i,[l + (f0 - 1) ® 1] 

= [1 + (f0 - 1) ® 1] 

= [fo ® 1], 

where f 0 ® l 6 C(T, C(T)) is given by 

(f0 ® l)(t)(x) = e2** = v(x,t) = v(t)(x). 

Hence, 

Uos°[l] = [v]. 

We may summarize the above as follows. 

THEOREM 1.2.1. 

ftK0(C(T*))=Z[l]©Z([P]-[l]), 
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(ii) Kx (C(T2)) = Z[u] © Z[v]. 

jjl.3.Crossed Products and Traces. 

Let us recall the definition and construction of crossed products, for in this thesis we 

shall study certain crossed products of C(T2) by certain homeomorphisms. 

Let (A, a, G) be a C*-dynamical system. This means that A is a C*-algebra, G is a 

locally compact topological group (with left-invariant Haar measure //), and 

a : G ->• Aut(A) 

is a strongly continuous homomorphism of groups, i.e. for each a £ A the map G —» A : 

t (-> a t (a) is norm continuous . 

With this system one can associate a unique C*-algebra called the C*-crossed product of 

the system (A, a, G), denoted by A x 0 G , which has the universal property If sr : A —>• L(H) 

is a non-degenerate representation of A on a Hilbert space H, and if u : G —> U(H) is a 

strongly continuous unitary representation of G such that one has the covariance relation 

7r(at(a)) = ut7r(a)ut , a € A, t € G , 

then there exists a unique representation ir X u: AxaG —y L(H) such that 

(7 rxu) ( f )= [ n(f(t))utdn(t), 
JG 

for all f G LX(G,A). A pair (?r,u) satisfying the above covariance relation is called a 

covariant representation of the system (A, a, G). 

The construction of A X a G is as follows. 

One looks at the vector space LX(G, A) of all measurable functions f: G —> A such that 

| | f | | 1 = / | | f ( t ) | | ^ ( t ) < oo, 
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and defines the twisted convolution by 

( f * g ) ( t ) = /"f(B)a.(g(B- lt))d/l(B), 
JG 

and involution * by 

f(t) = sLyai(f(,->)-), 

for f, g € L1(G, A), where A : G —> R is the modular function of G. In our case, G = Z so 

that A(t) = 1 for all t 6 G. In this way L1(G, A) with its usual norm becomes a Banach 

*-algebra, and one defines A x a G to be its enveloping C*-algebra . Recall that if (B, || | | B ) 

is a Banach *-algebra, then its enveloping C*-algebra is the completion of B with respect 

to the G*-seminorm 

| |x| | . =sup | | j r (x) | | , 

where the supremum is taken over all ^representations T of B; since 7r : B —* L(H) is 

continuous , it follows that | |T(X) | | < | |X| |B (VXG B), hence 

| |x| | . < | | x | | B , V x e B . 

Equivalently, the enveloping C*-algebra of B can be defined by taking the norm-closure 

of the image of its universal representation ( JT U ,H U ) , which is the direct sum of all non-

degenerate *-representations of B. Since GC(G,A), the space of continuous functions 

G —»• A of compact support, is also a *-algebra with the above convolution and involution, 

the fact that it is dense in L J (G, A) (in the norm 11 111) means that it has the same enveloping 

C*-algebra as L1(G, A) (up to isomorphism). Thus one may take Ax aG to be the enveloping 

G*-algebra of CC(G,A} or of L^G.A) . 

PROPOSITION 1.3.1 (PEPERSEN [16] , 7 . 6 . 4 ) . If(ir,u,U) is a covarianfc representation 

of(A,a,G), then there exists a non-degenerate ^representation n X u of A x a G (acting 

on H.) such that 

Orxu)(f)= / » ( f C t ) ) u t ^ ( t ) , 
JG 
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for every f G LX(G, A). Moreover, t i e correspondence (TT,U,H) i-+ (TT X u,H) fs a bijection 

onto the set of all non-degenerate ^representations of A X a G. 

PROPOSITION 1.3.2 (SPECIALIZED CASJS OF [16], 7 . 6 . 6 ) . For eaci C*-dynamical 

system (A, a, Z) wiere A is unital, there exists a covariant representation (JT°, U° , H°) suci 

ftnafc: 

(i) A X« Z = C*(?r0(A), u°(Z)); that is, the C*-algebra generated by ?r0(a) and u° , for a G A 

and n € Z. 

(i'ij Given any covariant representation (w, u, H) of (A, a, Z), t iere exists a unique ^repre­

sentation 

p:AxaZ^L(R) 

such that 

7r = p o 7r° and u = p o u° . 

In our specialized case G = Z, A can be naturally embedded in /X(Z,A) C A Xa Z by 

mapping a € A to the element n »->• £o,na, where 5m>n is the kronecker tf-function. 

Let us now turn to traces on crossed products. 

A tracial state (or normalized trace) on a C "-algebra A is a linear function r : A —• C 

which is positive in the sense that r(a*a) > 0 (Va G A), such that r ( l ) = 1 and rfxy) = 

r(yx), for all x, y G A. One calls r a faithful trace if r(a*a) = 0 implies a = 0, a € A. In 

fact, one can show that {a G A | r(a*a) = 0} is a two-sided ideal in A. 

Given a C*-dynamical system (A,a ,Z) , a trace r on A is said to be a-invariant if 

r (a n (a)) = r(a), for all a G A and n G Z. Such a trace induces a trace f on the asso­

ciated crossed product A X a Z such that 

r(f) = r(f(0)), 

for f G /1(Z, A). To show this we first construct what is called a conditional expectation. 



27 
PROPOSITION 1.3.3 (ZELLER-MEIEIt [27]; ITOH [10] , THEOREM 4 . 1 ) . 

Given the C*-dynamical system (A,a ,Z) , there exists a unique continuous linear map 

E : A x a Z - > A 

such that 

E(f) = f(0), V f e f ^ A ) . 

PROOF. Clearly it suffices to show that the linear map E : /1(Z, A) —> A given by E(f) = 

f(0) is continuous with respect to the C*-norm || ||* on /X(Z, A) which yields the enveloping 

C "-algebra . 

Fix any state p on A, Apply the GNS construction to obtain a cyclic *-representation 

7T : A —> L(H) with cyclic unit vector f such that 

p (a )=<ar (a ) f , £> , a<=A. 

(cf. [16], 3.3.3). One then induces a ^representation R p of /X(Z, A) on the Hilbert space 

72(Z,H) and cyclic unit vector rj = 8o$ G /2(Z,H), where #o(n) = ^o,n, such that 

<p({(0)) =<R9>(f)r,,r,> 7 for f S / ^ A ) , 

(cf. [16], 7.7.1). Thus we have 

<p((Ef)*(Ef)) = ^(f(0)*f(0)) < ^((f*f)(0)) 

=<Rv(f*f)r,,ri> 

= IIMM2 

< IIMOII8 

< 11*11!. 
Since this is true for all states <p of A and f € /X(Z, A), it follows that 

||(Ef)*(Ef)|| < | |f | |», 
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or 

| |E f | |< | | f | | . , forf€/l(Z,A) 

(cf. [24], Theorem 4.3b). Hence E is continuous and therefore extends uniquely to the 

crossed product A x a Z , 

• 
Given a trace r on the C*-algebra A which is a-invariant, its induced trace f on A Xa Z 

is defined by f = r o E, with E as in the previous proposition, so that 

?(f) = r(f(0)), f o r f e / ^ A ) . 

Since r is a-invariant it follows that f is tracial, i.e. f(f * g) = f(g * f) for all f,g e lx(Z, A). 

We wish to end this section with a lemma about when there is a one-to-one correspon­

dence between traces on C(X) and traces on C(X) x a Z. This we shall need in chapter 

5. 

LEMMA 1.3.4 ([ 11 ] , PROPOSITION 1.12). Let <p be a bomeomorphism on a compact 

metric space X, such that f o <p = Af for some f e C(X), a unitary, and A e T irrational. 

Let T be any tracial state on C(X) x a Z, where a is the induced automorphism on G(X) 

given by a(g) = g o <p~x. Then 

r(gWn) = 0 

for all g e C(X) and n ^ 0, where W € /X(Z, C(X)) is the unitary W(k) = SK11, k e Z. 

PROOF. Note that a(g) = WgW% g E C(X). Hence, WnfW~n = an(f) = A"nf, so that 

r ( g W n ) = r ( g W n f W - n W n r 1 ) 

= A- n 7- ( r 1
g fw n ) 

= A~nr(gWn) 
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and since A is irrational, A_n ^ 1 for n # 0, therefore r(gWn) = 0. 

D 

Thus, 

r Hr gnW
n j = r(g0), for gn € C(X) . 

Hence it is clear that there is a one-to-one correspondence between traces on C(X) xa Z 

and a-invariant traces on C(X), i.e. ^-invariant probability measures on X. 

fjl.4. The Pimsner Voicuilescu Sequence. 

The first and most remarkable result in the K-theory of crossed product C "-algebras is 

due to Pimsner and Voiculescu. It states that the K-groups of a crossed product A x a Z 

fit together into a cyclic six-term exact sequence involving the K-groups of A, which are 

presumed to be known, and certain maps between them. 

THEOREM 1.4.1 ([18], THEOREM 2.4) . Let {*, a,Z) be aC*-dynamicalsystem. Iden­

tify a with the automorphism a±. Then the following sequence is exact: 

K0(A) °"-±>d* K0(A) 
h / \ i. 

K i ( A x a Z ) K 0 ( A x a Z ) 
i* \ / h 

Kl(A) a*^-d* M A ) 

Here i : A —* A x a Z is the natural inclusion map and So, Sx are the connecting homo-

morphisms. 

Using his analogue of the Thom isomorphism for crossed products of C*-algebras by 

actions of R, Connes was able to deduce the above exact sequence as a corollary (Connes 
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[3], pp.48-49). The Thom isomorphism is the isomorphism Kj (A) £* K,+ i (A x a R) which 

generalizes the Bott periodicity theorem Kj (A) = K ^ i (A® C0(R)). 

The above sequence was later generalized to reduced crossed products of A by F n , the 

free non-abelian group on n > 1 generators ([19], Theorem 3.5). 

Example . Let A$ be the irrational rotation C "-algebra , which can be viewed as the 

crossed product of C(T) by the irrational rotation of T through the angle 2x0. Applying 

the above theorem one obtains its K-groups, 

K 0 ( A * ) ~ Z © Z , K ^ A ^ S Z e Z . 

As pointed out in the Appendix of [18], one can show that the Rieffel projection eg of 

trace 9 does in fact map to a generator of Ki (C(T)) = Z by S0. This shows that, more 

specifically, 

K„(A,) = Z[1] + Z[e,] 

so that the tracial range can be computed to be T-*KO (A#) = Z + 0Z. Note that these 

computations still work even if 0 < 9 < 1 was assumed to be rational. 

The next result says that the Pimsner-Voiculescu sequence (henceforth tl breviated as 

TV-sequence") is functorial with respect to covariant maps between C*-dynainical systems 

(A,a ,Z) . 

PROPOSITION 1.4.2 ( [11] , 2 , 8 ) . Let (A,a,Z) and (B,j3,Z) be C*-dynamicalsystems 

and p : A —> B be an equivariant homomorphism. Then the following diagram of PV-

sequences is commutative: 
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Ko(A) 

K i ( A x a Z ) A K x ( B x ^ Z ) 

Ki(A) 

u * — i u t 

K0(B) ^ * 

K l ( B ) "*<̂ -d* 

a.—id. 
< 

> 

K0(B) 

v/5o 

Ki(B) 

Ko(A) 

\ , » » 

Ko(Bx^Z) ^ K 0 ( A x a Z ) 

/6a 

Kx(A) 

where / 5 : A x a Z — ^ B x ^ Z i s the induced map on the associated crossed products. 

In the next chapter we shall use the PV-sequence to compute the K-groups of the crossed 

products C(T2) x a Z , where a is an arbitrary automorphism of C(T2). This was partly done 

by Ji [11], was indicated by C.C. Moore to Packer [14] (p.48) by using the Chern character 

isomorphism ch : K* (C(Tn)) —• H*(Tn), and completely done by Igal Megory-Cohen [13] 

(Chapter 3), but done by us independently using a different and shorter method. 



C H A P T E R 2 

K-Theory of C(T2) x Z 

Throughout this chapter let us fix a notation: We shall let tp denote a homeomorphism of 

T 3 and let a denote its associated automorphism on C(T2) defined by a(f) = f o<p~x , f e 

C(T2) . 

Every homeomorphism <p of T2 is homotopic to an automorphism of T 2 as a topological 

group. In fact, in the notation of §1.1, <p is homotopic to its degree matrix D(<p) which 

acts on T 2 quite naturally: 

IfD(p) = m n 

P q 
£ GL(2,Z), then 

D(*>)(x,y) = ( x m y n , x p y q ) . 

The fact that <p is homotopic to D(^>) follows from Lemma 1.1.2: If we write <p = (<pi, (pi), 

where cpi : T 2 —* T, the lemma says that we can homotope ipx to (x, y) H+ xmy n , and <p2 to 

(x, y) (->• xpyq , so that cp can be homotoped to D(^>). This means that the automorphism 

a on C(T2) is horn atopic to that associated with the group automorphism D(^J ) . If a p 

denotes the automorphism on C(T2) associated with <p , then ap is homotopic to a p ^ 

through a path of *-homomorphisms, and hence, by the homotopy invariance of K-theory, 

we have (a^)* = (<*D (*»))* °n K,(C(T2)) . From the PV-sequence we then see that 

Ki (C(T2) xav Z) s Ki (C(T8) xaoM Z) , 

for i = 0,1. For instance, on the Ko part one has 

0 _ > Ko (C(T2)) ^ K Q ( X a z j . ^ k e r ( a # _ ^ __> Q 

Im(a* - id*} ' 

32 
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which splits because Im(£o)j being a subgroup of Kx (C(T2)) Si Z2, is torsion-free. Since 

the groups on the left and right depend only upon the homotopy class of a , the middle 

group Ko (C(T2) xa Z) only depends upon the homotopy class of a . 

This shows that to calculate the K-groups of C(T2) xaZ one can assume that (p is an 

automorphism of T 2 , i.e. <p = D(^) . This we shall assume for the remainder of this section. 

First let us take care of the action of a* on Ki . 

LEMMA 2 . 1 . T ie matrix of a, : Kx (C(T2)) - • Ki (C(T2)) relative to the basis {[u], [v]} 

is the transpose of H^tp"1): 

a. = D(<p-if, 

where u(x, y) = x and v(x, y) = y. 

PROOF. Write D ( ^ - 1 ) = 

so that 

hence 

m n 
LP q 

Then the action of a is 

a(u) = u o tp~x = um v" , 

a(v) = v o <p~x = u pv q , 

a»[u] = m[u] + n[v], 

a.[v] = p[u] + q[v], 

a* = 
m p 
n q 

= D ( ^ - X ) T 

• 
Next we need to know the action of o;# on Ko (C(T2)) . Before we do this let us recall 

the fact that the group GL(2,Z) is generated by the two matrices 

A = 
0 1 
1 0 

and B = 
1 1 
0 1 



(see Kurosh [12], Appendix B). Thus every D € GL(2,Z) can be written as 
34 

D = A n i B m i - - - A n k B mic 

for some integers nj, mi, i = 1 , . . . , k, k > 1. 

LEMMA 2 .2 . On K0 (C(T2)) with basis {[1], [P] - [1]} one has 

( « A ) * = 
1 0 
0 - 1 h)* = 1 o 

0 1 

Using this lemma we can prove the following. 

LEMMA 2 . 3 . For any D € GL(2,Z) one has on K0 (C(T2)) (relative to the basis in 

previous lemma), 

1 0 
0 - 1 

1 0 
0 1 

if detD = - l , 

if detD = l , 

(0 («D). = 

(ii) ( O D ) . = 

PROOF OF 2 . 3 . We may write D as 

D = A n i B m i • • • A n k B m k . 

On taking determinants we obtain detD = (-l)ni+""+n><. Therefore, 

(<*D)* = (aAniBmi— AnkBmk)« 

= (oA.ni)*(a:Bmi)* ••,("Ank)*(o:Bmk)* 

= (aA)^(aB)r i---(«A)^(«B)r 
n i H l-njt 

(by Lemma 2.2) 1 0 
0 - 1 



If det D = — 1, then nx + h n^ is odd and so (i) follows. If det D = 1, then ni + 

is even and so (ii) follows. 
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Now let us proceed to prove Lemma 2.2. 

PROOF OF 2 .2 . Let us first prove that (aA)« 
1 0 
0 - 1 

Let P denote the Bott projection as defined in §1.2. By lifting to the square [0,1] x [0,1] 

we have a A (P)(s , t ) = PCA-^s . t ) ) = P(t ,s) = W(t,s) 

and consider the unitary 

1 0 
0 0 

W(t ,s)* . Let a(s) = e _2jris 

U(s,t) = W(t,s) 
0 a(st) 

a(st) 0 
W(s, t)*. 

Using the definitions one easily verifies that U(s, 0) = U(s, 1) and U(0, t) = U( l , t ) , for all 

s, t G [0,1]. Hence U defines a unitary in M2 ® C(T2). It remains to check that 

where I2 = 
1 0 
0 1 

a A (P ) = U ( I 2 - P ) U * , 

. This may be seen as follows. We can rewrite the definition of U as 

W(s,t)*U(s,t)*W(t,s) = 
0 a(st) 

a(st) 0 

Since this intertwines 
1 0 
0 0 

and 
0 0 
0 1 

, we have 

W(s,t)*U(s,t)*W(t,s) 

which can be arranged to yield 

1 0 
0 0 

0 0 
0 1 

W(s,t)*U(s,t)*W(t,s), 

a A (P)(s , t ) = W(t,s) 
1 0 
0 0 

W(t,s)* = U(s,t)W(s,t) 
0 0 
0 1 

W(s,t)*U(s,t) ' 

= U(s,t)jI2-W(s,t) 

= U(s , t ) ( I 2 -P ( s , t ) )U( S , t ) \ 

1 0 
0 0 

W M H U M ) * 



and so 

which implies that 

Therefore, 

a A (P) = U ( I 2 - P ) U * 

K ) * ( [ P ] - [ I ] ) = -([P] -W). 

(<*A)* = 
1 0 
0 - 1 

Now let us consider the proof of (CUB)*
 = 

It suffices to show (OJB-O* 

1 0 
0 1 

, where B = \ Q \ , i.e. B(x,y) 

10 
0 1 

In this case we have 

aB-, (P)(x, t) = P(B(x, t)) = PCxe2- ' , t) 

W(xe2 , r t t , t) 
1 0 
0 0 

2jT*t x%* W(xe2 , r*\t) 

Define the unitary U by 

U(x,t) = W(xe8***,t)W(x,t)* 

Since, clearly U(x,0) = U(x, l ) , U defines a unitary in M2 <g> C(T2). Thus, 

a B - i (P ) (x , t ) = U(x,t)W(x,t) 

= U(x , t )P(x , t )U(x , t ) \ 

1 0 
0 0 

W(x,t)*U(x,t)* 

and so 

and 

Therefore, 

a B - i ( P ) = UPU*. 

(aB-x),[P] = [P], 

( a B - i ) » = 
1 0 
0 1 
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• 
Now we are ready to compute the K-groups. But first let us observe the elementary fact 

that the kernel of a 2 x 2 integral matrix m n 
p q 

, acting on Z © Z, is either zero (when 

mq — np 7̂  0), or is equal to Z © Z (when m = n = p = q = 0), or is isomorphic to Z 

(when mq — np = 0 but not all of its entries are zero). In the latter case the kernel is singly 

generated. 

THEOREM 2 .4 . ( [13] , CHAPTER 3 ) . Let cp be a homeomorphism of T 2 and a its 

associated automorphism on C(T2) . 

(1) If detD(p) = 1, then 

K0 (C(T2) xa Z) Si « 

' Z 4 i fD(p) = I 2 , 

Z3 if det (D(v?) - I2) = 0 but T>(tp) # I2 , 

, Z2 if d e t ( D ( y ? ) - I 2 ) ^ 0 . 

(2) If det D((p) = - 1 , then 

K0 (C(T2) Xa Z) £* « 
' Z2 © Z2 if det (D(<p) - I2) = 0 , 

Z © Z 2 i f d e t ( D ( v 3 ) - I 2 ) ^ 0 . 

PROOF. From the PV-sequence we obtain the short exact sequence 

Z2 

Im(a* — id*) 
K0 (C(T2) xa Z) -^+ker(a* - id*) — • 0, 

where the a* — id* on the left is on K0 (C(T2)) — Z2 and is identified via Lemma 2.3, and 

the a* — id* on the right is on Ki (C(T2)) = Z2 so that ker(a* — id*) is isomorphic to Z2 , 

Z, or is zero. Since the latter are free, the sequence splits and the result follows. 

• 
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THEOREM 2 . 5 . ( [13 ] , CHAPTER 3 ) . Let <p be a homeomorphism of T 2 and a its 

associated automorphism on C(T 2 ) . Write D(y>-1) 

group 

zez 

m n 
p qj 

and denote by J t i e quotient 

Z(m - 1, n) + Z(p, q - 1) Im ( D ^ " 1 ) 1 - I2) ' 

Then 
' Z 2 © J if detD(p) = l , 

Ki (G(T2) xa Z) ~ I 
(z®3 if d e t D ( p ) ~ - l . 

PROOF. From the PV-sequence we obtain the short exact sequence 

° - * ImK ~ id.) " K l ( C ( T 2 ) Xa Z) Ji*k8r(flU ~ *•> -* ° ' 

where the a* - id* on the left is on Ki (C(T2)) = Z2 and is identified via Lemma 2.1 so 

that the resulting quotient group on the left is just J, and the a* — id* on the right is on 

Ko (C(T2)) = Z2 which is identified via Lemma 2.3 so that ker(o;* — id*) is isomorphic to 

Z2 if detD((p) = 1, and isomorphic to Z if detD(p) = — 1. As the sequence splits the result 

follows. 

D 

R e m a r k . The above Theorem 2.4 and 2.5 have been proved by Igal Megory-Cohen in his 

Ph.D. thesis [13] using a different and somewhat longer method. However, we wish to point 

out that in our Theorem 2.5 he has Z3 © J instead of our Z © J (see Proposition 2.3.2 (ii), 

Chapter 3, of his thesis). 

From the PV-sequence and the proof of Theorem 2.4 we immediately obtain the following 

result about the generators of the Ko-group. 

COROLLARY 2 . 6 . Let <p be a homeomorphism of T 2 such that det(D(^>) - I2) = 0, and 

a its associated automorphism, 

(i) If &etD((p) = 1 and D(<p) j , \2j then K0 (C(T2) x a Z) S Z s is generated by [1], [P] - [1], 

and x, where x is such that SQ{X) is a generator of ker(a* — id*) in Kj (C(T2)) . 



(ii) If detDfc) = - 1 , then K0 (C(T2) Xa Z J 5 Z S $ Z2 is generated by [1], [P] - [1] (which 

has order 2), and x, where x is as in ("i). 



C H A P T E R 3 

T w o Lemmas on Conjugacy 

Classes in GL(2, Z) 

In this chapter we shall classify the conjugacy classes of certain integral matrices in 

GL(2, Z) , which arise as the degree matrices, D(^>) , of certain transformations <p of 

T 2 (as a topological group), the "quasi-rotations", defined in the next chapter. It will 

turn out that these are the matrices A which have 1 as an eigenvalue, i.e., for which 

det (A — I2) = 0. To each such integral matrix A we shall show that its conjugacy class in 

GL(2, Z) is determined by det A = ± 1 (its "orientation") and by a certain integer which 

we shall denote by m(A) (cf. Lemmas 3.1.1 and 3.2.1). We do not know if m(A) has 

a geometrical interpretation. The proofs of Lemmas 3.1.1 and 3.1.2 are not difficult and 

could be known, but we are not aware of their presence in the literature. 

Recall that two elements A and B of the group GL(2,Z) are conjugate if there exists 

S G GL(2,Z) such that SAS" 1 = B, which we shall denote by A ~ B. 

As a consequence of the results of this chapter and the previous one we shall see that 

for suitable transformations <p , ^ of T 2 , C(T2) X a p Z S* C(T2) xa+ Z implies T>(<p) ~ 

D(^>); cf. Proposition 3.2.4 below. If, in addition, such transformations are affine, it will 

follow from the next chapter that <p and ip are topologically conjugate (i.e. there is a 

homeomorphism h of T 2 such that h o <p = tp o h) . As the next example illustrates, this is 

not always true, even for automorphisms of the group T 2 . 

E x a m p l e . Consider <p : T 2 —> T 3 , £>(x,y) = (xy,x), so that 

D(p) = 
1 1 
1 0 

a n d D ( p - 1 ) = D ( ^ ) ~ 1 = 
0 1 
1 - 1 

40 
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We know that C(T2) xa Z S G(T2) x a - i Z, where a is the automorphism on C(T2) 

associated with <p , but yet <p and (p~x are not topologically conjugate since D(p) and 

D($o-1) have different traces: If for some homeomorphism h of T 2 one has ho£?oh_1 = p^1, 

then D(h)D(p)D(h) _ 1 = D(p-*) , where D(h) e GL(2,Z), meaning that D(y?) and 

D(^>-1) are conjugate in GL(2,Z) , a contradiction. 

Now let us proceed with the classification. 

§3.1. C o n m g a c v Classes w h e n det f A) = 1. 

LEMMA 3 . 1 . 1 . left A = 
a b 
c d 

€ GL(2, *) be such that det (A) = 1 and det ( A - I 2 ) = 0. 

Let e = gcd(a - 1, b), when b ^ 0, and define m(A) by 

( e2 

— i f b # 0 , 
m (A) = < PI 

|c| i fb = 0 . 

Then 

Hence, 

1 0 
m(A) 1 

A ~ B & m( A) = m(B) , 

for all matrices A, B satisfying the above hypotheses. 

PROOF. From (a — l)(d - 1) - be = 0 and ad - be = 1 one obtains a + d = 2 and 

- ( a - l ) 2 = be. If b = 0, the lemma is clear. Suppose that b ^ 0. Since e = gcd(a - l ,b ) , 

there exist integers s, t such that 

(^KG)-. 
so that 

S = 
s t 

6 GL(2,Z). 
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SA: 

that SA = 

(̂ ) *1 
s t 

" 1 0 
S: 

a b 
c 2 - a 

(*=!)a+*L ( S = i ) b + | ( 2 - a ) 
sa + tc sb -f1(2 - a) 

and 

1 0 

n£ 1 

i - l b 
e e 
S t 

a - 1 
e 

b 
e 

=£(*?)+* t-e 
These can be seen to be equal using the relations —(a — l ) 2 = be and (a — l ) t — bs = e. 

Thus, 

S A S - 1 = 1 0 
±m(A) 1 

1 0 
m(A) 1 

D 

COROLLARY 3 . 1 . 2 . Let cp be a homeomorphism of T 2 with det(D(<p)) = 1 and 

det(D(cp) — I2) = 0. Then <p is topologically conjugate to a homeomoTphism V' with 

D(t/>) = 
1 0 

m(<p) 1 

wiere m(<p) — m(D(^?)). 

PROOF. Since D{<p) satisfies the hypotheses of the lemma, we have 

SD(p )S _ 1 = 

for some S € GL(2,Z). We can choose an automorphism <x of T 2 with D(<r) = S. For 

1 0 
m(<p) 1 

example, if S = m n 

P q 

conjugate of ip , we obtain 

let <r(x, y) = (xmyn , x py q) . Letting if; = a o tp o er - 1 , a topological 

D(r/-) = D(a )D(^ )D(a ) - 1 = 
1 0 

m(<p) 1 
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COROLLARY 3 . 1 . 3 . Let <p be ahomeomorphismof T 2 with det (y?) = 1 and det (D(y>)-

I2) = 0. Tiien 

K i ( C ( T 3 ) x ^ Z ) s Z » © Z i a M . 

PROOF. Since by the preceding corollary rp is topologically conjugate to <p , we can use 

Theorem 2.5 to obtain 

Ki (C(T2) x a „ Z) £* K t (C(T2) x a , Z) 

z©z 
S Z ; © U(o,< 0) + Z(mfo>),0) 

Z © Zm(V9). 

D 

Consequently, if <p and xp are homeomorphisms of T2 satisfying the hypotheses of 

the above corollary, and if C(T2) X t tp Z and C(T2) xa^ Z are isomorphic, strongly Morita 

equivalent, or more generally, have isomorphic Ki-groups, then m(^>) = m(^>) so that 

D(p) ~ D(V>) by Lemma 3.1.1. 

101 -125 
80 - 9 9 

E x a m p l e . Let <p be such that D(^?) = 

so m[tp) = jq- = * § £ = 5. Hence, 

Ki (C(T2) x a „ Z) S Z3 © Z5 . 

. Then e = gcd(100,125) = 25 and 

§3.2. Conjugacy Classes w h e n det (A) = — 1. 
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LEMMA 3 . 2 . 1 . Let A e GL(2,Z) be such that det (A) = - 1 and det ( A - I2) = 0, so 

that A has the form 
r k x " 

y -k_ 

where k2 + xy = 1. Let e = gcd(k — l ,x) , when x ^ 0, and consider the integer-valued 

function 

}gcd(e,!&±il) i f^O, 
m (A) =< \ x / 

k gcd(2,y) i f x = 0 . 

Tien m(A) G {1,2}, and 

(i) m(A) = 1 -»• 

(ijj m(A) = 2 <& A 

Consequently, ibr such matrices A and B one has 

A ~ 

r*/ 

p 

1 

0 

0 1 

1 0 
» a 

0 

- 1 

A ~ B -o- m(A) = m(B). 

(Hence there are only two conjugacy classes in this case.) 

PROOF. Since —^- and - are relatively prime integers and xy = (l — k)(l + k) or ( | )y = 

(~^)(l + k), it follows that | divides k + 1; hence e'k+*J is an integer (when x # 0), so 

that m(A) makes sense. 

To see that m(A) € {1,2}, note that m(A) | e | (k - 1) and m(A) | ^ j | (k + 1). Hence 

m(A) | (k + 1) - (k - 1) or m(A) | 2, as desired. 

Now assume that m(A) = 1 and suppose that k ^ {±1}, so that x ^ 0. We shall seek 

an integral matrix S = 
a b 
c d 

such that 

a b k x 
c d y — k 

0 1 
1 0 

a b 
c d 

and ad — be = 1. This implies that 

ka + yb = c, xa - kb = d, kc + yd = a, xc - kd = b . 
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and one easily checks that the last two of these equations follow from the first two. Sub­

stituting the first two equations into ad — be = 1 we get 

a(xa - kb) - b(ka + yb) = 1, 

or 

xa2 - 2kab - yb2 = 1, 

which may be factored as 

H^M e a + -. - b 
k — 1 

= 1, 

where ^^L. = — ?\ +1? i s a n integer (since k ^ 1). Therefore, the existence of S is guaranteed 

provided the equations 

(*) H )̂"-1- -to)*-1 

have integer solutions a, b. 

Multiplying the first of these by e and the second by f we obtain 

xa - (k - l)b = e, xa - (k + l )b = - , 
e 

from which follows 2b = e — £. Similarly, if we multiply equations (*) by k + 1 and k — 1, 

respectively, we obtain 

2a=!£±H 
x - ( ^ ) -

To show that b exists we must show that e and ~ have the same parity, i.e., either both 

are even or both are odd. This can be shown as follows. 

Assume that | is odd and e is even. Then x is even and k — 1 is even (since 21 e | (k — 1)). 

So k + 1 is even. But then 21 ^4 j since — is odd; hence, 2 | m(A) = 1, a contradiction. Now 

assume that | is even and e is odd. Then since ^™ and ~ are relatively prime, it follows 

that ~ i is odd, so k — 1 and hence also k + 1 is odd. But 21 ~ | (k + 1), so that k + 1 is 

even, a contradiction. 
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To show that a exists one shows that ~4~ and ^ ^ have the same parity. If —^ is 

even, then £ is odd. Since k — 1 is even, k + 1 is even and so ~ i« is even since *• is odd. 

Conversely, if ^ A is even, then since 1 = m(A) = gcd(e, 7^v) i e must be odd. Now as 

k + 1 is even, so is k — 1, and so ^~ is even because e is odd. 

Now we assume that m(A) = 2 and k ^ {±1}> so that x ^ 0. Then e and ^-^—i- are 

even so that the integral matrix 

S = 
e(k+l) e 

2x 2 
k - 1 x 

e e . 

clearly has determinant 1. Using the relation xy = (1 — k)(l -fk) one can easily check that 

SA = 
1 0 
0 - 1 

Now let us take care of the case k = ± 1 . Then xy = 0. In this case, A can be any of the 

following four matrices 

1 
0 

X 

- 1 > 
1 
X 

0 
- 1 > 

- 1 X 

0 1 ' 
- 1 0 
x 1 

For all of these matrices, m(A) = gcd(x, 2). Further, for fixed x, all these matrices are 

conjugate. Clearly, the first and fourth matrices, as well as the second and third, are 

conjugate via 

The relations 

0 1 
1 0 

Thus it suffices to show that the first two matrices are conjugate. 

a b 
c d 

1 0 
x - 1 

= 
1 X 

0 - 1 

"a b ' 
c d and ad — be = 1, 

are equivalent to the relations 

-2b = xd, and ad — b2 = 1, 

3mce b = c. Suppose that x is even, say x = 2z for some integer z. Then b = — zd, and 

upon substituting this into the second equation we get ad — z2d2 = 1, or d(a — z2d) = 1. 

Now put d = l , a = l + z 2 , c = b = - z . 
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Now suppose that x is odd. Put d = —2 so that b = x, and so —2a — x2 = 1, from which 

it follows that a exists since x2 is odd. 

It is easy to check that 

1 
0 

X 

- 1 
~ -

r 

•. 

J 

0 1 
1 0 

0 
0 - 1 

if x is odd (i.e. m(A) = 1) , 

if x is even (i.e. m(A) = 2) . 

This completes the proof of the lemma. 

• 
The matrices satisfying the hypotheses of Lemma 3.2.1 are the "orientation reversing" 

(i.e. det (A) =•• —1) square roots of the identity matrix. Using this lemma we can show that 

there is a quick way to find the conjugacy class of A when its entries have known parity. 

COROLLARY 3 . 2 . 2 . Let A be as in the hypotheses of Lemma 3.2.1. 

(1) k is even =>• m(A) = 1. 

(2) Suppose k is odd. Then 

(i) x or y is odd =>• m(A) = 1. 

(ii) x and y are even =!>• m(A) = 2. 

PROOF. If m(A) ^ 1, then m(A) = 2 so that 2 j e | (k - l ) and hence k is odd. This proves 

(1). We now prove (2). 

(i) Without loss of generality suppose x is odd. Since m(A) | e | x, it follows that m(A) = 1. 

(ii) Suppose that x and y are even. Then k is odd. Since x and (k — 1) are even, it follows 

that e is even. We assert that -ft*1? is even, so that m(A) = 2. To see this, write 

„(izi)(4±a), y = 

where we may assume x ^ 0. If ~ is even, then ^ - ^ is odd (being relatively prime to 

| ) , so y is even implies that """f"1^ is even. Now if | is odd, then k + 1 being even it 
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• 

COROLLARY 3 . 2 . 3 . Let <p be a homeomorphism of T2 such that det(D(j?)) = - 1 

and det (D(<p) - I2) = 0. Then 

K 1 ( C ( T 3 ) x a „ Z ) s Z 2 © Z m ( r t > 

where m(<p) = m(D (£>)). 

PROOF. Arguing as in the proof of Corollary 3.1.2, (p is topologically conjugate to a 

homeomorphism tp of T 2 such that 

n i 
if m(<p) = 1, 

D(V0 

<• 

< 

< 

0 1 
1 0 

t_ «J 

1 0 

o - : t 
if m(<p) = 2 . 

On applying Theorem 2.5 to iff we obtain 

Ki (C(T2) x« p Z) s Kx (C(T2) x a , Z) 

'z®(z(-i,j?l(i,-i)) *«(*>) = L 

g < Z®(z(o,o)?Z
2(°,-2)) » n i ( p ) = 2 I 

^ z2 e z m ( p ) . 

• 
Combining the results of this section together with those of the previous section we arrive 

at the following result. 

PROPOSITION 3 .2 .4 . Let <pi and <p2 be homeomorphisms of T 2 such that det (D(^>i) — 

I2) = o, i = 1, 2. If C(T2) xapi Z and C(T2) x a „ 2 Z have isomorphic Ki-groups (i = 0, 1), 

then det (D(£>i)) = det(D(j?2)) and rn(£>i) = m(<p2), so that D(^>i) ~ D(^?2)-
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PROOF. Since they have isomorphic Ko-groups, Theorem 2.4 implies that det (D(y»i)) = 

det (D(^?2))- Since they have isomorphic Ki-groups, we may combine Corollaries 3.1.3 and 

3.2.3 to get m(£>i) = m(<pz). By Lemmas 3.1.1 and 3.2.1 we have D(<pi) ~ D(<pi). 

• 
We may now summarize the contents of Lemmas 3.1.1 and 3.2.1 as follows: 

COROLLARY 3 . 2 . 5 . Let A, B € GL(2, Z) be such that det (A - I2) = det (B - I2) = 0. 

Then A ~ B if and only if 

(i) det(A) = det(B), 

(ii) m(A) - m(B). 

R e m a r k . The quantity det(D(v?) — I2) turns out to be the so-called Lefschetz number 

of <p , w h i ^ 1 defined in algebraic topology as the alternating sum of the traces of the 

induced maps of cp on the cohomology groups of the underlying space (in our case, T 2 

). The Lefschetz fixed point theorem states that if <p is a diflfeomorphism on a smooth 

manifold which has no fixed points, then its Lefschetz number (our det (T>(<p) —12)) is zero. 

For T2 , the alternating sum for the Lefschetz number is 

det (D($?) - I2) = 1 - tr D(<p) + det (D(^) ) . 

See Bott and Tu [1], Theorem 11.25. 



CHAPTER 4 

Classification of Affine 

Quasi-Rotation C*~algebras 

Our ultimate purpose in this chapter is to classify (up to isomorphism) the crossed 

products C(T2) X„p Z for certain homeomorphisms <p of T 2 , namely, the irrational aiBBne 

quasi-rotations (defined below). Every such affine quasi-rotation is associated with a pair 

(a, A) where a € T2 and A € GL(2, Z) has eigenvalue 1, i.e., det(A — I2) = 0 (for a 

more precise statement see Lemma 4.3.1). The associated crossed product, which we shall 

denote by B(a, A), is completely determined up to isomorphism, as we shall show, by its 

"rotation angle" XA(a) 6 T, its orientation detA (= ±1) , and the positive integer 

m(A) defined in the preceding chapter (Theorem 4.3.2). That is, the isomorphism class 

of B(a,A) is determined by the triple (XA(a),det (A),m(A)). (Replacing XA(a) by its 

complex conjugate does not change the isomorphism class.) This is shown to be true also 

for the rational affine quasi-rotations for which det (A) = — 1 in §4.4; the case det (A) = 1 

is left open. 

We also show, as did Rieffel [23] for the irrational rotation C "-algebras, that Mn <8> 

B(a, A) S Mn< ® B(a', A') if, and only if, n = n' and their associated triples are equal (up 

to complex conjugacy of XA(a)). 

But before we embark on this we shall introduce some notations and compute the range 

of the trace for crossed products of C(T2) by general quasi-rotations of T 2 . 

§4.1. Quasi-Rotations of T 2 . 

Definit ion. A homeomorphism <p of T2 is said to be a quasi-rotation if 

50 
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(1) D(#>)#I 2 , 

(2) cp has a non-singular eigenvalue A ^ 1. That is, there exists an invertible f G C(T2) 

and A 7̂  1 such that f o <p = Af. 

Crossed products of C(Tn) by affine rotations of T n , i.e. D(<p) = I n , have been classified 

by Riedel [22] (Cor. 3.7) as we noted in the introduction. The affine transformations we are 

interested in (§4.3) will have eigenvalues A ^ 1 which will automatically be non-singular, 

so that they are quasi-rotations. 

LEMMA 4 . 1 . 1 . Let <p be a quasf-rotation with non-singular eigenvalue A ^ 1 so that 

f o <p = Af, where f G C(T2) is invertibie. Then 

( i ) D ( f ) # [ 0 0], 

(ii) d e t ( D ( y > ) - I 2 ) = 0 . 

PROOF. 

(i) Without loss of generality we may assume f is unitary. This is because talcing the 

supremum of the absolute value on both sides of f o<p = Af yields |A| = 1 and hence |f| o<p = 

|f|, so that f/|f| is also an eigenfunction with eigenvalue A. Assume that D(f) = [0 0] so 

that by Lemma 1.1.2 one has 

f(x,y) = e2,riP<x 'y>, 

for some continuous real-valued function F on T 2 . The relation f o tp = Af then becomes 

e2*i(F(vj(x,y))-F(x,y)) _ ^ 

Thus 

P ( p ( x , y ) ) - P ( x , y ) = c , (Vx,y G T ) , 

where c is a real constant. By induction this becomes 

F ( p W ( x , y ) ) - F(x,y) = kc, (Vx,y G T ) , 
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for every positive integer k. But since the left hand side is bounded, it follows that c = 0 

and so A = e° = 1, a contradiction. Therefore, f has non-zero bidegree . 

(ii) Taking degrees on both sides of f otp — Af we obtain D(f)D(y?) = D(f), or D(f) (D(<p) — 

I2) = 0, where D(f) ^ [0 0]. Therefore, det (D((p) - I2) = 0. 

• 

Definition. Let <p be a quasi-rotation of T 2 and A a non-singular eigenvalue of <p . We 

call A a primitive eigenvalue if it has an associated unitary eigenfunction f € C(T2) such 

that D(f) has relatively prime entries. 

LEMMA 4 . 1 . 2 . Every quasi-rotation <p of T 2 has a primitive non-singular eigenvalue 

(^ 1), which is unique up to complex conjugation. 

PROOF. Suppose that f o<p = Af, A # 1, and f € C(T2) is a unitary with D(f) = [m n] # 

[0 0] (by Lemma 4.1.1). Let d = gcd(m,n). Using Lemma 1.1.2 we see that there exists a 

unitary g € C(T2) such that gd = f, where gd is the d-fold pointwise product of g. Thus 

gd o (p = Agd, or [(g o <p) g]d = A. By continuity, (g o ip)g = Ao for some d th root Ao of A. 

Hence go <p = \0g and Ao ^ 1 is primitive since the entries of D(g) = [?p j ] are relatively 

prime. 

To prove the uniqueness part of the lemma suppose that in addition to g o cp — Aog (Ao 

primitive) we have h o <p = /j,h, where y, is primitive and D(h) has relatively prime entries. 

Taking degrees on both sides of these two equations we get 

D ( g ) ( D ( p ) - I 2 ) = 0 , 

D ( h ) ( D ( p ) - I a ) = 0. 

Since D(^) - I2 ^ 0, it follows that D(g) and D^h) H.. * rationally dependent, that is, there 

are non-zero integers a and b such that 

aD(g) 4-bD(h) = [0 0] . 
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But since D(g) and D(h) have relatively prime entries it follows that D(g) = ±D(h), and 

so D(gh± 1) = [0 0]. From the above two eigenvalue equations we have 

( g h ± 1 ) o ^ = ( A o M ± 1 ) ( g h ± 1 ) . 

Since gh*1 has zero bidegree , Lemma 4.1.1 (i) implies that Xofi*1 = 1. Hence fi = A*1, 

as desired. 

• 

Example s . 

(1) Let A = e2**e, 0 < 9 < 1, and consider the Anzai transformation <Po(x,y) — (Ax,xy). 

Since D(<pe) = 
1 0 
1 1 

=£ I2 and u o <p9 = Au with u(x,y) = x and A ̂  1, <p$ is a quasi-

rotation . In fact, it is clear that <pg is affine. If 0 is irrational, then x •-» AX is minimal 

on T, so one can apply Proposition 1.1.4 to see that <pg is minimal on T 2 . Hence 

the associated crossed product C(T2) Xa)o Z is simple (cf. Power [20]) and has a unique 

faithful trace (using the fact that <p$ is uniquely ergodic, i.e. has a unique invariant Borel 

probability measure, and lemma 1.3.4). The isomorphism classes of these algebras (for 

6 irrational) were studied by Packer [14], and also by Ji [11] in his more general setting 

of Furstenberg transformations of n-tori, as we mentioned in the introduction. Here we 

shall classify these crossed products within the broader family of crossed products of 

C(T2) by affine quasi-rotations . 

(2) Furstenberg ([8], p.597) proved that a minimal homeomorphism <p of T 2 which is not 

homotopic to the identity, i.e., such that D(<p) ^ I2, has an irrational eigenvalue A, so 

that any (non-zero) eigenfunction will be invertible. Hence <p is a quasi-rotation . In 

the next chapter we shall consider the question of when two crossed products associated 

with minimal homeomorphisms of the form 

p(x>y) = (Ax>f(x)y)> 
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where f: T —> T has degree k ^ 0, are isomorphic. 

(3) There are only two orientation-reversing affine quasi-rotations of T 2 (up to topological 

conjugacy). The first one is of the form (x,y) i-* (ay,bx), with degree matrix 
0 1 
1 0 

having primitive eigenvalue A = ab, say A ^ 1, and eigenfunction f(x,y) = xy. The 

1 0 
0 - 1 

, and has primitive second one has the form (x, y) *-+ (Ax, y), with degree matrix 

eigenvalue A, say A =£ 1, and eigenfunction u(x,y) = x. (cf. Chapter 3). 

(4) Using certain techniques of Purstenberg we shall construct a quasi-rotation of the form 

£>(x, y) - (e2*t0x, e2r%r(x>xy), for a suitable choice of an irrational number 9 and continu­

ous function r : T —• R, which does not have topologically quasi-discrete spectrum (recall 

the definition in §1.1). This will answer a question which Ji [11] (pp. 75-76) asked about 

whether in general a transformation of the form (x, y) H-> (e2l"*x, f(x)y), where f: T —> T 

is continuous with degree ± 1 , is conjugate to the Anzai transformation <p$ or to <p J1 (in 

the notation of example (l) above). Since the latter have quasi-discrete spectrum and 

our constructed (p does not, clearly then they cannot be topologically conjugate, since 

it can easily be shown that the property of quasi-discrete spectrum is preserved under 

topological conjugacy. Thus even though the crossed products associated with <p and 

<pe have the same tracial range, are simple, have unique normalized traces, have iso-

1 0 
± 1 1 

1 0 
1 1 D(#0), morphic K-groups, and have conjugate bidegree (D(<Pg) • 

nevertheless <p and (p^1 are not conjugate. Which is an indication, although not a proof, 

that their associated crossed product G*-algebras are not isomorphic. 

§4.2. R a n g e of t h e Trace for Quas i -Ro ta t i ons . 

In this section we wish to compute the range of the trace for crossed products of C(T2) 

by general quasi-rotations . 

Let us note that almost every crossed product of a commutative unital C*-algebra by Z 

has a normalized trace. If X is a compact metric space and <p is a homeomorphism of X, 
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then a theorem of Krylov and Bogolioubov (cf. [25], p.132) ensures that there is a Borel 

probability measure y, on X which is ^-invariant, that is, ^ ( p - 1 ( E ) ) = /i(E) for every Borel 

subset E of X. Equivalently, this says that 

[io<pdn= f fdp, Vf G G(X). 
" X • 'X 

Now since r(f) = / f dfi is a normalized trace on C(X), the above says that r(a(f)) = r(f) 
X 

for all f G C(X), where a(f) = f o ip"1 is the automorphism on C(X) associated with 

<p. Thus T is an a-invariant trace on C(X), so that by our discussion following Proposition 

1.3.3, r induces a normalized trace r on C(X) X« Z. This shows that C(X) xa Z always has 

a normalized trace whenever X is a compact metric space. 

THEOREM 4 . 2 . 1 . Let <p be a quasi-roiafcion of T2 with primitive eigenvalue A = e2**9. 

Then for any normalized trace r on G(T2) X a p Z we nave 

n K o ( C ( T 2 ) x a p Z ) = Z + 0Z. 

Note that we did not assume that 0 is irrational, only that 0 is not an integer (since 

A # l ) . 

PROOF. Let f G C(T2) be a unitary such that f o tp = Af and D(f) has relatively prime 

entries. This f induces a homomorphism p : C(T) —> C(T2) given by p(g) = g o f. 

If we let /3 denote the automorphism on C(T) associated with rotation by A, namely 

/?(g)(x) = g(Ax), for g G C(T) and x G T, then p is an equivariant homomorphism 

between the C*-dynamical systems (C(T),/?, Z) and (C(T 2 ) ,ap ,Z) . To see this we verify 

that p o (3 = a,p o p as follows: 

aMs)){*) = /»(«)(*»~1(si)) = g ° f ° V_ 1(z) 

= g(Af(z)) = ^(g)(f(z)) 
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for all z 6 T 2 and g e C(T). 

Using the the naturality of the PV-sequence, this p induces a morphism between their 

associated PV-sequences (by Proposition 1.4.2) to give us a commutative diagram 

K 0 (C(T 2 ) ) ±+ K 0 ( C ( T 2 ) x ^ Z ) A K2 (C(T2)) 

/»• /> • 4 
- ^ K0(O(T)) - ^ K o ( C ( T ) x 0 Z ) - ^ K l (C(T)) 

where /J : C(T) X^ Z —> C(T2) xa)D Z is the induced homomorphism . 

If 0 is irrational one can construct the Rieffel projection e in C(T) X^ Z having trace 0 

(cf. [23], pp. 418 ff). If ^ is rational one can still construct the Rieffel projection e and it 

can be shown that r'(e) = 0, for any normalized trace T' on A$ (cf. Elliott [6], Lemma 2.3, 

pp. 170-1). In both cases one has So[e] — [fo], which is the generator of Ki (C(T)), where 

fo(z) = z, z S T. Since the diagram commutes, one has 

We)] = *&[(e)] = **>H = *[*] == M , 

and, since D(f) has relatively prime entries, [f] is a generator of 

ker^a, ,)* - id*) 

in Ki (C(T2)). Hence the projecion p(e) yields a generator in Ko (C(T2) X a p Z) which, 

along with two other generators as in Corollary 2.6 (having traces 0 and 1), gives the range 

of the trace as 

r ,K 0 (C(T2) x t t p Z) = Z + r(p(e))Z 

= Z + r'(e)Z 

= Z + 9Z, 



57 

where T' = r o p is a normalized trace on A$. 

D 

R e m a r k . One could use Pimsner's computation of the tracial range as described in the 

introduction to prove the above theorem using the concept of determinant. But for our 

purposes the above short proof suffices, and makes our treatment more self-contained by 

avoiding the concept of the determinant associated with a trace. 

Now let us look at some of the consequences of this theorem and those of the preceding 

two chapters. 

COROLLARY 4 . 2 . 2 . Let <p$ be a quasi-rotation of T 2 with primitive eigenvalue Aj = 

e2*i8i, j = 1,2. If C(T2) x„vi Z is isomorphic to C(T2) x a „ 2 Z, then 

(1) Z + 91Z = Z + 02Z, 

(2) de t (D(pi ) ) = det (D(p 2 ) ) , 

(3) m(£>i) =m{<p2). 

Consequently, T)(<pi) ~ T)(cp2). 

PROOF. The above theorem yields (1). Proposition 3.2.4 yields (2) and (3). 

• 

COROLLARY 4 . 2 . 3 (PACKER [14], P .49; J l [11], P . 3 9 ) . For eaci irrational number 

0 < 9 < 1 consider the Anzai transformation cp(x,y) — (e2**9x, xky) where k is a non-zero 

integer, and let He,k denote the associated crossed product C*-algebra. Then 

H*,k S£ He.tk> & [k| = |k'| and 9' G {9,1-6}. 

R e m a r k . Note that if k = 0, then H^k — A.$ ® C(T) and the conclusion of this corollary 
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easily holds. 

PROOF. (=>•) If H^k = H.$i,k', then their tracial ranges being equal (by the previous corol­

lary) implies th?t 9' €. {6,1 — 9}, since the latter are irrationals in (0,1). As these algebras 

have isomorphic Ki-groups it follows that Z s © Zk S Z3 $ Zk', hence |k| = |k'| (Corollary 

3.1.3). 

(<j=) HO' = 6 and k' = k, then rle-y = H«ik. If $' = 0 and k' = - k , then the 

transformation (x, y) *-*• (x, y) conjugates the two corresponding Anzai transformations so 

that H^k/ S Hfi^. Now suppose 9' = 1 — 6. If k' = k, one could take (x, y) *-*• (x, y), which 

conjugates the two <p's. If k' = — k, one takes (x,y) *-* (x,y) which conjugates the two p's. 

Hence in all cases, we have rLj/^/ — He,k. 

D 

COROLLARY 4 . 2 . 4 . Let <pj be an irrational quasi-rotation of T 2 with primitive eigenvalue 

Aj = e2*iei, j = 1,2. If C(T2) xapi Z and C(T2) x a p a Z are strongly Morita equivalent, 

then 

m n 

. p q. 
0%, for some 

m n 

.p q. 

(2) d e t ( D ( P l ) ) = de t (D(^ 8 ) ) , 

(3) m(^ i ) = m(^ 2 ) -

Consequently, D((pi) ~ D(p2)-

PROOF. Conclusions (2) and (3) follow from Proposition 3.2.4, since two C*-algebras that 

are strongly Morita equivalent have isomorphic K-groups. 

Theorem 4.2.1 allows us to apply RiefFePs argument ([23], Proposition 2.5, p.425) to 

prove (1). Let A = C(T2) x a p i Z and B = C(T2) xUp^ Z, and let X be an A-B-equivalence 

bimodule. For any normalized trace r on A there is a corresponding (non-normalized) trace 

Tx on B induced by X, and there is an isomorphism 3?x between KQ (A) and KQ (B) such 
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Ko(A) 

* x 

K 0(B) 

V 

/W>. 
R 

We may normalize TX by writing TX = cr', where c > 0 and r' is a normalized trace on B. 

By Theorem 4.2.1, and the above triangle, the ranges of (TX)* and r* being equal implies 

t h a t Z + 0iZ = c(Z + 0jZ). 

Write 

c = n + m^i , 1 = c(p + q02) , 

for some integers n, m, p, q. From these we get 

c0. -(!==)-(?)«. 
so that (1 — np)/q and mp/q are integers. These show that p and q are relatively prime, 

hence, since (^-)p G Z, it follows that ~ g Z. Let us note that m/q = ± 1 . To see 

this, write 0\ = c(k +192) for some integers k and 1. Substituting for c and c02 into this 

equation we obtain 

km — lp ( — 1 = 1, 

so that m/q divides 1; hence m/q = ± 1 . Finally, we have 

92 = 
c0, £?)zM.'±-\-? *?• 

n + m#i m 

and the matrix has determinant - m / q = ± 1 , as desired. 

• 
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COROLT.ARY 4 . 2 . 5 . 

(i) for 0 < 6 < 1, As ¥ C(T2) xaZ for any automorphism a of C(T2) . 

(ii) For 9 irrational, A$ and 0{T2) X„ Z are not strongly Morita equivalent (for any a ) . 

PROOF, (i) Assume Ae = C(T2) xa Z. Then K0 (C(T2) xa Z) = K0 (Ag) S Z2, and the 

proof of Theorem 2.4 shows that K0 (C(T2) x a Z) is generated by [1] and [P], where P is the 

Bott proje n. These, however, have traces equal to 1. But then Z = T*KQ (A#) = Z-f-0Z, 

for any tracial state r ra AJI, and since 0 < 9 < 1, we get 9 = 0; thus, A^ = C(T2) 

and from C(T2) = C(T2) Xa Z being commutative, implies that a = id. Hence C(T2) =* 

C(T2) x i d Z ~ C(T2) ® C(T) S C(T3), a contradiction. 

(ii) Clearly, if As and C(T2) X „ Z are strongly Morita equivalent, then K0 (C(T2) X a Z) S 

Ko (A0) S Z2 , so that, as in (i), K0 (C(T2) x a Z) is generated by [l] and [P]. Therefore 

r*Ko (C(T2) x a Z) = Z for any normalized trace T. Using Bieffel's proposition as in the 

proof of the preceding corollary we deduce that the ranges of the traces are related by 

Z = c(Z + 9Z), for some c > 0. But since 6 is irrational, this is impossible. 

• 

R e m a r k . We do not know how to prove (ii) of Corollary 4.2.5 when 9 is rational. This 

corollary says that the non-commutative 2-tori A# are not isomorphic, as might be expected, 

to the non-commutative 3-tori C(T2) x a Z. If 9 is irrational, they are not even strongly 

Morita equivalent. 

We may now generalize Theorem 4.2.1 as follows. 

If A is a unital C*-algebra, then any tracial state r on Mn ® A has the form (^tr) ® r ' for 

some tracial state r ' on A (see for instance [11], Lemma 3.3). Also, if all tracial states on 

A have the same range on Ko (A), then all tracial states on Mn ® A have the same range 
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on Ko (Mn ® A) (cf. [11], Lemma 3.5). In fact, ia this case we have 

r.K0 (Mn ® A) = ir, 'K0 (A) , 

for any tracial states r, r ' on Mn® A and A, respectively. This proves the following corollary. 

COROLLARY 4.2.6 . Let <p be a quasi-rotation of T2 with primitive eigenvalue X = e2*,e. 

Then 

r*K0 (Mn ® (G(T2) Xa„ Z)) = i (Z + 91) , 

for any normalized trace r on Mn ® (C(T2) x a p Z). 

COROLLARY 4.2 .7 . Let ipj be a quasi-rotation of T2 with primitive eigenvalue Aj = 

e 3 i r W j j j = = 1 | 2 . If 

Mn ® (C(T2) x a p i Z) S Mm ® (C(T2) x a p 3 Z) 

then 

flj n = m, 

(2) Z + 61Z = Z+92Z, 

(3) det(D(pi)) = det(Dkoa)), 

(4) m(ipi) = m(<p2). 

PROOF. It will suff-.e to prove (1) since (2), (3), and (4) follow from Corollaries 4.2.2 and 

4.2.6. For brevity, let Bj = C(T2) Xap. Z, j = 1,2. To prove (1) it suffices to prove that if 

Mm can be embedded in Mn ® B2 (unitally), then m|n . For then, by symmetry, n | m, so 

that n = m. 

Recall that by Corollary 2.6 and the proof of Theorem 4.2.1, Ko (B2) is generated by a 

projection e e B2 of trace 02, and two other classes, [1] and x = [P] — [1], where P is the 

Bott projection. 
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Let | e 'y [ be the standard matrix units for Mn , so that Ko (Mn ® B2) has 
1 J > i J = l n 

independent generators [ e ^ ® e], [ e ^ ® 1], and e ^ ® x = [ e ^ ® P] - [efj ® 1]. 

Suppose that a : M m —» Mn ® B2 is a unital embedding so that <r* : Ko (Mm) —• 

Ko (Mn ® B2), where K0 (Mm) = Zfeft] . Then 

<r, [e f t ] = a[eSn| ® e] + b[eH ® 1] + cfeft ® x) , 

™ (ml 
for some integers a, b, c. Now since Im = JZ e u i s * n e orthogonal sum of equivalent 

i = l 
projections, we get from 

m 

in ® 1=*(im)=E^r0) 
i = l 

that 

[In ® 1] = m K e J ^ ) ] 6 Ko (Mn ® B2) . 

Thus, 

n[e(n
1

)®l] = [ I n ® l ] = m<T.[eSm
1
)] 

= mafeH ® e] + mb[ejnj[ ® 1] + mc(e^n
1
) ® x) , 

so that n = mb, i.e. m | n. 

D 

R e m a r k . The argument in the above proof can be imitated to show that if Mn ® A$ ^ 

Mm ® A*', then n = m and 9' = 9 or 1 - 9 (0 < 9,9' < 1), whether 9, 9' are rational or not. 

Recall that Rieffel [23] showed this for 9, 0' irrational; and in [6] and [26] this is shown for 

9,9' rational in the case n = m = 1. 

§4.3. M a m Theorem. 

Classification of I r r a t i ona l Affine Quas i -Rota t ion C*-algebras . 

We are now ready to classify the isomorphism classes of crossed products of 0(T 2 ) by 

irrational affine quasi-rotations of T2 . By "irrational" quasi-rotation we mean one which 
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has irrational primitive non-singular eigenvalue A = e3*1* (i.e., 6 is irrational). In the next 

section we shall give a partial result for rational affine quasi-rotations . 

Let G be a group. An affine transformation of G is a mapping a : G —• G of the form 

er(z) = aA(z) , z G G 

where a € G and A G Aut(G). It is an automorphism of G followed by a translation, which 

may also be a right translation. For example, the irrational rotation z >-* e^^z of the circle 

is an affine transformation , where the automorphism A is the identity. Their associated 

crossed product, As, is completely determined by 9 (say 0 < 6 < | ) up to isomorphism. In 

our case, we don't have the identity automorphism but any automorphism (of T2 ) having 

eigenvalue 1 as described below. 

If A 6 GL(2,Z), say A = , then its action on T 2 is denned by A(x, y) = m n 
LP q. 

(x m y n , x p y q ) . This is how one has an isomorphism of groups Aut(T2) S GL(2,Z). It is 

easy to check that 

Ax(A2z) = (AxA2)(z), 

f o r a l lA i ,A 2 G GL(2 ,Z)andz G T 2 . 

Now if X = [m n] is a 1 x 2 integral matrix, it yields a continuous function X : T2 —> T 

by X(x, y) = x m y n . Clearly, we have 

X(Az) = (XA)(z), z G T 2 , 

for any 1 x 2 integral matrix X, and A € GL(2,Z). Also, we have X(zw) = X(z)X(w), for 

z,w G T 2 . 

Let us suppose that A G GL(2, Z) is such that A ^ h and det (A - I2) = 0. Then 

the proof of Lemma 4.1.2 (uniqueness part) shows that there exists a 1 x 2 integral matrix 

XA = [m n] having relatively prime entries such that 

X A ( A - I 2 ) = [0 0], 
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and that X A is unique up to sign. So X A A = X A . 

Now let us determine which affine transformations of T 2 are quasi-rotations . 

LEMMA 4 . 3 . 1 . Let <p(z) — aA(z) be an affine transformation of T 2 . Then <p is a quasi-

rotation if, and only if, 

(i) A ? H a , 

(ii) d e t ( A - I 2 ) = 0 , 

(iii) X A ( a ) ^ l . 

PROOF. Suppose these three conditions hold. Then 

XA O <p(z) = XA(aA(z)) = XA(a)XAA(z) = XA(a)XA(z) , 

for all z € T 2 , so that XA ° <p = XA(a)XA where XA(&) 7̂  1 is a non-singular eigenvalue 

which is primitive since XA has relatively prime entries. Since D(^>) = A 7̂  I2, it follows 

that <p is a quasi-rotation . 

Conversely, suppose (p is a quasi-rotation . Since I2 7̂  D(^) = A it follows that (i) holds. 

By Lemma 4.1.1(ii), d e t ( A - I2) = 0, so condition (ii) holds. It remains to check (iii). By 

Lemma 4.1.2, <p has a primitive non-singular eigenvalue A 7̂  1 so that f o cp = Af where 

f e C(T2) is unitary and D(f) has relatively prime entries. Taking "degrees" on both 

sides we obtain D(i)D(<p) = D(f), i.e. D(f)(A — I2) = 0. By uniqueness of X A , we get 

D(f) = ± X A . Replacing f by f, if necessary, we may assume without loss of generality that 

D(f) = XA = [m n]. Let us write, by Lemma 1.1.2, f as 

f(x,y) = x , n y n e 2 ! " ' p ( x ' y \ 

where F : T 2 —*• R is continuous . This may be written as 

f(x,y) = X A ( x , y ) e 2 - ' F ^ ) ) 
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or 

f(z) = XA(z)e25riFW , z € T 2 . 

Thus the equation f o <p = Af becomes 

XA{<p(z))e2xiFMx» = AXA(z)e2,"'FW, 

and since X\(<p(z)) = XA(a)XA(z), as we computed above, this becomes 

ea«'{F(*»(.))-F(.)} = Ax^) > z e T 2 . 

Since the right hand side is independent of z, we may argue as in the proof of Lemma 

4.1.1(i) to deduce that AXA(a) = 1. Hence XA(a) = A # 1. 

D 

Let us denote the crossed product C*-algebra associated with the affine quasi-rotation 

corresponding to the pair (a, A), satisyfying conditions (i), (ii), and (iii) of Lemma 4.3.1, 

by B(a, A). The inverse of such a quasi-rotation can easily be checked to correspond to the 

pair (A - 1 ( a ) , A - 1 ) , so that B(a, A) S* B(A - 1 (a ) , A - 1 ) , since the crossed product of a C* 

-algebra by an automorphism a is isomorphic to the crossed product by a - 1 . 

Now we are ready for our main result. 

M a i n T h e o r e m 4.3.2. Let (aj, Aj) be a pair corresponding to the irrational affine quasi-

rotation pj of T 2 , j = 1,2. Then B(ai, Ax) £ B(a2, A2) if and only if 

(1) XA 2(a 2) = X A x ( a 1 ) ± 1 , 

(2) detAi = detA2 , 

(3) m(Ax) = m(A2). 

PROOF. By Lemma 4.3.1, Aj =£ I2 and det (Aj ~ I2) = 0, so that Xj = XA j , with relatively 

prime entries, exists such that XjAj = Xj, j = 1,2. 
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The above three conditions are necessary in view of Corollary 4.2.2 and the fact that 

Xj(aj) is irrational. 

Conversely, let us assume conditions ( l ) , (2), and (3). We shall show that <p\ and <p\ are 

topologically conjugate via an affine transformation of the form 

V>(z)=kK(z), k G T2 , K G GL(2,Z). 

Since (p^ is a quasi-rotation , we have det (Aj — I2) = 0, j = 1,2. So in view of Corollary 

3.2.5, conditions (2) and (3) imply that Ai ~ A2, and hence we can choose K G GL(2,Z) 

such that KAxK - 1 = A3 . The equation X2A2 = X2 becomes (X2K)AX = (X2K). Now 

since X2 has relatively prime entries then so does X2K, since K G GL(2, Z). By uniqueness 

of Xi (up to sign) with X1A1 = Xi , we have X2K = ± X i . 

Since we may replace K by —K, we can choose the ± sign in X2K = ± X i according to 

whether X2(a2) = Xi (a i ) = t l , respectively. 

We shall find k G T2 such that rf>(z) = kK(z) satisfies ip o <px = <p2 o ip. The left hand 

side is 

t/> o ^ ( z ) = kK( a iAi(z)) = kKCajKAiCz), 

and the right hand side is 

<Pi o ip{z) — a2A2(kK(z)) = a2A2(k)A2K(z). 

These expressions are equal if, and only if, 

(*) kK(a1) = a 2A 2(k) , 

and it suffices to show that this equation has a solution k G T 2 . 

To do this, first extend the equation X2K = ±Xi to 

"x2" 
R2 

K = 
R l 
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for some 1 x 2 integral matrices Ri and R2 such that 

possible since X2 has relatively prime entries). Now apply 

"x2" 
R2 00 

"x8" 
R2 

K(ai) = 
"X8" 
R2 

(a.) 
"x2" 
R2 

or 
X2 

R2 oo ' ± x x " 
Ri 

(ai) = 

'X2' 
R2 (a.) 

x2 
R2 
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has determinant ± 1 (which is 

X 1 
to both sides of (*) to get 

R2 J 

A 2(k) , 

00, 

where R'2 = R2A2. Note that R2 ^ R2; for otherwise R2(A2 - I2) = 0 which shows that 

X2 

R2 
(A2 — I2) = 0 and so A2 —12 = 0 (since 

the above equation becomes 

X2 

R2 

is invertible), a contradiction. Thus 

(X2(k),R2(k))(X1(a1)± 1 ,R1(a1)) = (X2(a2) JR2(a2))(X2(k) )R2(k)) . 

By condition (1), the first coordinates of both sides are equal for all k. The second coordi­

nates become 

R3(k)Ri(ai) = R2(a3)R a(k)> 

or 

R2(k)R2(k) = R2(a2)R1(a1) , 

or 

( R 2 - R 2 ) ( k ) = R2(a2)R1(a1) e T , 

and this clearly has a solution k since R2 — R2 7̂  [0 0]. Thus k exists, and hence ip, and 

therefore <pi and <p% are topologically conjugate. So B(ai, Aj.) = B(a2, A2). 

D 

Therefore, the irrational affine quasi-rotation algebras B(a, A) are completely determined 

up to isomorphism by the triple (XA(a),detA, m(A)), up to conjugacy of Xy^a), where 
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XA(a) is the primitive eigenvalue coming from the tracial range, det A = ± 1 is known from 

the Ko-group, and m(A) is known from the Ki-group. 

With the help of Corollary 4.2.7 we arrive at 

COROLLARY 4 . 3 . 3 . For irrational affine quasi-rotations of T 2 , we have Mk®B(ai, Ai) S 

Mn ® B(a2, A2) if and only if 

flj k = n, 

r2;XAa(aa) = XAl(a1)±1, 

(3) detAi = detA 2 j 

(4) m(A1) = m(A2). 

S4.4. The Ra t iona l Case; A P a r t i a l Solut ion. 

In [26], Yin used an elementary argument to show that if 0 < 9,9' < 1 are rational 

numbers and if A$ — A$', then 9' = 9 or 6' = 1 — 0. In doing this he used the important 

fact, due to Elliott [6] (Lemma 2.3), that all normalized traces of Ag induce the same map 

on Ko (Aff), where 9 is rational. We have already used this fact in proving Theorem 4.2.1. 

Yin's elementary argument goes as follows. 

Given any isomorphism a : A$ —> Agi, look at its induced map a* : Ko (A#) —* Ko (Afl/) 

and its matrix relative to the generators {[l],[ej]}, {[1], [e$']}} respectively, where e# is the 

Rieffel projection in Ag of trace 9. Then 

<r.[l] = [l], 

a*[ee] = m[l\ + n[ee>], 

from which we get, by taking traces of the latter equation, 0 = m + n0'. Since the matrix 

, is in GL(2,Z) it follows that n = ± 1 , so that 9 = m ± 6', hence the result. 

We may apply a similar argument to obtain the following result. 

of er*, 
l m 
0 n 
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PROPOSITION 4 . 4 . 1 . Let (aj.Aj), j — 1,2, be associated with rational affine quasi-

rotations of T2 which are orientation-reversing (i.e. detAj = — 1). Then B(a i ,Ai) ^ 

B(a2, Aj) if and only if 

( r i ;X A 3 (a 2 ) = X A l ( a 1 ) ± 1 , 

(2) m(Ai) = m(A2). 

PROOF. These two conditions, together with det Aj = — 1 for j = 1,2, are sufficient because 

one can argue as in the proof of Theorem 4.3.2 to show that the affine quasi-rotations asso­

ciated with (ai , Ai) and (a2, A2) are topologically conjugate; hence B(ai ,Ai) ^ B(a2) A2). 

Conversely, suppose that B(ai, Ai) S B(a2, A2). Since detAj = —1 we may use Corollary 

2.6(ii) so that K0(B(aj,Aj)) is generated by [l], [Pj] — [l] (which has order 2), and [eg.], 

where Pj is the Bott projection, XA-(a,-) = e2irxB>, and e^ is the Rieflfel projection (obtained 

in the proof of Theorem 4.2.1). Let or: B(ai, Ai) —> B(a2 , A2) be an isomorphism so that 

its induced map on Ko is given by 

<M1] = [1], 

a*([Pi] - [1]) = [P2] - [1], being elements of order two, 

<r,[eJl] = r[l] + S([P!]-[l]) + t K ] , 

for some integers r, s, t. Taking traces of the last of these equations gives B\ = r + t#2 . 

Since the matrix of <r* is 

1 0 r 
0 1 s , 
0 0 t 

and is invertible, t = ± 1 , hence $i = r ± 02 which yields (1). Corollary 3.2.3 yields (2). 

• 
From this and Corollary 4.2.7 we may deduce the following consequence. 

COROLLARY 4 . 4 . 2 . As in the hypotheses of the preceding proposition, one has Mk ® 

B(ai , Ai) Si Mn ® B(a2) A2) if and only if 
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(X)k = n, 

r2;XAa(a2) = XAl(a1)±1, 

(3) m(A!) = m(A2) . 

R e m a r k . Although Proposition 4.4.1 holds for the orientation-reversing case (detAj = 

— 1), we conjecture that it still holds in the orientation-preserving case (detAj = 1). So let 

us briefly indicate our difficulty in proving it. 

In the orientation-preserving case Ko (B(aj, Aj)) = Z3 is generated by the Z-independent 

elements 

[1], [ P j ] - [ 1 ] , and [e*.]. 

Let a : B(ai , At) —*• B(a2 ,A2) be an isomorphism so that 

<Ml] = [l], 

c r . ( [ P l ] - [ l ] ) = . [ l ] + b ( [ P a ] - [ l j ) + c[ e i l l] , 

0-4e,1] = r[l] + s ( [P 2 ] - [ l ] ) + t[ef l2], 

and the matrix of 0-* is 

1 a r 
0 b s . 
O c t 

Taking traces of the last two of the above equations, and noting that the above matrix is 

in GL(3, Z), we obtain 
bt — cs = ± 1 , 

h = r + t92 , 

O = a + c 0 2 -

But from these equations alone, without knowing more constraints on the integers a, b, c, 

r, s, t, we cannot deduce, as we wish, that t = ± 1 . For instance, take B\ — g-, $2 = g-, t = 2, 

s = 1 ; r = 0, a = — 1, b = 3, c = 5. Then the above relations hold and yet t = 2 ^ ± 1 and 

0! y£02 and Ox ^ l - 9 2 . 



C H A P T E R 5 

Some Auxiliary Results 

and a Conjecture 

In the first section of this chapter we shall construct an irrational (non-affine) quasi-

rotation of T 2 which is not topologically conjugate to the Anzai transformation nor to 

its inverse, which will settle a question of Ji ([11], p.76) in the negative (Theorem 5.1.1). 

Then we shall show that the crossed product algebras by such irrational quasi-rotations 

have a unique normalized trace (Propositions 5.1.5 and 5.1.7). 

The next section considers the irrational (non-affine) quasi-rotations of T 2 denned by 

(x ,y )^ (Ax , f (x )y ) , 

where A 6 T is irrational and f : T —> T is continuous of degree 1, and their associated 

crossed product C "-algebras B\,{- We raise the question of how one can classify these 

algebras as a function of f, with A held fixed. First we determine when two such quasi-

rotations are topologically conjugate (Proposition 5.2.2), and then formulate our conjecture: 

Bx,f — B\lS =>• f and g are "equivalent" in the sense described below (cf. 5.2.4). This 

question seems to require the creation of a new invariant. 

f}5.1. A Quas i -Rota t ion no t hav ing Quasi-discrete S p e c t r u m . 

As promised in Example (4) of Section 4.1 we shall devote this section to proving the 

following result. 

THEOREM 5 . 1 . 1 . There exists a minimal homeomorphism <p of T 2 of the form 

9?(x,y) = (Ax )e
2 ' r i rWxy), 

71 
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for suitable A = e2*t6, where 9 is irrational , and r : T —• R continuous , such that 

<p does not have topologically quasi-discrete spectrum. Hence, (p is not topologically 

conjugate to the Anzai transformation <p$(x,y) = (Ax,xy) nor to its inverse. 

To prove this theorem we shall need three lemmas. The proof of the following lemma 

may be found in [9] (p.135). 

LEMMA 5 . 1 . 2 . Let (p be a minimal bomeomorpbism of a compact metric space X . Let 

f € C(X). Then the following conditions are equivalent: 

(1) f = g o <p — g, for some g S C(X). 

(2) \ Yl f ° <P^ ( is a uniformly bounded sequence of functions on X . 
U=o J n>x 

We shall construct the irrational number 0 for Theorem 5.1.1 as follows. 

Let ui = 1 and recursively define I'k+i = 2"fc +v^ + l. Put 

* = £ 2 oo 

k = l 

Assertion: 9 is irrational . 

To prove this assume 6 = § where a, b are positive integers. Choose a positive integer 

r such that b 2 - r < 1. By induction it is easy to see that 

r + j < t'r+j - vv , for j > 1. 

Now 

2"'h f 9 ~ Y, 2~Vk ) ~ 2"rb X ) 2~VV ' 
V k=l / k>r 
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where the left hand side is a positive integer, and the right hand side is 

2"rbY^2~"k ~ bY^2~<-Vk~Vt) 

k>r k>r 

oo 

= by^2~ ( , / ' + j " , / r ) 

oo 

< b ^ 2 - ( r + j ) 

j = l 

= b2~ r 

< 1 , 

so that we have a positive integer less than 1, a contradiction. Thus 9 is irrational . 

LEMMA 5 . 1 . 3 . ( [8] , P .585; [5], P .18) . 

There exists A = e2*x6, where 9 is irrational , and a continuous function r : T —> R 

such that 

F(Ax)-F(x) = r(x)3 ( x G T ) 

has a reai L2 (T)-solution F which is not equal to a continuous function almost everywhere 

(with respect to Lebesgue measure). Hence, the equation has no G(T)-solutions. 

PROOF. (The following construction is due to Furstenberg.) Let 9 be the irrational 

number constructed above, and in the above notation let nk = 2"k for k > 1, so that one 

easily checks the inequality 

0 < nh9 - M l < 2" n k , (k > 1) , 

where [t] denotes the greatest integer less than or equal to t . Letting n_k = -njc (k > 1), 

we set 

r(t) = J* i r (e 2 *"* ' - l) e2*in*b, t € R, 
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[nk0]) _ j 

- 1 

(k>D 

t e R , 

(a.e. t e R ) . 

Now if F is equal almost everywhere to a continuous function g , then by Fejer's theorem 

the arithmetic (Cesaro) means of the partial sums of the Fourier series converge uniformly 

to g . But it is easy to check that they fail to converge at t = 0, since ]T) -rrr = oo. Hence 
k?i0 ' ' 

the result. 

To prove the last part of the lemma, assume that f G. C(T) and f(Ax) — f(x) = r(x), 

for almost every x G T. Then upon subtracting we have (F — f)(Ax) = (F — f)(x), (a.e.). 

However, since x t-» Ax is ergodic, since 9 is irrational , it follows that F — f is constant 

(a.e.), and so F is equal almost everywhere to a continuous function , a contradiction to 

what we just proved. 

• 

LEMMA 5 . 1 . 4 . Let A = e2^0 and r be as in the precedin 'anma, and write h(x) = Ax. 

Then for any real number a the sequence of functions 

n n 

] P ( r + a ) o h ( k ) = (n + l )a + ]T}roh ( k ) , n > l , 
k=o k=0 

where the series converges uniformly since 

a2rin},$ 

< 

jKi(n±e-

,2*i2 -nfc 

< 27r2"nfc , 

so that r is a continuous function 

Now let 

so that F € L2(T). It is then easy to check that 

F(t + 0)-F(t) = r(t), 
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is not uniformly bounded. (Here h ^ = h o h o . - - o h , k times.) 

PROOF. Fix a € R. Assume that the sequence of functions in the statement of the lemma 

is uniformly bounded. Since h is minimal, 6 being irrational , Lemma 5.1.2 gives us a 

continuous function g on T such that 

g o h - g = T + a. 

Now Lemma 5.1.3 has that r = F o h - F , where F G L2(T) and F is not equal to a 

continuous function (a.e.). Thus f o h — f = a, where f = g — F £ L2(T). By induction we 

obtain 

f o h ( n ) - f = n a , (a.e.) 

for all n > 1. Now ||f o h(n) | |2 = ||f||2 (L2-norms) by the Lebesgue invariance of x >-> Anx. 

Hence 

n H < | | f o h W | | 2 + ||f||a = 2 | | f | | a < o o , 

for all n > 1. Therefore, a = 0 and substituting this back into the above we obtain 

g o h — g = r, where g € G(T), which contradicts the second part of Lemma 5.1.3. 

• 
PROOF OF THEOREM 5 . 1 . 1 . With A = e 2 " ' ' and r as in Lemma 5.1.3, consider the 

homeomorphism of T2 defined by 

^(x,y) = (Ax,e2 , r"Wxy). 

It is clear chat A is a primitive eigenvalue of <p so that {Ak | k E Z} are all the eigenvalues 

of <p (cf. Lemma 4.1.2). To see that <p is minimal, we apply Proposition 1.1.4. So we 

must show that for any non-zero integer n the equation 

F(Ax) = (e 2 , r f ' rWx) nF(x) 
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has no continuous solution F : T —• T. Now if d is the degree of F then computing the 

degrees of both sides of the above equation we get d = n + d, which is impossible if n ^ 0. 

By Proposition 1.1.3 (b) it is easy to see that the only eigenfunctions of <p (of modulus 

1) are 

G1fo>) = { a u k | k € Z , | a | = l } , 

where u(x, y) = x (recall the definition of the sets Gj(^)) in Section 1.1). 

Since the C*-algebra generated by u is not all of G(T2) , to show that <p does not have 

topologically quasi-discrete spectrum it will suffice to check that there is no g e C(T2) with 

|g| = 1 satisfying 

g o ip = aukg , |a| = 1, 

for any non-zero integer k . (If k = 0, then g is just an eigenfunction.) This shows that 

G2(^) = Gj(^>) and so U Gj(^>) is equal to Gi(^>), which does not generate C(T2) as a 
j>o 

C*-algebra . 

Assume that for some k ^ 0 there is a solution g such that gotp = aukg, and g € C(T2) 

with |g| = 1. By Lemma 1.1.2 we can write 

g(x,y) = xmyne2, r<R<x 'y>, 

"r. some R : T 2 —» R continuous and some integers m , n . S o the above equation 

becomes, upon substituting g , 

^m x m+n ne2jrt{R(p(x,y))+nr(x)} _ a x m + k ne2irtR(x,y) 

so that by looking at the x -degree of both sides we have n = k, so the above equation 

becomes 

e2Tt{R(p(x,y))-R(x,y)+kr(x)} _ &^-m _ 

Since the right hand side is constant, it follows that 

R t e ( x , y ) ) - R ( x , y ) + kr(x) = c , 
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is a real constant (since R , cp , r are continuous ). By induction this becomes 

R ( ^ ) ( x , y ) ) - . R ( x , y ) = r ( x ) + t ( A x ) + _ _ _ + t ( A P _ l x ) + ^ y 

for all p > 1. But the left hand side is a uniformly bounded sequence of functions , so 

the right hand side contradicts Lemma 5.1.4 (by our choice of r and A ). This proves 

that tp does not have topologically quasi-discrete spectrum. Since obviously the Anzai 

transformation (pf1 has topologically quasi-discrete spectrum, it follows that <p is not 

topologically conjugate to (p^1; since the property of having topologically quasi-discrete 

spectrum is easily seen to be invariant under conjugation by a homeomorphism . 

• 
In a similar manner one can easily show that for every non-zero integer n the irrational 

quasi-rotation 

^ n (x ,y ) = (Ax,e2™Wxny), 

does not have topologically quasi-discrete spectrum and hence cannot be topologically 

conjugate to (x, y) •—• (Ax,xny), nor to its inverse, where A is as in Theorem 5,1.1. 

Theorem 5.1.1 answers a question which Ji posed ([11], p.76) in the negative; he asked 

if in general a transforms tion of the form (x, y) H-» (Ax,f(x)y), where f has degree n ^ 0, 

is topologically conjugate to the Anzai transformation (x, y) •-> (Ax, xny), or to its inverse. 

The above suggests that (in the notation of Theorem 5.1.1) the C*-algebra C(T2) Xap Z 

is not isomorphic to C(T2) X t tp Z. However, we do not know how to prove this. For 

none of the invariants we know so far distinguish these algebras . They are both simple, 

have unique tracial states (as is shown in Proposition 5.1.5 below), they have isomorphic 

K-groups, and have the same tracial range. 

PROPOSITION 5 . 1 . 5 . Let tp be as in Theorem 5.1.1. Then the associated crossed product 

C(T2) Xct Z has a unique normalized trace. 
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PROOF. In view of Lemma 1.3.4 it is sufficient to check that <p is uniquely ergodic, i.e., 

has a unique invariant probability Borel measure on T 2 . 

Since <p has the form 

*p(x,y) = (Ax,e 2" ' rMxy), 

we may apply a result of Furstenberg (cf. [15], p. 17, Theorem 3) so that it suffices to show 

that p is ergodic with respect to Lebesgue product measure m x m on T 2 . This means 

that if E is a Borel subset of T 2 which is ip -invariant, then E has Lebesgue measure 

0 or 1. To show, in turn, that <p is ergodic it suffices to show that the equation 

G(Ax)= ( e 2 , r " M x ) n G ( x ) , (a.e. on T ) , 

for any n ^ 0, has no measurable solution G : T —> T (cf, [15], ergodicity criteria on pp. 

84 f). So let us assume that such a G exists, so that G G L2(T). By Lemma 5.1.3 we 

have r(x) = F(Ax) — F(x), where F is measurable. Thus the above equation becomes 

G(Ax)e-2* inF(Ax> = x n G(x)e- 2 , " ' n F M , 

or 

(*) f(Ax) = xnf(x), (a.e.), 

where 

f(x) = G(x)e-2 , r , 'n PW 

is measurable with |fj = 1, (a.e.). So now it remains to check that the equation (*) has 

no such solution. Assume it has a solution f € L2 (T) so that it can be represented by its 

Fourier series (which is L2-convergent), say 

oo 

f(X)= J2 a^k-
k=—oo 

Substituting this into (*) we obtain 

X>AV = £akxM-,., 
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so that afcAk = a t_ n or |aic| = |ak_n |, k € Z. But since 21) |a-k|2 < co and n ^ 0, we 

k 

necessarily have ak = 0, for all k . Thus f = 0 (a.e.), a contradiction to |f| = 1 (a.e.). 

• 

Quest ion 5.1.6. Let A' be irrational and t[) the quasi-rotation of T 2 defined by 

,/>(x,y) = (A'x,f(x)y), 

where f: T —> T is continuous with non-zero degree. Does rf; necessarily have to be uniquely 

ergodic? 

If tha answer is affirmative, then the associated crossed product C(T2) X a # Z would have 

a unique normalized trace. 

By Proposition 1.1.4, ip is minimal so that the associated algebra is always a simple G* 

-algebra . 

The proof of Proposition 5.1.5 gives only a partial answer to this question . Suppose we 

write f as 

f(x) = x m e 3 ' a i W , 

where m ^ 0 and R : T —* R is continuous . Let us say that R can be "split" (with respect 

to A') if it can be written as 

R(x) = F ( A ' x ) - F ( x ) , (a.e.), 

for some measurable real-valued function F on T . 

PROPOSITION 5 .1 .7 . Suppose that i>(x,y) - (A'x,e2 ' "RMxmy), where X' is irrational, 

m a non-zero integer, and R : T —• R is continuous and can be split (with respect to X'). 

Then the associated crossed product C(T2) Xa^ Z has a unique normalized trace. 

PROOF. One follows exactly the same steps in the proof of Proposition 5.1.5. 

• 
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If R cannot be split as above, we do not know how to prove (or disprove) that ip is 

uniquely ergodic, so that the associated algebra has unique normalized trace. 

55.2. A Conjecture . 

For A irrational and f: T —» R continuous of degree 1 consider the quasi-rotation 

PA,f(x,y) = (Ax,f(x)y). 

Let a\tt denote its associated automorphism on C(T2), and consider the crossed product 

BA,f = C ( T 2 ) x a A i f Z . 

We are interested in fixing A and considering this family of crossed products as a function 

o f f : B f = BA | f . 

All the invariants we considered are the same for the Bf's. As we showed in Theorem 

4.2.1, the range of the trace is the same: r*Ko (Bf) = Z + 0Z, where A = e2**e, for all 

normalized traces r on Bf. Since 6 is irrational , <px,t is minimal (Proposition 1.1.4) so 

that B f is a simple G*-algebra . The K-groups are K0 (Bf) Si Z3 S Ki (B f), by Theorems 

1 0 

1 1 

us distinguish the isomorphism classes of the Bf's. We shall, however, conjecture that 

2.4 and 2.5, since D(<px,t) = We are not aware of any invariant that helps 

Bf = B g =>• <px,t and (p\>s are topologically conjugate . In this section we shall reformulate 

this latter condition in terms of f and g (and A ), remembering that in the remainder 

of this section we shall fix A . T o do this we shall need the following lemma. 

LEMMA 5 . 2 . 1 . Let £>(x,y) = (Ax,f(x)y), where A is irratioial and f: T —• T is contin­

uous of degree 1. If the equation 

b(*?(x»y)) = a ( x ) b ( x
J y ) 

has continuous solutions b : T2 -» T, a : T -»• T, where D(b) = [0 0], then b is a function 

of x only. 
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PROOF. The equation implies that a(x) has degree 0 since b has zero bidegree . Thus 

we may write 

b(x, y) = e
2 x i B ^ , a(x) = e 2 " A M , 

for some continuous real-valued functions A and B . Upon substituting these into the 

equation it becomes 

e2xi{B(<e(X,y))-B(x,y)-A(x.)} _ ± 

so that, by continuity, the function in the parenthesis {• • •} is an integer; since we may add 

any integer to A without changing a(x), we may suppose without loss of generality that 

B ( p ( x , y ) ) - B ( x , y ) = A ( x ) . 

By induction, this equation implies that 

n - l 

B ( > > (x, y)) - B(x, y) = £ A(A'x) , 
j=o 

for all n > 1, which is a uniformly bounded sequence of functions (since B is bounded). 

By Lemma 5.1.2 we may write A as 

A(x) = F(Ax) - F(x) , (x G T) 

for some P £ C(T), real-valued. Hence, 

B ( p ( x , y ) ) - B ( x , y ) = F ( A x ) - P ( x ) , 

or 

Bfo>(x,y))-F(Ax) = B ( x , y ) - F ( x ) . 

On letting C(x, y) = B(x, y) - F(x), this equation becomes 

Cte(x,y)) = C(x,y) . 
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Since <p is minimal and C is continuous , it follows that C is constant. Hence the 

function B(x, y) = F(x) + C depends on x only, and hence so does b . 

• 

R e m a r k . The conclusion of Lemma 5.2.1 is false if we drop the assumption, "D(b) = 

[0 0]". For if b(x, y) = y, then 

b(^(x ,y) )=f(x)y = f(x)b(x,y), 

and b is a function of y with D(b) = [0 1]. 

PROPOSITION 5 .2 .2 . Let X , fi be irrational in T and suppose that f,g : T -»• T 

have degree 1. Then tp\%f and <Pjt,g are topologically conjugate if, and only if, there exists 

m = ± 1 such that \i — Am and 

g ( a o x - ) = A P ^ f ( x r , 

for some p e Z, ao 6 T, and b : T —• T continuous of zero degree. 

PROOF. (=>•) Let h : T2 -+ T2 be any homeomorphism such that h o ipXtt — <£V,g ° h. 

Applying D to both sides we get 

D(h) 
1 0 
1 1 

1 0 
1 1 

D(h), 

so that D(h) has the form 

D(h) = 
m 0 
p m 

where m = ± 1 , 

Thus h has the form 

h(x,y) = (xma(x,y),xPymb(x,y)), 
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for some a, b : T2 —»• T continuous with zero bidegrees. Now 

h o ipXt{(x, y) = h(Ax,f(x)y) 

= (Amxma(<pAif(x,y)), APXPf(x)n,ymb(pAIf(x,y))) , 

and 

<P»,z ° H*,y) = (/zxma(x,y)5 g(xma(x,y))xpy r ab(x,y)) . 

Since these expressions are equal we get 

(A) a(fPA,f(x,y)) = /iA-kna(x,y), 

(2) APf(x)mb(^A,f(x,y)) = g(x' Ia(x )y))b(x )y) . 

Apply Lemma 5.2.1 to (1) so that a(x,y) is a function of x only. Hence (1) becomes 

a(Ax) = /*A - ma(x), x £ T . 

Since a(x) has degree zero we may write it as a(x) = e2*"*5^*); also write /iA_ m = e2*"*5, fa." 

some real number S. Thus the equation involving a(x) becomes 

e8irt{F(Ax)-P(x)-*} _ j 

so that by continuity of F we have 

F ( A x ) - F ( x ) ~ S = k, 

for some integer k . As before, we deduce that S — — k so that (i = Am. Hence, a(Ax) = a(x) 

for all x € T, and since A is irrational , a(x) = ao, a constant. 

Putting this information into equation (2) it may be rewritten as 

b(^)f(x)y))=|^pb(x,y). 

We again apply Lemma 5.2.1 to this equation, since D(b) = [0 0], to deduce that b is a 

function of x only: b(x,y) = b(x). So this equation becomes 



84 
or 

g ( a ° x m ) = A P w f ( x ) m ' 
where b has degree zero. 

Conversely,, one easily checks that the homeomorphism 

h(x,y) = (aoxm,xPb(x)ym) 

satisfies the condition 

h o ^ A ( f = ^ i g o h , 

as the above computation clearly shows. 

• 
The condition in Proposition 5.2.2 (for m = 1) defines an equivalence relation ~£ on the 

set of continuous functions f: T —» T of degree 1 as follows: 

g~*f # g(a0x) = A * ^ f ( x ) , 

for some a0 € T, p £ Z, and b : T -* T continuous of degree zero. This condition is clearly 

equivalent to saying that g(aox) = J ;^ f (x ) , for some ao e T, and b : T —> T continuous . 

This condition looks remarkably like a condition on f and g : that f and g "differ" by 

a boundary element in a homological or cohomological sense, the factor b(Ax)/b(x) being 

a "boundary". What the (co)homology group is in this case, we do not know. 

COROLLARY 5 .2 .3 . TheC*-dynamica]systems (C(T2) ,a x , t ,Z) and (C(T2),aA > g ,Z) are 

equivariantly isomorphic •& g ^ f. 

CONJEOTURE 5 .2 .4 . B f S B g ^ > g ^ f, for all f, g : T -* T of degree 1. 

Note that in this conjecture A is fixed. 
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Is there an invariant for Bf that can be expressed in terms of f ? Or in terms of its 

r*t -equivalence class? 
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