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The lattice sums involved in the definition of Madelung's constant of an NaCl-type crystal lattice in two or three dimensions are investigated. The fundamental mathematical questions of convergence and uniqueness of the sum of these, not absolutely convergent, series are considered. It is shown that some of the simplest direct sum methods converge and some do not converge. In particular, the very common method of expressing Madelung's constant by a series obtained from expanding spheres does not converge. The concept of analytic continuation of a complex function to provide a basis for an unambiguous mathematical definition of Madelung's constant is introduced. By these means, the simple intuitive direct sum methods and the powerful integral transformation methods, which are based on theta function identities and the Mellin transform, are brought together. A brief analysis of a hexagonal lattice is also given.

I. INTRODUCTION

Lattice sums have played a role in physics for many years and have received a great deal of attention on both practical and abstract levels. The term lattice sum is not a precisely defined concept: it refers generally to the addition of the elements of an infinite set of real numbers, which are indexed by the points of some lattice in \( N \)-dimensional space. A method of performing a lattice sum involves accumulating the contributions of all these elements in some sequential order. Unfortunately, the elements of the set are not, in general, absolutely summable so the sequential order chosen can affect the answer. In this paper we are concerned with the particular lattice sums involved in Madelung's constant. Indeed, attaining specificity in the definition of Madelung's constant is our primary motive. Although we are dealing with purely mathematical questions it is our belief that the results presented here may shed some light on the physics of crystals. Other researchers\(^1\text{-}^3\) have expressed concern about the ambiguities involved in summing a nonabsolutely convergent series in a different manner, but it appears that no one has confronted it fully.

Let \( L \) be a lattice in \( N \)-dimensional space and let \( A_L = \{ a_i: i \in L \} \) be a set of real numbers indexed by \( L \). There are two basic approaches to summing the elements of \( A_L \) : by direct summation or by integral transformations. The major factors involved in choosing a method are physical meaningfulness and speed of convergence.

The direct summation methods involve an orderly grouping of the elements of \( A_L \) into sequentially indexed finite subsets increasing in size to eventually include any element of \( A_L \). Sometimes fractions of elements are included in the subsets to maintain a physical principal such as electrical neutrality. Two commonly used direct summation methods are due to Evjen\(^4\) and Höjendahl.\(^5\)

The most commonly used integral transformation method is known as the Ewald method.\(^6\) More recently the Mellin transformation applied to theta functions has been used to put the integral transformation methods in a general context. An excellent review article by Glasser and Zucker\(^1\) gives a development of these methods and an extensive bibliography.

In this paper we deal primarily with NaCl-type ionic crystals in two or three dimensions. This is for two main reasons: the ease of notation and the fact that almost every textbook introduces Madelung's constant on this crystal first. From a mathematical and physical point of view there are two very reasonable simple direct summation methods that could be applied to give Madelung's constant for an NaCl-type ionic crystal. One could take a basic cube centered at the referenced ion with sides parallel to the basic vectors and let the cube expand as the contributions from all lattice points within the cube are accumulated. Alternately one could use expanding spheres centered at the reference ion. This latter method is intuitively appealing since all ions an equal distance from the reference ion are given equal treatment. Thus, many textbooks\(^7,8\) (and some research articles) write down the resulting infinite series \( (6 - 12/\sqrt{2} + 8/\sqrt{3} - 6/\sqrt{4} + \cdots) \) as giving Madelung's constant for an NaCl-type ionic crystal. Unfortunately, this infinite series does not converge. This was proven by Emersleben\(^9\) and, in light of the fact that most people are unaware of this divergence, we include a short elementary proof in Theorem 3.

Section II is devoted to the two-dimensional square lattice while Sec. III contains the above-mentioned result on expanding spheres. In Theorem 4 we prove that the method of expanding cubes converges. In Sec. IV, the mathematical tools become more sophisticated as we consider integral transformation methods and their relation to the direct sum-
mation methods dealt with in Sec. III. We have included, in Sec. V, a careful analysis of some direct summation methods in two dimensions in light of the property of being analytic in the inverse power exponent. This analysis is quite illustrative of the relations between the various summation methods. In Sec. VI we do a brief analysis of a two-dimensional hexagonal lattice. Section VII gives our conclusions.

II. TWO DIMENSIONS

It is convenient to introduce the notation in the two-dimensional case of a simple lattice in the plane with unit charges located at integer lattice points \((j,k)\) and of sign \((-1)^{j+k}\). The potential energy at the origin due to the charge at \((j,k)\) is \((-1)^{j+k}/(j^2+k^2)^{1/2}\). If we want the total potential energy at the origin due to all other charges, then we must sum all the numbers in the following set:

\[
A = \left\{ (-1)^{j+k}/(j^2+k^2)^{1/2} \mid (j,k) \in \mathbb{Z}/(0,0) \right\},
\]

where \(Z\) denotes the integers. Because the elements of the subset of \(A\) with \(j = k\) form a set of positive numbers with divergent sum, it is clear that the value of the sum is highly dependent on the order in which the elements of \(A\) are added. It is not immediately clear that any reasonable method will produce a convergent series. In addition, for the model to be physically relevant, all "reasonable" methods should converge to the same number. Here are two very reasonable methods.

First, consider the total potential due to all the charges within a circle of radius \(r\) about the origin and let \(r \to \infty\). This leads to the series

\[
\sum_{n=1}^{\infty} \frac{(-1)^n C_2(n)}{n^{1/2}},
\]

(1)

where \(C_2(n)\) is the number of ways of writing \(n\) as a sum of two squares of integers (positive, negative, or zero). In deriving (1), use the fact that \((-1)^{j+k} = (-1)^{i+k} = (-1)^i\), for any \(j, k \in \mathbb{Z}\) with \(j^2+k^2 = n\). We will refer to (1) as the method of expanding circles.

Second, there is the method of expanding squares. This is intuitively appealing, as a perfect crystal grows by expansion of the shape of a basic unit cell. For each natural number \(n\), let

\[
S_2(n) = \sum_{j,k} \left\{ \frac{(-1)^{j+k}}{(j^2+k^2)^{1/2}} : -n < j, k < n \text{ and } (j,k) \neq (0,0) \right\}.
\]

Then

\[
\lim_{n \to \infty} S_2(n)
\]

(2)

is a way of expressing the series obtained by expanding squares.

It turns out that both these methods converge as we will now show.

**Theorem 1:** The series in (1) converges.

**Proof:** To carry out the proof that the series in (1) converges we introduce some notation and standard facts from number theory. For any sequence of real numbers \(a_n\) \(\sum_{n=1}^{\infty} a_n = O(n^\alpha)\) if the sequence \(n^{-\beta}a_n\) is bounded. Let \(A_n = \sum_{k=1}^{n} C_2(k)\), for each natural number \(n\). Then \(A_n\) denotes the number of nonorigin lattice points inside or on a circle of radius \(n^{1/2}\). It is fairly easy to see that \(A_n\) should be approximately \(\pi n\); in fact, the reader can easily show that \(A_n - \pi n = O(n^{1/2})\). However, this is not quite good enough for us here so we quote a stronger result, which can be found in Dickson:

\[
A_n - \pi n = O(n^{\alpha}), \quad \text{for some } \alpha, \quad \frac{1}{4} < \alpha < 1.
\]

For a natural number \(n\), a divisor of \(n\) is a natural number \(d\) such that \(d\) divides \(n\). Let \(d(n)\) denote the number of divisors of \(n\) and let \(d_3(n)\) denote the number of divisors \(d\) of \(n\) with \(d\) congruent to \(k\) modulo 4, for \(k = 1, 2, 3\). With this notation, Theorem 278 of Hardy and Wright implies

\[
C_2(n) = 4d_3(n) - d_3(n).
\]

(4)

This together with Theorem 315 of Hardy and Wright implies that

\[
C_2(n) = O(n^{\delta}), \quad \text{for any } \delta > 0.
\]

Note that, \(d_3(2n) = d_3(n)\), for \(k = 1, 2, 3\) and any \(n\). So

\[
C_2(2n) = C_2(n), \quad \text{for all natural numbers } n.
\]

(6)

Let \(B_n = \sum_{k=1}^{n} (-1)^{k} C_2(k)\). Then

\[
B_{2n} = \sum_{k=1}^{2n} (-1)^{k} C_2(k) = \sum_{k=1}^{n} C_2(2k) - \sum_{k=1}^{n} C_2(2k-1) = 2 \sum_{k=1}^{n} C_2(2k) - \sum_{k=1}^{2n} C_2(k).
\]

Using (6),

\[
B_{2n} = 2A_n - A_{2n}.
\]

(7)

From (3) and (7), we have that, with \(\alpha\) as in (3),

\[
B_{2n} = O(n^{\alpha}).
\]

Furthermore, this along with (5) implies that

\[
B_{2n+1} = B_{2n} - C_2(2n+1) = O(n^{\alpha}).
\]

Therefore,

\[
B_n = O(n^{\alpha}).
\]

(8)

Now consider the partial sums of the series in (1):

\[
T_n = \sum_{k=1}^{n} \left( \frac{(-1)^k C_2(k)}{k^{1/2}} \right) = \frac{B_n}{n} + \sum_{k=1}^{n} B_k \left[ k^{-1/2} - (k+1)^{-1/2} \right]
\]

\[
= O(n^{-\alpha/2}) - \sum_{k=1}^{n} B_k \left[ (k+1)^{-1/2} - k^{-1/2} \right].
\]

(9)

By the mean value theorem, \(||(k+1)^{-1/2} - k^{-1/2}|| < \epsilon k^{-3/2}|| and therefore

\[
|B_k||(k+1)^{-1/2} - k^{-1/2}| = O(k^{-3/2}).
\]

Since \(\alpha - 3/2 < -1\), \(\sum_{k=1}^{n} B_k||(k+1)^{-1/2} - k^{-1/2}\) converges absolutely. Since \(\alpha - 1 < 0\), \(\lim_{n \to \infty} T_n = -\sum_{k=1}^{\infty} B_k||(k+1)^{-1/2} - k^{-1/2}\) exists. That is, the series in (1) converges.

Q.E.D.

We now turn to the limit in (2). We need an easy lemma from calculus that will be left to the reader to verify. This lemma will also be used in the proof of Theorem 4.
Lemma: For any positive real numbers, \(a, b,\) and \(s,\) each of the following functions are strictly decreasing in \(t,\) for \(0 < t < \infty:\)
\[
\begin{align*}
    f_{1,a}(t) &= t^{-s}, \\
    f_{2,a}(t) &= t^{-s} - (t + a)^{-s}, \\
    f_{3,a}(t) &= t^{-s} - (t + a)^{-s} - (t + b)^{-s} + (t + a + b)^{-s}.
\end{align*}
\]

Theorem 2: The limit in (2) exists.
Proof: We apply the lemma to \(f_{2,a}\) with \(a = (k + 1)^2 - k^2\) and \(s = \frac{1}{2}.\) Then, if \(j > 0\) and \(k > 0\) with \(j + k > 1,\) we have
\[
f_{2,1/2}(j^2 + k^2) > f_{2,1/2}((j + 1)^2 + k^2).
\]
Explicitly this is
\[
(j^2 + k^2)^{-1/2} - (j^2 + (k + 1)^2)^{-1/2} - ((j + 1)^2 + k^2)^{-1/2} + ((j + 1)^2 + (k + 1)^2)^{-1/2} > 0.
\]

Let \(g(j,k)\) denote the left-hand side of (10). Then \((-1)^{j+k} x g(j,k)\) is the contribution to the potential at the origin due to a basic cell of four adjacent ions with the closest ion at \((j,k).\) Inequality (10) says that the contribution always has the same sign as that of the nearest ion.

Rewrite \(S_2(n)\) using the symmetries to get
\[
S_2(n) = 4Q(n) + 4X(n),
\]
where
\[
Q(n) = \sum_{k=1}^{n} \frac{(-1)^{j+k}}{[j^2 + k^2]^{1/2}},
\]
\[
X(n) = \sum_{k=1}^{n} \frac{(-1)^k}{k}.
\]
Since \(\lim_{n \to \infty} X(n) = -\ln 2,\) if we prove that \(\lim_{n \to \infty} Q(n)\) exists, then the limit in (2) will exist. We will establish a number of properties of the sequence \(\{Q(n)\}_{n=1}^{\infty},\) which will be used to prove its convergence.

Property 1:
\[
Q(2n) - Q(2n - 2) > 0, \quad \text{for all } n > 2.
\]
That is, the even indexed elements increase. To see this we group the terms of \(Q(2n) - Q(2n - 2)\) into basic cells of 4, as is illustrated in Fig. 1(a) for \(Q(6) - Q(4).\) Thus,
\[
Q(2n) - Q(2n - 2) = \sum_{i=1}^{n} g(2i - 1, 2n - 1) + \sum_{m=1}^{n-1} g(2n - 1, 2m - 1),
\]
where as before, \(g(j,k)\) denotes the left-hand side of (10). So property 1 holds.

Property 2:
\[
Q(2n + 1) - Q(2n - 1) < 0, \quad \text{for all } n > 1.
\]
That is, the odd indexed elements of the sequence decreases. Referring to Fig. 1(b) and correcting for the overlap at the \((2n,2n)\) point we are led to the following grouping:
\[
Q(2n + 1) - Q(2n - 1) = \sum_{i=1}^{n} [-g(2i - 1, 2n)] + \sum_{i=1}^{n} [-g(2n, 2i - 1)] - \left[\frac{1}{n \sqrt{2}} - 1/(n + 1)\sqrt{2}\right] < 0.
\]

Thus, the difference between successive elements goes to zero. To see this, simply note that
\[
0 < Q(2n + 1) - Q(2n) < 2/\{1 + [2n + 1]^2\}^{1/2},
\]
\[
1/\{2n + 1\}^{1/2} \to 0, \quad \text{as } n \to \infty.
\]
It is now easy to see that properties 1-4 imply that \(\lim_{n \to \infty} Q(n)\) exists.
Q.E.D.

This completes the proof of Theorem 2. Thus, we have shown that two of the most obvious methods of summing for a Madelung constant in two dimensions converge. At this point, no indication has been given that the two methods yield the same number. That this is indeed so will be shown in Sec. V.

III. THREE DIMENSIONS

In this section, the three-dimensional case will be considered. For Madelung’s constant of an NaCl-type crystal one must investigate ways of summing the elements of the following set:
\[
B = \{(\cdot - 1)^{i+k+l}/(\cdot^2 + k^2 + l^2)^{1/2}\}
\]
\[
(j,k,l)\in\mathbb{Z}^3 \setminus \{(0,0,0)\}.
\]
In analogy with the two-dimensional case we will consider the method of expanding spheres about the origin and the method of expanding cubes.

Our next theorem is a negative result, which is quite startling. Many textbooks in physical chemistry and solid state physics give the series dealt with in Theorem 3 as Madelung’s constant for a NaCl-type crystal.7,8 It also appears

\[
\text{FIG. 1. Illustrations of (a) property 1 and (b) property 2.}
\]
in research articles. Although no one sums this series directly, it is physically misleading to believe that it converges to anything.

Let \( C_0(n) \) denote the number of ways of writing \( n \) as a sum of three squares. If we consider a sphere centered at the origin in three-space, add all the elements of \( B \) that correspond to lattice points within the sphere, and then let the radius go to infinity, we are led to the infinite series

\[
\sum_{n=1}^{\infty} \frac{(-1)^n C_0(n)}{\sqrt{n}} \tag{11}
\]

**Theorem 3 (Emrulstein):** The series in (11) diverges.

**Proof:** It is interesting that the proof that the series in (11) diverges is much less sophisticated than the proof in Theorem 1 that the series in (1) converges. Our main tool is a simple estimate of the number of nonzero lattice points on or inside a sphere of radius \( r \). Call this number \( L_r \). Notice that, for \( \sqrt{n} < r < \sqrt{n + 1} \),

\[
L_r = \sum_{k=1}^{n} C_0(k).
\]

We leave to the reader the easy task of verifying that

\[
L_r - \frac{4}{3} \pi r^3 = O(r^2).
\]

This implies that

\[
\lim_{r \to \infty} L_r / r^3 = \frac{4}{3} \pi.
\]

Proceeding with a proof by contradiction we assume that

\[
\sum_{n=1}^{\infty} \frac{(-1)^n C_0(n)}{\sqrt{n}} \text{ converges.}
\]

This implies that \( e_n = C_0(n) / \sqrt{n} \to 0 \), as \( n \to \infty \). For a natural number \( N \), let \( M_N = \max \{ e_n : n > N \} \). Then \( M_N \to 0 \), as \( N \to \infty \). Fix \( N \) for the moment and consider, for \( n > N \),

\[
\frac{L_{\sqrt{n}}}{(\sqrt{n})^3} = n^{-3/2} \left[ \sum_{k=1}^{n} e_k \sqrt{k} \right] < n^{-3/2} \left[ \sum_{k=1}^{N} e_k \sqrt{k} \right] + M_N n^{-3/2} \left[ \sum_{k=N+1}^{n} \sqrt{k} \right].
\]

Now,

\[
\sum_{k=N+1}^{n} \sqrt{k} \leq \int_{N+1}^{n+1} t^{1/2} dt = \frac{1}{2} \left[ (n+1)^{3/2} - (N+1)^{3/2} \right].
\]

Inserting this in (13) implies that

\[
\frac{L_{\sqrt{n}}}{(\sqrt{n})^3} < n^{-3/2} \left[ \sum_{k=1}^{N} e_k \sqrt{k} \right] + \frac{2}{3} M_N \left[ \left( \frac{n+1}{n} \right)^{3/2} - \left( \frac{N+1}{n} \right)^{3/2} \right].
\]

Letting \( n \to \infty \), we see that \( \limsup_{n \to \infty} L_{\sqrt{n}} / (\sqrt{n})^3 \leq \frac{2}{3} M_N \), for any \( N \). Since \( M_N \to 0 \) as \( N \to \infty \), we have that

\[
\lim_{n \to \infty} \frac{L_{\sqrt{n}}}{(\sqrt{n})^3} = 0.
\]

This is a contradiction of (12). Therefore,

\[
\sum_{n=1}^{\infty} \frac{(-1)^n C_0(n)}{\sqrt{n}} \text{ diverges.}
\]

In fact, the contributions of individual spherical shells do not tend to zero.

So it is not at all appropriate to define Madelung’s constant via the method of expanding spheres. We turn to the method of expanding cubes. Let

\[
S_3(n) = \sum_{\substack{j,k,l \in \mathbb{Z} \setminus \{0,0,0\} \mid j,k,l \leq n \atop j,k,l \neq (0,0,0)}} \frac{1}{(j^2 + k^2 + l^2)^{1/2}} - n^{3/2} \left[ \sum_{k=1}^{n} C_0(k) \right] \frac{1}{\sqrt{n}}
\]

**Theorem 4:** \( \lim_{n \to \infty} S_3(n) \) exists.

**Proof:** We proceed as in the proof of Theorem 2 in Sec. II. For \( j,k,l \geq 1 \) let

\[
g(j,k,l) = (j^2 + k^2 + l^2)^{-1/2} - (j^2 + (k + 1)^2 + l^2)^{-1/2} - (j^2 + k^2 + (l + 1)^2)^{-1/2} + (j^2 + (k + 1)^2 + l^2)^{-1/2} - ((j + 1)^2 + k^2 + l^2)^{-1/2} + ((j + 1)^2 + (k + 1)^2 + l^2)^{-1/2} - ((j + 1)^2 + k^2 + (l + 1)^2)^{-1/2} + (j^2 + (k + 1)^2 + (l + 1)^2)^{-1/2} - (j^2 + k^2 + (l + 1)^2)^{-1/2}.
\]

Then, \( \sum_{j,k,l}(j,k,l) \) represents the contribution to the potential at the origin of a basic unit cell whose closest corner is at \( (j,k,l) \). An appropriate use of the monotonicity of \( f_{j,k,l} \) from the lemma in Sec. II shows that \( g(j,k,l) > 0 \), for all \( j,k,l > 1 \).

Let

\[
h(k,l) = (2k^2 + l^2)^{-1/2} - (2k^2 + (l + 1)^2)^{-1/2} - (2k^2 + l^2)^{-1/2} - (2k^2 + (l + 1)^2)^{-1/2}.
\]

Using \( f_{j,k,l} \), we get that \( h(k,l) > 0 \), for all \( k,l > 1 \).

Let \( P(n) \) denote that part of \( S_3(n) \) that comes from the positive octant. That is, for \( n > 1 \),

\[
P(n) = \sum_{j,k,l=1}^{n} \frac{(-1)^{j+k+l}}{(j^2 + k^2 + l^2)^{1/2}}.
\]

Then in a manner similar that used for the \( Q(n) \)'s, it can be shown that \( \lim_{n \to \infty} P(n) \) exists. We proceed with the details of this demonstration.

The following identities are most easily seen by drawing a three-dimensional version of Fig. 1, but they can be verified directly:

\[
P(2n + 1) - P(2n - 1) = 3 \sum_{k=1}^{n} g(2n,2k - 1,2l - 1) + 3 \sum_{l=1}^{n} h(2n,2j - 1) + (1/\sqrt{3})(1/2n - 1/2(2n + 1)), \tag{14}
\]
Both (14) and (15) hold for all \( n > 1 \). From (14) and (15) we get the properties of odd or even element monotonicity of the sequence of \( P(n) \)'s.

**Property 1':**
\[
P(2n) - P(2n - 2) < 0, \quad \text{for all } n > 2.
\]

**Property 2':**
\[
P(2n + 1) - P(2n - 1) > 0, \quad \text{for all } n > 1.
\]

Notice that the inequalities are reversed from those of properties 1 and 2 in the two-dimensional case. To get the analogs of properties 3 and 4 for the \( P(n) \)'s we need to refer to the lemma one final time. For \( n, j, k > 1 \), let
\[
h_0(n, j, k) = \frac{1}{2} (n^2 + j^2 + k^2)^{-1/2} - \frac{1}{2} (n^2 + (j + 1)^2 + k^2)^{-1/2} - \frac{1}{2} (n^2 + (j + 2)^2 + k^2)^{-1/2} + \frac{1}{2} (n^2 + (j + 1)^2 + (k + 1)^2)^{-1/2}.
\]

With \( a = (k + 1)^2 - k^2 \),
\[
h_0(n, j, k) = f_{2,1/2}(n^2 + j^2 + k^2) - f_{2,1/2}(n^2 + (j + 1)^2 + k^2),
\]
which is positive for all \( n, j, k > 1 \).

With this notation
\[
P(2n + 1) - P(2n) = -3 \sum_{k=1}^{n} h_0(2n + 1, j, 2k - 1) - 3 \sum_{k=1}^{n} [(2(2n + 1)^2 + 2l - 1)^{1/2} - (2(2n + 1)^2 + 2l)^{-1/2}] - 1/((2n + 1)^{3/2}).
\]

This leads to the following property.

**Property 3':**
\[
P(2n + 1) - P(2n) < 0, \quad \text{for all } n > 1.
\]

Therefore, the decreasing even indexed elements are all greater than the increasing odd indexed elements. To see that there is a unique limit to the sequence of the \( P(n) \)'s, we only need the last property, which implies that the distance between successive terms approaches zero. This follows from (16) and
\[
P(2n + 1) - P(2n) > -3/((2n + 1)^{3/2} - 1/((2n + 1)^{3/2}).
\]

To verify (17) let
\[
x_j = \sum_{k=1}^{2n} \frac{(-1)^{j+k}}{((2n + 1)^2 + j^2 + k^2)^{1/2}}, \quad \text{for } 1 < j < 2n + 1.
\]

Using the function \( h_0 \) defined above, write
\[
|x_j| - |x_{j+1}| = \sum_{k=1}^{n} h_0(2n + 1, j, 2k - 1) > 0.
\]

Note that \( x_j \) itself is an alternating sum of decreasing terms, so the sign of \( x_j \) is \((-1)^j\). With (18), this implies that
\[
0 > \sum_{j=1}^{2n+1} x_j > x_{j+1} > -\frac{1}{((2n + 1)^2 + 2)^{1/2}}.
\]

Then,
\[
P(2n + 1) - P(2n) = 3 \sum_{j=1}^{2n+1} x_j - \frac{1}{(2n + 1)^{3/2}} > -\frac{3}{((2n + 1)^2 + 2)^{1/2}} - \frac{1}{(2n + 1)^{3/2}}.
\]

So (17) holds. Thus, the following property has been established.

**Property 4':**
\[
\lim_{n \to \infty} P(2n + 1) - P(2n) = 0.
\]

Properties 1'–4' imply that \( \lim_{n \to \infty} P(n) \) exists.

Finally,
\[
S_3(n) = 8P(n) + 8Q(n) + 6X(n),
\]
where, as before,
\[
Q(n) = \sum_{j,k=1}^{n} \left(\frac{-1}{\sqrt{j^2 + k^2}}\right),
\]
and
\[
X(n) = \sum_{k=1}^{n} \left(\frac{-1}{\sqrt{k}}\right).
\]

Since each of the terms on the right-hand side of (19) approach a limit as \( n \to \infty \), we have that \( \lim_{n \to \infty} S_3(n) \) exists.

**Remark 1:** Although this method of summing over expanding cubes is not rapidly convergent, it is extremely well behaved. The alternation of the \( P(n) \) and \( Q(n) \) above and below their limiting values provide precise error bounds, which may be useful in theoretical considerations.

**Remark 2:** The work of Campbell* must be mentioned at this point. He states general conditions on a doubly indexed series and concludes a convergence result, which is stronger than Theorem 2 above. However, there is a serious error in his proof and his general theorem is false. A simplified version of Campbell's claimed result would be the following: Let \( \{a_{ij}\}_i \subseteq \mathbb{R} \) be a doubly indexed "sequence" of reals satisfying (A) for all \( i \), \( \{a_{ii}, |a_{i2}|, |a_{i3}|, \ldots\} \) is a monotonically decreasing sequence with \( \lim_{j \to \infty} a_{ij} = 0 \), and for all \( j \), \( \{a_{ij}, |a_{ij}|, \ldots\} \) is a monotonically decreasing sequence with \( \lim_{i \to \infty} a_{ij} = 0 \) and (B) the sign of \( a_{ij} \) is \((-1)^{i+j}+1\). Then \( \sum_{i=1}^{\infty} a_{ij} \) exists.

Here is a counterexample to this claim. Let the \( a_{ij} \)'s be defined as in the array in Table I. Let

| Table 1. The \( ij \)-th entry in the array is denoted \( a_{ij} \), to form a counterexample to the general convergence result claimed by Campbell. |
|---|---|---|---|---|---|
| \( i \) | \( j \) | \( 1 \) | \( 2 \) | \( 3 \) | \( 4 \) |
| 1 | 1 | -1 | -1 | -1 | -1 |
| 2 | -1 | -10^{-2} | -10^{-3} | -10^{-4} | -10^{-5} | -10^{-6} |
| 3 | 1 | -1 | -1 | -1 | -1 | -1 |
| 4 | -1 | -10^{-3} | -10^{-4} | -10^{-5} | -10^{-6} | -10^{-7} |
| 5 | 1 | -1 | -1 | -1 | -1 | -1 |
| 6 | -1 | -10^{-4} | -10^{-5} | -10^{-6} | -10^{-7} | -10^{-8} |
| ... | ... | ... | ... | ... | ... | ... |
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Clearly, each $U_i$ exists and the sign of $U_i$ is $(-1)^{i+1}$. The odd indexed $U_i$ are all positive and easily calculated:

$$U_1 = \ln 2 = 1/1 \times 2 + 1/3 \times 4 + 1/5 \times 6 + \cdots,$$

$$U_3 = \ln 2 + 1 = 1/2 \times 3 + 1/4 \times 5 + 1/6 \times 7 + \cdots.$$ 

In general,

$$U_{2k-1} = (-1)^{k+1} \left[ \ln 2 - (1 - \frac{1}{2} + \cdots + (-1)^k / (k-1)) \right] = \sum_{j=1}^{k-1} \frac{1}{(k+2j)(k+2j+1)}, \quad k \geq 2.$$

Any $U_{2k}$ is negative and given by

$$U_{2k} = \sum_{j=k+1}^{\infty} \frac{1}{10^j} = -\frac{10^{-k}}{9}.$$ 

Note, that

$$\sum_{k=1}^{\infty} U_{2k} = -\frac{1}{9} \left( \sum_{k=1}^{\infty} 10^{-k} \right) = -\frac{1}{81}.$$ 

On the other hand

$$\sum_{k=1}^{\infty} U_{2k-1} = \sum_{k=1}^{\infty} \frac{1}{(k+1) + (k+2)(k+3) + \cdots}$$

$$= \sum_{n=1}^{\infty} \left( \frac{1}{n(n+1) + (n+1)\cdots} \right) - \sum_{n=1}^{\infty} \frac{1}{2n-1} \int_{n^2}^{\infty} \frac{1}{t^2} dt$$

$$= \frac{1}{2} \sum_{n=1}^{\infty} \frac{1}{n} = \infty.$$ 

Since the sum of the positive terms diverge and the sum of the negative terms converge, it follows that $\lim_{n \to \infty} \Sigma_{i=1}^{n} U_i$ does not exist.

Thus,

$$\sum_{n=1}^{\infty} \left( \sum_{i=1}^{n} a_{ij} \right)$$

diversifies,

even though it satisfies Campbell’s conditions for convergence. Campbell goes on to claim that the analogous result holds for any dimension and that one could also prove convergence if one summed by expanding rectangles. Both these statements are unfounded.

**Remark 3:** In light of the above, it appears that there is no simple proof in the literature of the convergence of any of the most elementary direct summation methods. That is why the detailed proofs of Theorems 2 and 4 are given. E. M. Reza’s result (Theorem 3) indicates that a noncasual approach is justified.

**Remark 4:** The proofs given to Theorems 2 and 4 are simple and intuitive, based as they are on the fact that the contribution of a basic unit cell to the sum is always of the sign of the nearest point in the cell to the origin. We have abstracted this property and have obtained quite general convergence results for multidimensional alternating series. These results will be published elsewhere. We will point out later that Theorems 2 and 4 also follow from the deeper considerations of the next section.
\[
\theta_{a}(e^{-t}) = \sum_{n = -\infty}^{\infty} (-1)^{n}e^{-nt}, \quad 0 < t < \infty.
\]  
(22)

For a continuous function \( f(t) \) defined for \( 0 < t < \infty \), bounded as \( t \to 0 \) and decaying sufficiently fast as \( t \to \infty \), one can define a normalized Mellin transform \( M_{s}(f) \) for \( Re s > 0 \) by

\[
M_{s}(f) = \Gamma^{-1}(s) \int_{0}^{\infty} ft^{s-1} dt,
\]
where \( \Gamma \) is the usual gamma function given by

\[
\Gamma(s) = \int_{0}^{\infty} e^{-t} t^{s-1} dt, \quad \text{for } Re s > 0.
\]

Of course, \( \Gamma \) and \( \Gamma^{-1} \) are analytic functions on \( Re s > 0 \). A useful property of the Mellin transform is that for \( a > 0 \) and \( f \) such that its Mellin transform exists, \( M_{s}((t)f) = M_{s}(f)/a^{s} \), where \( \tau_{s}(f) = f(at) \) for all \( t > 0 \). In particular,

\[
M_{s}(e^{-at}) = \Gamma(s)/a^{s}, \quad \text{for } a > 0.
\]

Consider now a truncation of the series for \( \theta_{a} \). For some positive integer \( m \), let \( \phi_{m}(q) = \sum_{m = -m}^{m} (-1)^{q}q^{s} \). If \( m \in \mathbb{N} \), say \( m = (m_{1},...,m_{N}) \), then let \( m = \min \{m_{1},...,m_{N} \} \). We wish to approximate the \( N \)th power of \( \theta_{a} \) with products of \( \phi_{m} \). For \( 0 < t < \infty \),

\[
\begin{align*}
\left| \theta_{a}^{n}(e^{-t}) - \prod_{i=1}^{N} \phi_{m_{i}}(e^{-t}) \right| & \\
& < \left| \prod_{i=1}^{N} \left[ \theta_{a}(e^{-t}) - \phi_{m_{i}}(e^{-t}) \right] \right| \\
& + \phi_{m_{i}}(e^{-t}) - \prod_{i=1}^{N} \phi_{m_{i}}(e^{-t}) \\
& = \prod_{i=1}^{N} b_{i} a_{i} - \prod_{i=1}^{N} a_{i},
\end{align*}
\]

(24)

where \( a_{i} = \phi_{m_{i}}(e^{-t}) \) and \( b_{i} = \left| \theta_{a}(e^{-t}) - \phi_{m_{i}}(e^{-t}) \right| \). Note that \( 0 < b_{i}, a_{i} < 1 \), for \( i = 1,...,N \) and the last expression in (24), \( \Pi_{i=1}^{N} b_{i} a_{i} - \Pi_{i=1}^{N} a_{i} \), represents the difference in volume between an \( N \)-box of side lengths \( b_{i}, a_{i}, i = 1,...,N \) and one of side lengths \( a_{i}, i = 1,...,N \). Clearly \( \Pi_{i=1}^{N} b_{i} a_{i} - \Pi_{i=1}^{N} a_{i} \) for \( \theta_{a}^{n}(e^{-t}) - \phi_{m_{i}}(e^{-t}) \) is the maximum \( b_{i} \) and \( \left| \theta_{a}(e^{-t}) - \phi_{m_{i}}(e^{-t}) \right| \). So (24) becomes

\[
\left| \theta_{a}^{n}(e^{-t}) - \prod_{i=1}^{N} \phi_{m_{i}}(e^{-t}) \right| < N2^{N}e^{-mt}.
\]

(25)

We also need the Mellin transform of \( \prod_{i=1}^{N} \phi_{m_{i}}(e^{-t}) - 1 \), which is easily found using linearity and (23):

\[
M_{s} \left[ \prod_{i=1}^{N} \phi_{m_{i}}(e^{-t}) - 1 \right] = M_{s} \left[ \sum_{|m| \leq m_{i}} (-1)^{m}e^{-|m|t} \right] = \sum_{|m| \leq m_{i}} (-1)^{m} \left| |m| \right|^{s} = d^{m}(2e).
\]

(26)

The prime on the summation sign indicates that the \( n = 0 \) term is omitted.

We are now ready for the main theorems of this section.

Define \( F(s) = M_{s} \left[ \theta_{a}^{n}(e^{-t}) - 1 \right] \) whenever it exists.

Theorem 5: The Mellin transform \( F(s) \) of \( \theta_{a}^{n}(e^{-t}) - 1 \) exists and is analytic for all \( s \) with \( Re s > 0 \). Furthermore \( F \) provides an analytic continuation of \( d_{N}(2s) \) to the region \( Re s > 0 \).

Theorem 6: For any \( m \in \mathbb{Z}^{n}, \ m_{i} \geq 0 \), \( m = \min \{m_{1},...,m_{N} \} \) \( 1 < \min \{m_{1},...,m_{N} \} \) and \( Re s > 0 \)

\[
F(s) - d^{m}(2s) < N2^{N}1(Re s)/m^{2Re s}1(t(s)).
\]

(27)

Proof (of Theorems 5 and 6 combined): Let \( s \) be a complex number such that \( Re s > 0 \). Since

\[
0 < 1 - \theta_{a}^{n}(e^{-t}) < N \left[ 1 - \theta_{a}(e^{-t}) \right] < Ne^{-t},
\]

for all \( 0 < t < \infty \),

then

\[
\int_{0}^{\infty} \left| \theta_{a}^{n}(e^{-t}) - 1 \right| t^{s-1} dt < N 2^{N}1(Re s)/m^{2Re s}1(t(s))
\]

exists. Using (25) and (26), with \( m \) as in Theorem 6,

\[
F(s) - d^{m}(2s) < N 2^{N}1(Re s)/m^{2Re s}1.
\]

Thus (27) holds. In turn, (27) implies that \( F(s) \) can be uniformly approximated by the \( d^{m}(2s) \) on any region of the form \( R_{s} = \left\{ s:|s| < M \text{ and } Re s > \delta \right\} \). To see this let \( K \) be an upper bound for the continuous function \( N2^{N}(Re s)/|t(s)| \) on the closure of \( R_{s} \). Then, for any \( s > 0 \) and any \( m \) such that

\[
\min \{m_{1},...,m_{N} \} > (K/e)^{1/2N},
\]

\[
F(s) - d^{m}(2s) < e, \quad \text{for all } s \in R_{s}.
\]

Since \( e \) is arbitrary and \( d^{m} \) is analytic, \( F(s) \) is analytic on \( R_{s} \), for any \( \delta > 0 \) and \( 0 < \delta < \infty \). Therefore \( F(s) \) is analytic on \( Re s > 0 \). Finally, it is now clear that \( F(s) \) agrees with \( d_{N}(2s) \) if \( Re s > N/2 \). Thus \( F(s) \) is an analytic continuation of \( d_{N} \).

Q.E.D.

In light of Theorem 5, we will drop the use of \( F \) and write \( d_{N}(2s) = M_{s} \left[ \theta_{a}^{n}(e^{-t}) - 1 \right] \) for \( Re s > 0 \).

A rigorous mathematical definition can now be given for Madelung's constant.

Definition: For a three-dimensional NaCl-type ionic crystal, Madelung's constant is the number

\[
d_{N}(1) = M_{1/2} \left[ \theta_{a}^{n}(e^{-t}) - 1 \right].
\]

(28)

Of course, this is the very number that has been approximated by many different methods over the years. We have just given a definition that avoids all the ambiguities of meaning that have existed. The uniqueness of analytic continuation explains the special significance of this particular sum of elements of
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Formula (27) emphasizes the strong connection between the integral transformation methods and the direct summation methods. In fact, it is worthwhile to formulate a corollary to Theorem 6, which gives explicit error bounds for a finite sum approximation to Madelung's constant.

**Corollary 1.** Let $m_i > 0$, for $i = 1, 2, 3$ and $m = \min\{m_1, m_2, m_3\}$. Then

$$|d_3(1) - \sum_{(l,j,k) \in \mathbb{Z}/(0,0)} \frac{(-1)^{l+j+k}}{(l^2 + j^2 + k^2)^{3/2}}| < \frac{12}{m}.\]$$

**Remark 5:** The above corollary says the Madelung's constant for NaCl can be obtained, not only by expanding cubes, but by expanding any rectilinear shape and the order of convergence is the inverse of the minimum dimension. In fact, it is permissible to let some coordinates go to infinity before others.

**Remark 6:** Of course Theorems 2 and 4 follow immediately from Theorems 5 and 6 but we preferred to present the simple direct proofs of Secs. II and III for the reasons given in Remark 4.

### V. BACK TO TWO DIMENSIONS

In this section we consider the analyticity of various methods of summing the elements of the set

$$A_s = \{(-1)^{l+j+k}/(l^2 + j^2 + k^2)^{3/2} : (l,j,k) \in \mathbb{Z}/(0,0)\}.\]$$

From Theorem 6, it follows that the method of expanding squares leads to $d_2(2s)$, which is analytic for $Re s > 0$. In fact, expanding rectangles of any shape with sides parallel to the axes lead to $d_2(2s)$. In Theorem 1, we showed that the method of expanding circles converged when $s = \frac{3}{4}$, but there is no reason to believe that $d_2(1)$ is obtained unless one shows that the appropriate function is analytic. Using the notation of Sec. II, let

$$G(s) = \sum_{n=1}^{\infty} \frac{(-1)^n C_2(n)}{n^s},\]$$

whenever the right-hand side converges. Then $G(s)$ is the sum of the elements of $A_s$, obtained by expanding circles.

**Theorem 7:** The function $G(s)$ exists and is analytic for $Re s > \frac{1}{2}$. Thus, $G(s) = d_2(2s)$ if $Re s > \frac{1}{2}$; in particular, $d_2(1) = \sum_{n=1}^{\infty} (1 - 1/n^2) C_2(n)/n^{3/2}$.

**Proof:** As in the proof of Theorem 1, let $B_n = \sum_{k=1}^{\infty} (-1)^k C_2(k)$. By (8),

$$B_n = O(n^{1/3} - \eta), \]$$

for some $\eta > 0$.\] (30)

Define $G_n(s)$ for all $s$ with $Re s > 0$ by

$$G_n(s) = \sum_{k=1}^{n} \frac{(-1)^k C_2(k)}{k^s}.\]$$

As in (9),

$$G_n(s) = \frac{B_n}{(n+1)^s} + \sum_{k=1}^{n} B_k \frac{k - s - (k + 1)^{-1}}{k}.\]$$

By (30), if $Re s > \frac{1}{2}$, then $|B_n/(n+1)^s| \to 0$, uniformly in $s$. Note that

$$|k^{-s} - (k + 1)^{-1}| = \int_k^{k+1} \frac{t^{-s} - (k + 1)^{-1}}{t - (Re s + 1) t} dt < |s| |k - (Re s + 1)|.\]$$

So for $sec R_m = \{z: Re z > \frac{1}{2}, |z| < M\}$ with $M$ a fixed positive number and $1 < N < N'$,

$$\left| \sum_{k=N}^{N'} B_k (k - s - (k + 1)^{-1}) \right| < \sum_{k=N}^{N'} |B_k| |k^{-s} - (k + 1)^{-1}|$$

$$< K \sum_{k=N}^{N'} k^{1/3 - \epsilon} |k^{-s} - (k + 1)^{-1}|$$

by (30)

$$< KM \sum_{k=N}^{N'} k^{1/3 - \epsilon - Re s - 1}$$

by (32)

$$< KM N^{-1/3} - \epsilon - Re s - 1$$

uniformly for $sec R_m$. Thus, the sequence of functions $\{G_n(s)\}_{n=1}^{\infty}$ is uniformly Cauchy on $sec R_m$ and it converges uniformly to a limit function $G(s)$. Furthermore, each $G_n(s)$ is analytic, so $G(s)$ is analytic for $sec R_m$. Since $M$ is arbitrary, $G(s)$ exists and is analytic for all $s$ with $Re s > \frac{1}{2}$. Q.E.D.

**Remark 7:** It is not known what the minimum non-negative $\beta$ is, such that $G(s)$ exists for all $s$ with $Re s > \beta$. However, if we consider another method of summing the elements of $A_s$, we can get a very complete and illuminating analysis. This is the method of expanding diamonds.

For each $k = 1, 2, 3, \ldots$, and complex $s$ with $Re s > 0$, let

$$\delta_k(s) = \sum_{j=0}^{k} ((k - j)^2 + j^2)^{-1/2}.\]$$

For each $n = 1, 2, 3, \ldots,$ let

$$\Delta_n(s) = 4 \sum_{k=1}^{n} ((-1)^k \delta_k(s) - 4 X_n(s),\]$$

where $X_n(s) = \sum_{k=1}^{n} ((-1)^k/k^2).$ Note that $\Delta_n(s)$ counts the contributions within the diamond $|k| + |j| < n$. Now, $\lim_{n \to \infty} X_n(s) = \sum_{k=1}^{\infty} ((-1)^k/k^2) = -\eta(s)$ and $\eta$ is known to be analytic for $Re s > 0$. Therefore, in order to determine for which $s$ the limit of the $\Delta_n(s)$ exists and is analytic, it is sufficient to analyze $\sum_{k=1}^{\infty} ((-1)^k \delta_k(s)$. We begin by establishing a number of facts about the sequence of $\delta_k$.

**Proposition 2:** (a) $\lim_{k \to \infty} \delta_k(s) = \sqrt{2} \ln (\sqrt{2} + 1).$ Thus $\sum_{k=1}^{\infty} ((-1)^k \delta_k(s))$ diverges.

(b) For real $r > \frac{1}{2}$, $\delta_{k-1}(r) \delta_k(r) = k = 2, 3, 4, \ldots.$

(c) $\sum_{k=1}^{\infty} ((-1)^k \delta_k(s)$ exists and is analytic for $Re s > \frac{1}{2}.$

**Proof:**

$$\delta_k(1/2) = \sum_{j=0}^{k} ((k - j)^2 + j^2)^{-1/2}$$

$$= \sum_{j=0}^{k} \left[ \left( \frac{1}{k} \right)^2 - \left( \frac{j}{k} \right)^2 \right]^{-1/2}$$

$$\int_{0}^{1} \left[ (1 - t^2 + t^2)^{-1/2} dt \right] \]$$

as $k \to \infty$

$$= \sqrt{2} \ln (\sqrt{2} + 1).$$
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For the proofs of (b) and (c) it is very convenient to introduce the following function. For \(R \geq \frac{1}{2}\), let
\[
V(s) = 2s(2^n) \int_0^{\pi/4} \cos^{2n} \theta \, d\theta - 1.
\]
Then \(V\) is continuous and \(V(j) = 0\). If \(R > \frac{1}{2}\), then
\[
\delta_{k-1}(r) - \delta_k(r) = \sum_{j=1}^{k-1} \left[ (k-j)^2 + (j-1)^2 \right]^{-r} - \left[ (k-j)^2 + j^2 \right]^{-r} - k^{-2r}
\]
\[
= \sum_{j=1}^{k-1} \int_{j-1}^{j} \frac{2rt \, dt}{[(k-j)^2 + t^2]^{r+1}} - k^{-2r} > \sum_{j=1}^{k-1} \int_{j-1}^{j} \frac{2rt \, dt}{[(k-t)^2 + t^2]^{r+1}} - k^{-2r}
\]
\[
= \int_{0}^{\pi/4} \frac{2rt \, dt}{[(k-t)^2 + t^2]^{r+1}} - k^{-2r} = - k^{-2r} \left[ \int_{0}^{\pi/4} \frac{2rt \, dt}{[(1-u^2) + u^2]^{r+1}} - 1 \right]
\]
\[
= - k^{-2r} \left( \int_{0}^{\pi/4} (2 \cos^2 \theta) \, d\theta - 1 \right) \quad (\tan \theta = 2v)
\]
\[
= - k^{-2r} V(r) > 0.
\]
That is, \(\delta_{k-1}(r) > \delta_k(r)\), for \(R > \frac{1}{2}\), \(k = 2, 3, 4, \ldots\).

To prove (c), let \(\varepsilon > 0\) and \(M < \infty\) be arbitrary. Let
\[
R = \{ z; \text{Re} \, z > \frac{1}{2} + \varepsilon \text{ and } |z| < M \}.
\]
For \(z \in R\), let \(r = \text{Re} \, z\). For \(k \geq 2\), we can write
\[
\delta_{k-1}(s) - \delta_k(s) = \sum_{j=1}^{k-1} \int_{j-1}^{j} \frac{2st \, dt}{[(k-j)^2 + t^2]^{r+1}} + (k-1)^{-2s} - 2k^{-2s}.
\]
Thus,
\[
|\delta_{k-1}(s) - \delta_k(s)| \leq \sum_{j=1}^{k-1} \int_{j-1}^{j} \frac{2st \, dt}{[(k-j)^2 + t^2]^{r+1}} + 3(k-1)^{-2s} < 2M \sum_{j=1}^{k-1} \int_{j-1}^{j} \frac{t \, dt}{[(k-j)^2 + t^2]^{r+1}} + 3(k-1)^{-2s}
\]
\[
= 2M \int_{0}^{\pi/4} \frac{u \, du}{[(1-u^2) + u^2]^{r+1}} + 3(k-1)^{-2s}
\]
\[
= (k-1)^{-2s} \left( 2M \int_{0}^{\pi/4} \frac{u \, du}{[(1-u^2) + u^2]^{r+1}} + 3 \right) = (k-1)^{-2s} \left[ (M/r) V(r) + (M/r) + 3 \right] < (k-1)^{-2s} C,
\]
where \(C\) is the maximum of the continuous function \((M/r) V(r) + M/r + 3\) for \(\frac{1}{2} + \varepsilon < r < M\). Now, for each \(n\), \(\sum_{k=1}^{\infty} \delta_{2k-1}(s) - \delta_{2k}(s)\) is an analytic function of \(s\) for \(\text{Re} \, s > \frac{1}{4}\) and
\[
\sum_{k=1}^{\infty} (-1)^k \delta_k(s) = \lim_{n \to \infty} \left[ - \sum_{k=1}^{n} \delta_{2k-1}(s) - \delta_{2k}(s) \right]
\]
exists uniformly on \(R\), by (35) and the Weierstrass M test. Since \(\varepsilon > 0\) and \(M < \infty\) are arbitrary, (c) has been established.

We can now describe the behavior of the diamond sums.

**Theorem 8:** For each complex number \(s\) with \(\text{Re} \, s > 0\) and each \(n = 1, 2, \ldots\), let
\[
\Delta_n(s) = \sum_{k=1}^{n} (-1)^i \left[ \sum_{i+j+k = i} \left[ j^2 + k^2 \right]^{-1} \right].
\]

Then \(\lim_{n \to \infty} \Delta_n(s)\) exists and is analytic for \(\text{Re} \, s > \frac{1}{4}\). Although \(\Delta_n(i)\) fails to converge,
\[
d_{2,i}(1) = \lim_{r \to 1/2} (\lim_{n \to \infty} \Delta_n(r)).
\]

**Proof:** These claims all follow immediately from Proposition 2.

**Remark 8:** Further analysis along the lines of Proposition 2 shows that although
\[
\sum_{i=1}^{\infty} (-1)^i \left[ \sum_{i+j+k = i} \left[ j^2 + k^2 \right]^{-1/2} \right]
\]
is divergent, it is Cesaro summable or Abel summable to \(d_{2,i}(1)\).
The diamond sums provide a nice illustration of how a method of summing the elements of $A_s$ can be analytic in $s$ for $\text{Re } s$ large, then with decreasing $\text{Re } s$, this analyticity fails at a specific point. With the diamond sums it happens to be at $\frac{1}{2}$, with expanding squares or rectangles it is at $0$. It is not clear where the expanding circles fails; it is at some point less than $\frac{1}{2}$. In three dimensions the method of expanding spheres fails at some point greater then $\frac{1}{4}$.

VI. THE HEXAGONAL LATTICE

As an illustration of what is obtained when one studies other crystal lattices in the above manner, we include a brief summary of results on Madelung’s constant of a two-dimensional regular hexagonal lattice with ions of alternating unit charge.

In order to obtain a tractable expression for the terms appearing in the lattice sum, choose a coordinate system with an angle of $\phi = \pi/3$ between the positive axes. Then an arbitrary site in the lattice has coordinates $(n,m)$ with $n$ and $m$ integers. A charge of $+1$, $-1$, or $0$ is attached to that site in a regular fashion (see Fig. 2). By considering the two parallelograms indicated in Fig. 2, one can see that this charge may be expressed by

$$q(n,m) = \begin{cases} 1 & -\sin(n\theta)\sin((m-1)\theta) + \sin((m+1)\theta)\sin((n+1)\theta) \quad \theta = 2\pi/3. 
\end{cases}$$

The distance of the point $(n,m)$ from the origin is given by

$$||\overrightarrow{OM}|| = [(n+m/2)^2 + 3m/2]^{1/2}.$$

The set of numbers to be summed is then

$$C_s = \{(n,m)/\overrightarrow{OM}||^2: (n,m) \in \mathbb{Z}^2/(0,0)\},$$

for $\text{Re } s > 0$.

As before, the elements of $C_s$ are absolutely summable for $\text{Re } s > 1$ and we wish an analytic continuation of their sum to a region which includes $s = \frac{1}{4}$. Arguments, like those used for the diamond sums, will show that direct summation by expanding shells of hexagons will converge analytically for $\text{Re } s > \frac{1}{4}$ and even have a limit as $s$ approaches $\frac{1}{4}$ from the right. However, for precise calculation purposes an analytic continuation via the integral transform methods is far superior. Let

$$H_s(2s) = \sum_{(n,m) \in \mathbb{Z}^2/(0,0)} \frac{q(n,m)}{||\overrightarrow{OM}||^{2s}},$$

for $\text{Re } s > 1$. Then $H_s$ is an analytic function of $s$ and the series converges absolutely. Substituting the expression for $q(n,m)$ and using elementary trigonometric identities yields

$$H_s(2s) = \frac{2}{3} \sum_\Delta \cos((m-n)\theta) \frac{1}{||\overrightarrow{OM}||^{2s}} - \frac{1}{3} \sum_\Sigma \sin((m-n)\theta) \frac{1}{||\overrightarrow{OM}||^{2s}},$$

where $\Sigma'$ indicates the sum is over $(n,m) \in \mathbb{Z}^2/(0,0)$. By symmetry considerations, the second term in the right-hand side of (38) is zero. Further manipulation of theta functions (using the modular equation of order 3) produces a rectangular sum

$$H_s(2s) = (1 - 3^{1-\eta}) \left[ \sum_\Delta \frac{1}{(n^2 + 3m^2)^s} - \frac{1}{2} \sum_\Sigma \frac{\epsilon^s}{(n^2 + 3m^2)^s} \right].$$

A theta function identity due to Cauchy and a Mellin transform yields

$$H_s(2s) = 3(1 - 3^{1-\eta})\xi(s)L_{-3}(s),$$

where $\xi(s)$ is the standard zeta function ($\zeta_{n+1}(n^{-s})$) and $L_{-3}(s) = 1 - 2^{-s} + 4^{-s} - 5^{-s} + 7^{-s} - 8^{-s} + \ldots$.

The formula (40) can also be deduced directly from (38) by using results in Sec. IV of Glasser and Zucker.1 While the intermediate sums (39) and (40) are only analytic for $\text{Re } s > 1$, the standard continuation of the zeta function,

$$\xi(s) = \sum_{n=1}^{\infty} (-1)^n n^{-s} = \frac{1}{\zeta(2s)},$$

gives

$$H_s(2s) = 3(1 - 3^{1-\eta})(1 - 2^{1-\eta})^{-1} \xi(1/2)L_{-3}(1/2).$$

This can be considered as a solution to this lattice sum problem, as both $\xi(s)$ and $L_{-3}(s)$ can be rapidly calculated by known techniques. At $s = 1$, we have an exact result:

$$H_s(2) = \sqrt{3}\pi\log 3.$$
We have provided a unity to the concept of Madelung's constant by the use of analytic continuation of a complex function. Thus, although conditionally convergent when summed by expanding squares (or cubes), other methods of summing will provide the same answer provided that they are "analytic" in the correct sense. We have provided an analysis of the expanding circles and expanding diamonds methods in two dimensions to illustrate this point.

Perhaps the most important results are those in Sec. IV, rationalizing the integral transformation methods with the direct summation methods. These integral transform methods are the most useful in practice as they lead to very rapidly convergent series.

In the course of these investigations we have encountered many curious facts, most of which are probably known to experts in the area. However, the formulas (42) and (43) seem to be unknown and may be of sufficient interest to have been included; at least, as an illustration that the techniques of analytic continuation are applicable to other lattices.
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