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ABSTRACT

We present a novel marketing method for consumer trend detection from online user generated content, which is motivated by the gap identified in the market research literature. The existing approaches for trend analysis generally base on rating of trends by industry experts through survey questionnaires, interviews, or similar. These methods proved to be inherently costly and often suffer from bias. Our approach is based on the use of information extraction techniques for identification of trends in large aggregations of social media data. It is cost-effective method that reduces the possibility of errors associated with the design of the sample and the research instrument. The effectiveness of the approach is demonstrated in the experiment performed on restaurant review data. The accuracy of the results is at the level of current approaches for both, information extraction and market research.
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CHAPTER 1  INTRODUCTION

Market research (MR) refers to any effort to gather information about markets or customers (McQuarrie, 2006). Market researchers are challenged to constantly watch for trends in the marketplace and the industry environment. Changes in the market are important because they often lead to new opportunities and threats for the company. Some examples may include changes in price sensitivity, demand for variety, level of emphasis on nutritional content, etc. Knowledge of consumer opinions and needs gained from market analysis and research is a base for business strategy (Kao, 1989). It provides objective data for decision making and validates the proposed business or product idea by confirming an existing customer demand and unfilled market niche. It may also serve as an inspiration or a starting point for product development team.

Typically companies conduct market research by collecting primary information directly from the source through focus groups, surveys, interviews, and secondary information available through credible sources such as governmental resources, industry publications, associations, etc. (Entrepreneur, 2010). However, there are several disadvantages to this standard approach. Firstly, traditional market research is based on selecting respondents and asking them sets of questions. The respondents who agree to do surveys might not be typical of the broader customer base. For example, they might be more satisfied with the product. Moreover, usually few people are willing to be a subject of the study, thus sample data may not be a representative of the target population (McGivern, 2009). Secondly, the questions asked by organizations represent their own agenda; they do not necessarily reveal the topics that consumers find important (Poynter, 2010). Thirdly, standard methods are very time consuming. Researcher needs to develop questions, find
respondents and arrange appointments with them. The whole process may be very lengthy and when completed the information may already be dated. Finally, conduction of research by using these methods may be costly. Some of these methods, such as focus groups, require a professional facilitator. Supplementary costs may include remuneration of the participants of survey, rent of a room for observations, etc.

Recently, the emergence of Internet-based social media has provided an opportunity to start a new kind of conversation among consumers and companies, creating new opportunities for organizations to understand consumers and connect with them instantly (Harvard Business Review Analytic Services, 2010). Laudon and Guercio Traver (2010) describe user content generation and social networking as a feature of e-commerce technology that enabled merchants to know much more about consumers and to be able to use this information effectively. In scholarly studies that consider how user generated content may benefit firms, the majority have focused on its use for consumer engagement and product promotion. Little is known about how the information generated by social media users can be leveraged for market research. In this study, this gap is addressed by showing that extracting and analyzing knowledge accumulated in the vast store of user generated content can yield tangible and actionable information for business and entrepreneurs.

1.1 RESEARCH QUESTION AND OBJECTIVE

The main objective of this research is to provide a methodology designed to help entrepreneurs and business professionals to extract market dynamics and identify consumer trends from large scale aggregations of online content, such as review websites.
The research question is expressed as follows:

Are results of market research based on information extraction from a large sample of user generated content comparable to traditional market research methods in identifying market trends?

The framework of this research lies in the field of electronic commerce and combines business and technology issues. It discusses avenues for business research and information extraction in e-commerce. We focus on user generated content retrieval, natural language processing, semantic analysis, and market trend analysis to develop our methodology for market research.

The significance of this study is two-fold. From the research prospective, our method proposes a systematic approach to analyze online reviews and extract knowledge. From practical prospective, it presents a cost-effective approach for companies to discover consumer knowledge, which can guide decision making, product development strategies and marketing promotion efforts. Moreover, in contrast with traditional marketing methods, our review mining method is based on retrieving what a large number of real consumers have to say about the product or service in a timely manner.

1.2 Structure of the document

The rest of this paper is organized as follows. Chapter 2 examines background and related work. Chapter 3 explains in detail the proposed method of application of online user generated content to market research. Chapter 4 presents the design of experiment that illustrates the use of presented methodology. Chapter 5 is for analysis of the results
and discussion. Finally, Chapter 6 concludes the paper and summarizes possible extensions for future work.
CHAPTER 2 BACKGROUND AND RELATED WORK

2.1 CONSUMER TRENDS

Business dictionary defines consumer trends as habits or behaviors currently prevalent among consumers of goods or services. Consumer trends track more than simply what people buy and how much they spend. Data collected on trends may also include information such as how consumers use a product and how they communicate about a brand with their social network (WebFinance Inc, 2012).

The relationship between the organizations and the people they are targeting is always dynamic (Keegan, 2009). Consumer lifestyles are a moving target. People’s priorities and preferences are constantly changing. The market is evolving, competitors launch their products, brands or advertising, and consumer attitudes and behaviors change, creating new market trends. Decision makers are forced to adapt to ever changing and transforming business environment with increasing frequency. That is, whenever markets change character, or economic conditions fluctuate, or competition intensifies, or technology evolves, the need for market research becomes more critical. It is essential for companies to track consumer trends and try to anticipate them (Solomon, Zaichkowky, & Polegato, 2008). Understanding of consumer trends enables companies to keep abreast of their customers.

Stages of research process are presented in the Figure 1. Marketing research process begins with research objectives. They are the goals to be achieved by conducting research. Exploratory research helps to identify and clarify the decisions that need to be made. Exploratory research techniques include examination of previous research on the
subject, conduction of pilot study, intended to assist in design of a larger detailed study, and experience surveys. Based on the results of exploratory study, or without it, the research objectives are stated and the main research method is selected. Four basic techniques of research include surveys, experiments, secondary data and observation. These are main techniques used by researchers in the industry. A sample of respondents from target population is selected for data gathering. Data analysis includes application of statistical analysis to understand and explain the data that have been collected. Final and the most important step of analysis is the interpretation of research results and depiction of appropriate conclusions.

Standard approach to examining consumer market trends involves analysis of economic and socio-demographic data in the context of consumption to identify how changes in the economy and marketplace have affected the way consumers behave in a marketplace (Zikmund, Babin, Carr, & Griffin, 2010).

Figure 1: Flowchart of the research process (Adopted from Zikmund, et al. (2010)
In traditional approach of predicting market trends, respondents are asked to estimate how successful a concept is likely to be. The format of the interview is more like a stock market and less like a market research interview (Poynter, 2010). A sample of industry experts is selected. The industry experts are shown a list of potential trends and asked how likely they think each of these concepts is to become the next market trend. Just as stock market gambles on which companies are going to be successful, they are asked to ‘gamble’ on which concept or concepts they think are most likely to be successful.

An example from restaurant industry is a “Canadian chef survey” (Canadian Restaurant and Foodservice Association (CRFA), 2012). 400 restaurant chefs are asked to rank 190 menu items, ingredients, preparation methods and culinary themes into one of four categories:

- **Hot trend** – at a peak of popularity, customers are excited about these items and eating them more than ever;
- **Up and comer** – could be next hot trend, interest in these items is quickly increasing;
- **Perennial favourite** - popular as always, these items are long time menu favourites;
- **Yesterday’s news** – decreased in popularity, customers are less interested in these items now.

This method assumes that professional chefs have the inside knowledge of the industry, thus they have a certain level of understanding of consumer trends. As a disadvantage of this method, it is generally known by the market researchers that expert participants may
favor their niche in the market, or have a narrow view point (McGivern, 2009). Additionally, according to neuroscience and behavioral economics, traditional market research asks questions that people may not be willing, or don’t know how to answer (Poynter, 2010). Increasingly, we are beginning to realize, that market research respondents are unreliable witnesses about themselves.

A more recent example of method could be an idea proposed by James Surowiecki. He argues that the large groups of people are smarter than elite few and better at solving problems, forecasting, innovation, coming to wise decisions, and even predicting the future (Surowiecki, 2005). An example of this idea at work could be a Hollywood Stock Exchange (HSX), which uses the technique similar to those used in forecasting for financial area. It has good reputation in predicting movie success (Levmore, 2003).

Our method represents a radical departure from the traditional paradigm of market research and offers a very different methodology for identifying new trends. Similar to Surowiecki’s idea we believe that data from a large number of consumers is able to identify trends as good, or even better than few industry experts. However, the fundamental distinction of the method presented here from available marketing prediction methods is that it relies on the data generated by consumer in a free form and without an external stimulus.

It advocates that changes in consumer trends are not simply a result of demographic and economic factors. Consumers are a diverse group and it is difficult to make generalization of them (Poynter, 2010). Their needs are often dramatically different, depending not only on their age, gender, education, income, but also social circumstances, and interaction
with their environment. Limited ability of the traditional approaches for generating consumer insides and abundant information about products and services created by consumers justifies the need for a new methodology. Getting a specific understanding of consumer trends in a timely manner is the major challenge of this study.

2.2 TREND MONITORING IN THE RESTAURANT INDUSTRY DOMAIN

Trend monitoring is a generic domain into which a great deal of effort in terms of knowledge management has been placed, because almost every company, organization and business unit must encounter it. The foodservice domain is chosen for the experiment because it contains many generic kinds of concepts. It does not require a domain expert to understand the terms and concepts involved, so the system can easily be created by a person without special domain skills. This consideration is very important for fast development of a system to be used as an example application. The trend monitoring application in restaurant industry aims to alert researchers to market changes, since online reviews are a very good indicator of moving trends in the field. By monitoring restaurant reviews over a period of month and years, we can examine changes in the demand for particular menu items, interest in particular culinary themes, what kind of ethnic cuisines are being popular, etc. Application of our model for the foodservice domain is aimed at helping companies to access and monitor such information quickly and accurately, bringing new tendencies, processes and movements to their attention.

2.2.1 A SNAPSHOT OF RESTAURANT INDUSTRY DYNAMICS

Restaurant is a high-concept business. A new restaurant becomes popular when it has captured the intangible combination of food, décor, atmosphere, and unique identity that warrants the very large premium consumers pay (McCracken, 2006). It is also a high-risk
business. The difference between nailing the next trend and missing it even fractionally is the difference between a making a fortune and closing up (McCracken, 2006). The customer tolerance here is very limited. Moreover, it is a high-investment business. Restaurateurs invest significant amounts of money in creating the ambience. Finally, this business has a brief shelf life. The life-expectancy of a successful high-end restaurant can be short, especially in large cities. Taste and preference if consumers change quickly and they migrate to ever coming competitors.

This industry demands exquisite choices, big investments, and quick decision making. New projects succeed when they attract a relatively small, but precious, segment of early adopters. The people who are a little behind the curve, the middle adopters, will hear about the new place. This is a bigger following and the real profit opportunity. After that, profits start to go down. Frequently the restaurant owners have one place opened, one place about to launch and several in their minds to keep up with changing dynamics in the market (McCracken, 2006).

Dramatic changes are occurring in the way food service establishments deliver food to consumers, largely in response to dynamic and diverse trends in Canadian lifestyles. Major changes in demographics, income distribution and labor force participation continue to dictate changes in food industry. They include a slower growth in population, greater ethnic diversity, an aging population, more women in the labor force, and slower growth in income and widening disparity in its distribution (Statistics Canada, 2012). Nova Scotia has the highest median age in the country (Statistics Canada, 2012). British Columbia has seen an ever growing number of newcomers from Asian countries (Ministry of Attorney General and Minister Responsible for Multiculturalism, 2008). The
increased labor force participation of women is one of the major social and economic phenomena (OECD Economics Department, 2004). This trend is behind the much of the rising demand for services in many industries including food service. Many consumers do not have time or skills to prepare a home meal (International Markets Bureau, 2010). Low income levels and ever increasing working hours have created the demand for fast food, take out and drive through. The value of time for many consumers is higher than extra costs of purchasing food ready to eat (Kinsey & Senauer, 1996). Another group of consumers demanding fast food are price conscious consumers with low income.

The food system is consumer driven. Restaurants receive the information about the consumers' preferences from research, this information gives them power to compete with rivals effectively and respond to consumers as quickly as possible. Understanding how consumers' food demand and eating patterns are changing can help predict the future direction of the entire industry (Kinsey & Senauer, 1996). New products that most directly respond to the desires and needs of consumers are the most successful. Reformulating recipes to respond to consumers' preferences for specific food characteristics is increasingly faster and more precise. In addition, there are growing niche markets that provide unique opportunities for new businesses. Some examples are natural/organic market niche, sports food, etc.

Overall, the entire food system is very dynamic. In large part, the changes are being driven by fundamental shifts in consumer demand, by the availability of information technology, and by the quest for profits over volume (Kinsey & Senauer, 1996). Consumer trends force businesses operating in the highly competitive industry strive to
offer new ways to deliver food, new restaurant designs and layouts, new menu items and new restaurant formats.

### 2.3 Research gap

Industry Canada Research Paper (Office of Consumer Affairs, 2004) identified the need for better research and better data on the consumer and the consumer’s place in the marketplace today. Despite the vast quantity of economic data available in Canada, many gaps in consumer research exist. There are some significant information sources on consumers and their activity in the marketplace, but these are often limited in what they can tell us. For example, the report “Canadian consumer: behaviour, attitudes and perceptions toward food products” (2010) published by International Markets Bureau, as well as many others draws conclusions on marketing trends from demographic and sales data. It provides a useful, but very general, indicator of Canadians’ interest towards authenticity and sustainability. Moreover, the report covers a very large geographic area and includes regions with dispersed consumer cultures. As a result, by its very design, the report has limited potential to provide information on the underlying factors that shape consumers’ behavior in the marketplace; for example, what kind of cuisine people eat, how do they define and understand what they eat, what exactly they order etc. Analytical work is also carried out by the research communities in academia and business as well as by various for-profit market research firms. All of these sources can provide a reliable profile of consumer market. Nevertheless it is widely acknowledged that comprehensive and timely data on the market trends in local consumer groups are scarce, hard to access and expensive (International Markets Bureau, 2010). Without good data and analysis, business community is less likely to be able to determine consumer interests. Potential for
inappropriate actions by management increases. Businesses have a direct interest in understanding not only demographics and sales dynamics, but also perceptions of marketplace by consumers, in order to successfully offer the products and services consumers need, and to avoid business strategies and policies that are likely to alienate or disappoint their customers.

The international market research community has expressed interest toward market research through social media. Cooke (2009) argued in favour of taking more non-directive, collaborative, approach to market research, rather than rely solely on traditional approach based on direct questioning. He sees the content created by users on the web as a collection of searchable archives that hold unique and rich forms of information about people.

Gane and Beer (2008) suggest that user generated content offers researchers two significant opportunities: first, open and free access to data sets from which to draw inferences, second, it may be used by researchers as a set of new interactive research technologies.

Increasingly market researchers criticize the lack of insight and overreliance on an industrialized view of research, suggesting that consumer insights that are offered in creative form online should be used for market research. This type of market research is frequently called “social media research” or “new market research” (“newMR”). Ray Poynter (2010) defines newMR as a method of obtaining market research insight from social media.
The America-based Advertising Research Foundation (ARF) is leading an industry-wide ‘research transformation’ initiative to foster the adoption of techniques of social media research into marketing body of knowledge (Rubinson, 2009). In the article “The shape of marketing research in 2021” (Micu, et al., 2011) project that data mining and social-media research will expand rapidly, making consumer insights management a significant corporate function.

This work is inspired by above mentioned papers and the need for new research techniques they all identify. The methodology introduced in this study tough on several areas of data mining. The rest of this chapter will introduce the related work for knowledge discovery and information extraction.

2.4 INFORMATION EXTRACTION

Named-entity recognition was first introduced as a sub-task in the MUC (Message Understanding Conference) (Zhao & Jin, 2009). Currently, information extraction and named-entity recognition is a hot research field.

Boufaden, et al. (2005) developed a privacy compliance engine that monitors outgoing emails in an organization for violation of privacy policy of this organization. As a part of their research they implemented an information extraction system that incorporates parsing and ontology based semantic tagging. Extracted information is then passed to engine for further analysis.

presented a method for the semantic tagging of word chunks extracted from a written transcription of conversations. Entity extraction in their approach is based on gazetteers, a domain-specific ontology and an overlapping coefficient similarity measure.

Zhao and Jin (2009) presented a system framework for the extraction of intelligence about competitor from the Web. They used two-step approach: named-entity recognition and entity relationship detection to extract company profile information (name, contact), event (time and location) and relationships (competitors and clients).

Maynard, et al. (2005) focused on enhancing gazetteer-based information extraction with ontological information. They developed an application for automatic knowledge extraction, management and monitoring in the chemical engineering domain, integrated in a dynamic knowledge management portal (h-TechSight KMP).

Baptista (2008) integrated Category and Relationship extractor (CaRE) and GATE to allow querying of medical information, such as doctor, patient, hospital, ID, location, date, and phone.

Adaptation of existing information extraction systems to new domains is the focus of much current research. One of the major bottlenecks in adapting information extraction systems to new languages is the collection and organization of new lexical resources (Maynard, Bontcheva, & Cunningham, 2004).

Maynard, Bontcheva and Cunningham in their article “Automatic language-independent induction of gazetteer lists (2004)” present a tool that collects occurrences of entities directly from a small set of annotated training texts, and populates gazetteer lists with the entities.
It has been shown that a good domain specific dataset can have a vital role in adopting existing IE systems and creating new ones. In our study the database and ontology specific to restaurant industry are presented.

Scholars have examined user-generated content as it has proliferated online.

Kivran-Swaine (2010) presented a visual analytic tool, designed to help journalists extract news value from social media data. They have shown that journalists effectively use the tool to generate insight about the social media response to the event, and about the event itself.

You, et al. (2012) focused on Chinese electronic markets and proposed a framework for extracting knowledge from online reviews through text mining and econometric analysis.

Cai, et al. (2010) presented techniques that could detect the topics associated with negative and positive opinions, which can be described as key words closely associated with each sentiment category. They identified topic words by filtering out all the stop words and opinionated words, and rated the rest by frequency and PMI value of words in each sentiment category. Frequent words with high PMI value were considered as topic words.

Despite its relevance, the issue of market research through social media has actually been scarcely researched in the literature. Thus, it seems essential to establish methodology accounting for the extraction of information from large scale user generated content on social media to analyze and validate new business ideas.
CHAPTER 3  METHODOLOGY

3.1 ARCHITECTURE OF THE SYSTEM

Market trend prediction model is composed of four components presented in Figure 2. The first component is the domain knowledge. It consists of a domain ontology describing basic types of trends, and a database containing a variety of words and word combinations that are potential consumer trends. The second component is a data collection module that collects information from the web and prepares it for the information extraction purposes. The third component is the information extraction system which extracts trend candidates from the text by using the domain ontology and a set of rules linking concepts from ontologies to classes in the database. The fourth and final component identifies market trends among extracted trend candidates. The following sections briefly describe the method design, while chapter 4 describes the use of the method for a specific dataset.

3.2 DATA COLLECTION AND CLEANING

The first step is to find information and store it in a database for analysis. Blogs, forums, Twitter, social networks, comments, anywhere where people post their opinions and advice, can serve as a source of data. An assessment determines the most suitable data source for a particular problem.

Data can be collected by use of different techniques, such as application programming interface (API), web scrapping, and automated blog search.

After the information is collected, it is examined for inconsistencies and errors using automated edits coupled with analytical review. Data cleaning process consists of
reviewing data for missing information, for clarity, error and verifying consistency between selected data fields.

Figure 2: Architecture of the market trend prediction model

3.3 INFORMATION EXTRACTION

Information extraction is about finding and structuring relevant information in a text given a particular domain (Boufaden, et al., 2005).
We used a five-stage information extraction system that includes sentence splitting, tokenization, part-of-speech (POS) tagging, morphological analyzing, and detection of target words, its annotation and extraction developed in GATE.

3.3.1 GENERAL ARCHITECTURE FOR TEXT ENGINEERING (GATE)
GATE is an architecture for text engineering developed at the University of Sheffield (Maynard, Yankova, Kourakis, & Kokossis, 2005), containing a suite of tools for natural language processing (NLP). GATE is made up of many components that carry different functionality that can be put together to run a certain task. These components can be modified to fit needs of the particular project. Since our information extraction system is made up of several different tasks, GATE’s ability to mix and match its components provides a suitable flexibility and functionality that meets our requirements. GATE is versatile. It works on different operating systems and can process other languages besides English. Finally, it is very popular open-source tool available online.

We ran GATE over corpus to produce a set of annotated texts. Initial processing stages include, among others, sentence splitting, word tokenization, part-of-speech tagging, and morphological analysis. The main processing is carried out by an ontological gazetteer and a set of grammar rules. Ontological gazetteer is a database of instances, gathered in lists. Instances are textual fragments of interest, such as words and phrases representing cuisines, food ingredients, beverages, flavours, etc. Instances are linked to the ontology by a map of rules. Ontology is a hierarchical organization that captures the subset/superset relations among the classes in the database (Jurafsky & Martin, 2009). The GATE application performs targeted information extraction relative to a domain and
ontology. Instances drawn from gathered information pave the way for monitoring trends of new and existing concepts and instances.

3.3.2 ONTOLOGY

The ontology needs to be created for a domain and populated with instances. The ontologies allow instances to generate more complex facts. Ontology consists of hierarchies of classes, instances and properties. Class hierarchy, or taxonomy, is the main component of ontology. Classes are linked relationally. Each class contains a list of instances. The task of ontology-based information extraction system is to identify instances from the ontology in the text and link them to classes.

Maynard et al (2005) advocates the use of ontology-based information extraction rather than traditional information extraction, because it implements the use of formal ontology rather than a flat lexicon or flat gazetteer lists. Ontology-based information extraction also involves reasoning, and the ability to link instances to its semantic description in the ontology.

In our approach, we encoded the domain knowledge in ontology for two reasons:

- ontologies define explicit hierarchical relations that can be used to generalize word classes and reduce their number to enhance the information extraction pattern learning process;
- they provide a grouping of word senses (meanings), so that the sense disambiguation can be reduced.
3.3.3 Protégé OWL Ontology Editor

Protégé is an open source ontology development platform with functionality of editing classes, properties and instances developed at Stanford Medical Informatics with support of users. We used Protégé Web Ontology Language (OWL) plug-in. Its user interface provides various default tabs. The Classes tab displays the ontology’s class hierarchy, allows developers to create and edit classes, and displays the result of the classification. The Properties tab can be used to create and edit the relations between classes in the ontology. The Individuals tab can be used to create and edit instances.

Protégé’s scalability and convenience of editing provides a suitable environment for creation of ontologies for large and complex domains. Protégé supports database storage that is capable of several million instances and provides a variety of navigation aids.

3.3.4 Information Extraction System

This section presents the overview of the information extraction system. More details are provided in section 4.4. Information extraction system starts with segmenting text into sentences. Sentence splitting of the reviews is based on regular expressions. It determines text fragments that split the sentence, such as two consecutive new lines, and text fragments that seen as sentence splits, but are not, such as full stops occurring inside abbreviations. It handles a period in abbreviations, personal titles and numbers correctly.

The second stage is tokenization. At this stage sentences are further segmented into simple tokens, such as numbers, symbols, punctuation, space and words. The tokenizer is set to recognize and unite certain types of tokens. Figure 3 shows examples of defined token constructions that would be joined together.
The tokenizer not only splits the text into tokens, but also extracts a multitude of information on each token. Information mined during tokenization includes length of the token and orthographical information such as capitalization (Figure 4).

```
Pork {kind=word, length=4, orth=upperInitial}
```

Figure 4: Example of information extracted during tokenization

The third stage produces a part-of-speech (POS) tag as an annotation on each word or symbol. Part-of-speech tagging is the process of assigning a part of speech tag to each word in a corpus (Jurafsky & Martin, 2009). Input to POS tagger is a string of words and the tagging information created by tokenizer. The output is a single best tag for each word. GATE’s default lexicon and ruleset were used at this stage.

At the fourth stage, morphology analysis is performed. Based on part-of-speech tag and token information lemmas and affixes are identified and a root of the word assigned to each token. Morphological analysis is based on regular expression rules. These basic rules are predefined in GATE, with an option of modification by the user.

At the fifth stage, semantic tagging, the ontology and the database are used to find target words. When the root of the word found in the text matches one of the database entries, a
semantic tag is added to it. Each tag also holds a ”majorType” and “minorType” feature, which equals the instance class such as menu category or a country. This stage produces annotations to text in relation to the specific concepts in the ontology. It annotates keywords like verbs such as “grill”, “smoked”, “mashed” and nouns such as “fish and chips”, “potato”, “pork” and context of relevant information which are in this case properties of the relation such as “potato” cooking_method “mashed”.

The output of the system is a review text with a set of added semantic annotations. Each of the annotated words and word combinations extracted from text represent a potential market trend.

3.3.5 TREND IDENTIFICATION SYSTEM

Business research data tends to be voluminous. Statistical methods help marketers to summarize efficiently large amounts of data. In our research we use statistics techniques, frequently used in marketing (Chakrapani, 2004). Mainly, we are interested in knowing whether obvious market trends in demand for different menu segments can be detected by analyzing information extracted from customer reviews.

This stage is divided into two parts. First part analyzes extracted candidate trends identified using descriptive statistics. The second part deals with identifying the trends over time period. In the first part we use univariate descriptive analysis. It is a fairly simple but very useful and informative type of analysis, the purpose of which is to introduce the data. It is a type of an analysis that describes one variable at a time. In essence it involves summarizing and describing the data using frequency counts and frequency distributions.
A frequency count is a count of the number of times a value occurs in the dataset (McGivern, 2009). In order to detect trends in each category, we identify which of the potential trends we extracted at the previous step where mentioned by reviewers most frequently. A frequency count of the number of reviews containing each potential trend can answer this question.
CHAPTER 4  EXPERIMENT DESIGN

4.1 THE DATA

There are two steps that are essential in data collection process, which are:

1. Finding information;
2. Extracting information found and storing it in an accessible form.

The first step in the data collection process is to search for sources of user generated content (UGC) about the topic of interest on the Web.

We choose online restaurant reviews as the unit of our study. The following criteria are applied to the collected units:

1. Industry sector – food services or drinking places, including restaurants, cafes, fast food operations and other types of businesses;
2. Geographic area – the review must describe a foodservice operation in Canada.

To design a dataset that is representative of the population, we collect the reviews from different regions of the country, including both urban and rural locations. The reviews are randomly collected from a review website. The size of the sample is an important consideration. Our main purpose is to collect the largest amount of historical data possible.

Reviews were collected from TripAdvisor (TA). TA review website was chosen as a large source of reviews created by users. It is one of the world’s largest travel sites featuring reviews on restaurant and other travel related services. The site has over 56
million unique monthly visitors and over 60 million reviews (TripAdvisor LLC, 2012). TA database includes 858000 restaurants around the world (TripAdvisor LLC, 2012).

Restaurant review falls into the category of unstructured text which is neither strictly formatted nor always composed of grammatical sentences. To some extent, it is similar to manually transcribed spontaneous speech. There is not always explicit punctuation, and it often contains misspellings. An example of restaurant review is given in Figure 5.

“Try the Chicken and Ribs!”
December, 2011
Zee's grill serves up fresh homemade food for a moderate price. The chicken and ribs is a fun play on a classic. I almost ordered it two days in a row. If you like real fries then this is the place. The lobster poutine is an appetizer to share. It is rich and a delicious treat. We finished up with the chocolate dessert plate. The white chocolate creme brulee is the best I have ever had. In fact, I think it should be its own dessert unencumbered by the other chocolatey offerings. We ate about three meals at Zee's during a three day stay because everything was so delicious.
Visited August 2011

Figure 5: A restaurant review

Table 1 shows some statistics on the restaurant review corpus we are working with. Our corpus is composed of 104 668 reviews of restaurants in Canada. The number of reviews is uneven in each year due to a number of reasons. First, it appears that the website might be removing old reviews. Second, the domain of online reviews is a new phenomenon,
and people are still getting used to it. However, as we can see the number of reviews is growing.

<table>
<thead>
<tr>
<th>By sentiment orientation</th>
<th>By year of publication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive reviews</td>
<td>66108</td>
</tr>
<tr>
<td>Negative reviews</td>
<td>17111</td>
</tr>
<tr>
<td>Neutral reviews</td>
<td>21449</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>By word count</th>
<th></th>
<th>2010</th>
<th>11799</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of words</td>
<td>7119697</td>
<td>2011</td>
<td>37360</td>
</tr>
<tr>
<td>Average review length, words</td>
<td>71</td>
<td>2012</td>
<td>22116</td>
</tr>
<tr>
<td>Maximum review length, words</td>
<td>1524</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum review length, words</td>
<td>1</td>
<td>Total</td>
<td>104668</td>
</tr>
</tbody>
</table>

Table 1: Corpus statistics

Third, in restaurant industry businesses exit the market, move and change their names frequently. This would mean the restaurant will be deleted from the database and a new venture will appear. It therefore makes it challenging to collect all the reviews for periods distanced in time. Finally, the macro factors influence the number of reviews in each year. For instance, restaurant industry had suffered a decline in sales in 2008-2010 (Figure 6).

![Figure 6: Restaurant Sales by Segment in Canada (Canadian Restaurant and Foodservices Association (CRFA), 2010)](image-url)
Due to crises many people had limited their dining outside, resulting in negative sales growth of 5.4% for Q2 2009. It is reflected in the number of reviews (Figure 7).

![Figure 7: Number of reviews by month](image1)

Seasonality of the industry also affects the number of reviews in each month with number of reviews increasing in summer (Figure 8).

![Figure 8: Seasonality of food service industry by number of reviews](image2)
4.2 DATA COLLECTION AND CLEANING

This stage is divided into three parts. The first part involves raw data collection. Reviews were crawled from the website. Since Trip Advisor limits the number of queries through API, our method incorporates automated screen scrapping program. Multiple pages of the website are viewed and information is collected directly from the source code. A page of restaurant reviews is collected and put into organized set of headings. Collected information includes review, reviewer and review target. It provides a list of entities in the following format:

\[
\text{Review}(\text{Date}(\text{Month}, \text{Year}), \\text{Title, Text, VisitDate, ReviewSentOrientation, ReviewDetailedSent(ReviewSentFood, ReviewSentService, ReviewSentValue, ReviewSentAtmosphere)})
\]

\[
\text{Reviewer}(\text{UserID}, \\text{Location, TotalContributions, Status, UserVotes})
\]

\[
\text{Restaurant}(\text{RestaurantName}, \\text{Address(StreetAdd, City, Province, PostalCode, Phone), CuisineType, PriceRange, TotalReviews, RestaurantSentOrientation, RestaurantDetailedSent(RestaurantSentFood, RestaurantSentService, RestaurantSentValue, RestaurantSentAtmosphere))}
\]
The entity review gives the review content as well as supplementing information whereas reviewer and restaurant gives the information about review target and review producer.

The second part deals with inconsistency and errors with the data. It is the process of checking and adjusting the data for omissions, consistency and legibility. In the experiment, the reviews in foreign languages, such as Japanese and German, and duplicate reviews were excluded from the corpus. Moreover, reviews containing only sentiment orientation information and no textual comment were omitted.

The third part addresses the segmentation of the review bodies and conversion of them into XML format. This step is an important one because information extraction component uses only content of the review, while supplementing information about the restaurant and reviewer can be used in trend analysis. The segmentation was done using XML schema to produce documents in structured form.

**4.3 Domain Knowledge**

The ontology is built on the Canadian Restaurant and Foodservice Association’s (CRFA) annual chef survey (Canadian Restaurant and Foodservice Association (CRFA), 2012). It uses knowledge about the classes defined in the survey, such as Preparation Methods, Culinary Themes, Ethnic Cuisines and Flavours, Menu Items, Produce, Spices, Seasonings and Flavours, Alcoholic and Non-alcoholic Beverages along with a list of instances.
We consider each instance to be a potential trend in its class. For example, an instance organic chicken is a potential trend in category White Meat. It is a part of more general trends, such as organic poultry, and organic food.

4.3.1 THE DATABASE
To represent domain knowledge about entities annotated in reviews, we build a dedicated database. We distinguish two knowledge sources for the database: International dictionary of food and cooking (Sinclair, 2005) and The new food lover’s companion dictionary (Herbst & Herbst, 2007).

Foodservices in Canada provide quite extensive choice of international cuisine to its customers. There is a large number of restaurants, cafeterias and other food services that specialize in ethnic cuisine. Apart from that, the language of English cuisine is unusual in that it uses many words of foreign origin, often in their original spelling (Sinclair, 2005). Due to these two reasons an extensive amount of instances is included in the dictionary to embody international kitchen.

The dictionary includes over 35,840 terms, called instances, including ingredients, dishes, beverages, spanning over 35 languages. Terms of foreign origin, chicken tikka masala, for example, are included in their original spelling and English equivalents. The decision to include the original spelling was based on our observation of its frequent use by reviewers of restaurants serving ethnic cuisine during manual analysis of the corpus.

4.3.2 DOMAIN ONTOLOGY
The domain ontology is defined as a hierarchical organization of the main concepts described in the database (Karkaletsis, Fragkou, Petasis, & Iosif, 2011). Each concept is
represented by a class in the ontology. There is a direct mapping between classes of the
domain ontology and the ones represented in the database. The ontology gives additional
information about relations between database instances, e.g. “cuisine-has-menu entry”.

The ontology is used to automatically annotate parts of texts with concepts from
restaurant and foodservice database. It has 14 main concepts (Figure 9): General Menu
Trends, Preparation Methods, Culinary Themes, Ethnic Cuisines and Flavours, White
Meat, Red Meat/Game, Seafood/Fish, Sides, Appetizers/Starters, Desserts, Produce,
Spices/Seasonings/Flavours, Alcoholic and Non-alcoholic Beverages. Each concept in
the ontology has a set of lists in the database associated with it. In total there are around
218 domain-specific lists. The lists are quite large, most of them are around 400 to 3 000
instances.
Karkaletsis, et al. (2011) classify ontology-based information extraction in four different groups according to the level of ontological knowledge they exploit. The first level includes domain instances and their variations, as well as word classes. At a second level, domain instances or word classes are organized in conceptual hierarchy. The third level of ontological knowledge that can be exploited by IE systems concerns the word classes’ properties and relations between them. The forth level of ontological knowledge is the domain model.
Our ontology is capable of detecting named entities, according to the instance class, properties and relation types defined in the ontology. To illustrate, consider the following sentence from the experiment described in chapter 4: “I had the lunch special roast chicken penne in cream sauce with garlic toast”. First level ontology recognizes tokens “roast”, “chicken”, “penne”, “cream sauce”, “garlic”, and “toast” as named entities. Second level ontology recognizes tokens as named entities, being instances of the classes: “PreparationMethod”, “WhiteMeat”, “Cuisine” => “Italy”, “FlavourSpiceSeasoning”, “FlavourSpiceSeasoning”, and “Side”, respectively. Next, the third level ontology is capable of generating the following relations: “(roast, chicken)”, “(penne, cream sauce)” and “(toast, garlic)”. Finally, in forth level ontology, identified instances can be further exploited according to the domain model in order to build instances of higher level: “MainDish= (Dish_WhiteMeat= “Chicken”, Dish_PreparartionMethod= “roast”, Dish_Cuisine= Italy, Dish_FlavourSpiceSeasoning= “cream sauce”, Dish_Side= “toast”, Dish_Side_FlavourSpiceSeasoning= “garlic”)”.

Thus, with the use of the ontology based information extraction we are able to identify not only named entities mentioned in the review, but also classes they belong to, and relationships between them.

4.4 INFORMATION EXTRACTION SYSTEM

We created a domain-specific application for the foodservice field, which searches for relevant information in the text. In foodservice context, relevant information is, for example, menu entry names, ingredients, ethnic dishes, and preparation methods. These are considered to be potential trends in restaurant industry (Canadian Restaurant and Foodservice Association (CRFA), 2012).
The application is a multi-stage process of text analysis. First, the corpus of restaurant reviews is loaded into application. The reviews are broken into separate sentences. After that, the application takes one sentence at a time and extracts simple tokens and additional information about them, assigning POS tag to word tokens. Based on the information obtained, the basic form of the word, the root, is identified, followed by a database look up. If the word or word combination is listed in the database, the application assigns a tag to it. The tag contains information about the class and sub-class of the word in the database. The output of the last stage is presented in Figure 10.

The application was able to identify 5 potential trends in the review text: “Thai”, “black pepper”, “pork”, “seafood”, and “pad”. For example, when the application picked up the fragment “Thai”, it recognized it as a word, produced its length and recorded that the first letter in this fragment is spelled in upper case. Further, it was identified as noun phrase and the initial form of the word “thai” was assigned. Due to the fact that Thai cuisine is considered to be a potential trend in category “ethnic cuisines” and the word “thai” is listed in the sub-category “country”, the word “thai” is assigned two tags (“ethnic cuisines” and “country”) and extracted.
Review:
2007
Best Viet-Thai restaurant in the area. Extensive menu catering to both individual eating or sharing. Best visited with 7 people sharing 8 dishes. Try the (421) Black Pepper Pork and (420) Seafood Pad Thai. Delicious. Oh yeah – service is not great, but who cares when the food is this tasty.

<table>
<thead>
<tr>
<th>Thai</th>
<th>{maorType=ethnic_cuisines, minorType=country}</th>
<th>{category=NNP, kind=word, length=4, orth=upperInitial, root=thai, string=Thai}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black Pepper</td>
<td>{maorType=spices_seasonings_flavours}</td>
<td>{category=NNP, kind=word, length=12, orth=upperInitial, root=black pepper, string=Black Pepper}</td>
</tr>
<tr>
<td>Pork</td>
<td>{maorType=red_meat}</td>
<td>{category=NNP, kind=word, length=4, orth=upperInitial, root=pork, string=Pork}</td>
</tr>
<tr>
<td>Seafood</td>
<td>{maorType=fish_and_seafood}</td>
<td>{category=NNP, kind=word, length=7, orth=upperInitial, root=seafood, string=Seafood}</td>
</tr>
<tr>
<td>Pad</td>
<td>{maorType=ethnic_cuisines, minorType=Thailand}</td>
<td>{category=NNP, kind=word, length=3, orth=upperInitial, root=pad, string=Pad}</td>
</tr>
</tbody>
</table>

Figure 10: Information Extraction system’s output
4.5 Trend identification system

We computed a frequency count for each feature extracted by our application in all years to get a glance of the trends before preparing a detailed analysis. It allowed us to see the size of each sub-group of trends, what categories might be grouped together, and what weighting might be required. The information extraction system found over 31181 reviews containing potential trends. Table 2 shows the number of reviews in each category, and the number of potential trends.

<table>
<thead>
<tr>
<th>Category</th>
<th>Number of reviews</th>
<th>Number of potential trends</th>
</tr>
</thead>
<tbody>
<tr>
<td>Menu Trends</td>
<td>3207</td>
<td>23</td>
</tr>
<tr>
<td>Preparation methods</td>
<td>16391</td>
<td>172</td>
</tr>
<tr>
<td>Culinary Themes</td>
<td>2492</td>
<td>33</td>
</tr>
<tr>
<td>Ethnic Cuisines and Flavours</td>
<td>37369</td>
<td>1488</td>
</tr>
<tr>
<td>White Meat</td>
<td>3508</td>
<td>142</td>
</tr>
<tr>
<td>Red Meat/Game</td>
<td>10275</td>
<td>228</td>
</tr>
<tr>
<td>Seafood/Fish</td>
<td>8458</td>
<td>217</td>
</tr>
<tr>
<td>Sides</td>
<td>12803</td>
<td>52</td>
</tr>
<tr>
<td>Appetizers</td>
<td>2108</td>
<td>90</td>
</tr>
<tr>
<td>Desserts</td>
<td>5441</td>
<td>185</td>
</tr>
<tr>
<td>Produce</td>
<td>8586</td>
<td>266</td>
</tr>
<tr>
<td>Spices, Seasonings, and Flavours</td>
<td>7590</td>
<td>130</td>
</tr>
<tr>
<td>Non-alcoholic Beverages</td>
<td>4468</td>
<td>110</td>
</tr>
<tr>
<td>Alcoholic Beverages/ Cocktails</td>
<td>6080</td>
<td>355</td>
</tr>
</tbody>
</table>

Table 2: Number of reviews and features in each category

As we can see in the table above, the number of potential trends varies greatly in each category. We define the trend to be one of the top 20 most frequent features in each
category. The frequency count expressed in raw numbers was reduced to percentages to provide a comparison of the data between trends, to see relative size of each trend and a group of trends.

As an example, the following trends were identified in the category “Spices, seasonings and flavours” (Figure 11). It can be seen from figure that the popularity of spicy, salty and BBQ flavours in food changes over time, with spicy food being the most popular. Comparable tendencies can be observed from CRFA’s reports (Figure 12).

Figure 11: Top trends in category "Spices, seasonings, and flavours"

Figure 12: Top trends in category "Spices, seasoning, and flavours by CRFA"
CHAPTER 5 RESULTS AND DISCUSSION

5.1 Evaluation of IE system

Evaluation is carried out by comparing output of the system with manually human annotated reviews. 1200 reviews were used for manual annotation. Out of these 559 reviews contained potential trends. The total 977 tags were assigned. Information extraction system picked up 496 reviews and assigned 793 semantic tags correctly.

Table 3 shows the recall and precision scores for the information extraction system. Precision is the number of relevant documents a search retrieves divided by the total number of documents retrieved, while recall is the number of relevant documents retrieved divided by the total number of existing relevant documents that should have been retrieved. The F measure provides a way to combine these two measures into a single metric. The F measure is defined as \( F_1 = \frac{2PR}{P + R} \).

It is clear that semantic annotator misses out 17% of the potential trends. A significant amount of errors is related to typos, misspellings and grammatical errors. Moreover, unstructured nature of online reviews decreases the part-of-speech tagging performance which results in increasing the semantic labelling error.

<table>
<thead>
<tr>
<th></th>
<th>Recall</th>
<th>Precision</th>
<th>F measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>IE system</td>
<td>83%</td>
<td>96%</td>
<td>89%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Recall, precision and F score of IE system on 1200 reviews

All the errors in precision are attributed to homonyms, i.e. words and word phrases with identical spelling, but different meaning, and incorrectly attributed adjectives. For
example, in the sentence “I had a pair of Chinese friends to join me for dinner”, the reviewer is talking about people, but the system assumes that he is describing Chinese cuisine.

According to Jurafsky and Martin (2009), high-performing systems achieve entity level F measures around 92% for PERSONS and LOCATIONS, and around 84% for ORGANIZATIONS. Considering the fact we conducted the experiments on flexible free form text, rather than well written English texts, we consider our results comparable to those of other similar research.

5.2 EVALUATION OF TREND IDENTIFICATION SYSTEM

The major result is assessment of the feasibility of trend identification by the system. It was carried out by comparing the output of the system with official industry reports, such as annual report of Canadian Restaurant and Foodservice Association (CRFA) and marketing analysis report by Agriculture and Agri-Food Canada (AAFC).

5.2.1 EVALUATION OF RESULTS IN COMPARISON WITH CRFA’S 2010 SURVEY

It is conducted in cooperation with Canadian Culinary Federation and considered to be one of the largest research in predicting trends in restaurant industry (Eliott, 2011).

The survey provides a list of top 5 trends in each category of menu items and cooking methods. We computed frequency measures for trends identified by IE system and used it for comparison with hot trends, described in the report as menu items and cooking methods that are at the pick of popularity; customers are eating them more than ever. We allowed a degree of flexibility by comparing top 20 of our findings versus top 5 of CRFA’s, in view of the fact that the results of the studies are based on different kinds of
data sets. As it can be seen from an outcome presented in Table 4 results of our analysis correlate with the findings of CRFA’s chef survey.

The method allowed us to directly identify 53% of trends recognised by CRFA’s report in 2010. This result is considered to be significant, based on the significant difference in the data sources and research methodology.

However, we believe that review writers may not be aware of the origins of the food ingredients. This includes the specifics of preparation methods, such as cooking with tea, or liquid nitrogen chilling. People may not be able to recall, spell properly the regional ethnic cuisine, or opt out for a simpler way by mentioning the country of origin of the food they have ordered. They may not be aware if they are eating organic, grass-fed or free-range poultry, unless the food service provider has informed them about it. We assume that these trends are a part of more general trend identified by the system. For example, the trend “free-range poultry” is a hidden trend of the category “poultry”. After adjusting the results with the assumption that a group of trends is equally important as a trend we obtained 75% of trends correlated with the trends identified by CRFA’s survey.

5.2.2 EVALUATION OF RESULTS IN COMPARISON WITH AAFC’S 2010 REPORT
Additionally, we compared the trends identified by our method with the findings of market analysis report, conducted by Agriculture and Agri-Food Canada in May of 2010. The report provides information on Canadian consumers, highlighting the demographics, behaviours and attitudes that influence their demand for food and beverage products (International Markets Bureau, 2010). They identify the two categories of trends related to research: long-established consumer trends and emerging trends.
<table>
<thead>
<tr>
<th>Trend</th>
<th>Our approach</th>
<th>CRFA’s survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Menu Trends</td>
<td></td>
<td>Sides</td>
</tr>
<tr>
<td>Small plates</td>
<td>•</td>
<td>Artisanal cheeses</td>
</tr>
<tr>
<td>Inexpensive</td>
<td>•</td>
<td>Ethnic condiments</td>
</tr>
<tr>
<td>Half portions</td>
<td>•</td>
<td>Flatbreads</td>
</tr>
<tr>
<td>Gourmet sandwiches</td>
<td>•</td>
<td>Ancient grains</td>
</tr>
<tr>
<td>Gourmet burgers</td>
<td>•</td>
<td>Charcuterie</td>
</tr>
<tr>
<td>Preparations Methods</td>
<td></td>
<td>Appetizers/Starters</td>
</tr>
<tr>
<td>Sous vide</td>
<td>•</td>
<td>Mini-burgers</td>
</tr>
<tr>
<td>Liquid nitrogen chilling</td>
<td>•</td>
<td>Amuse bouche</td>
</tr>
<tr>
<td>Smoking</td>
<td>•</td>
<td>Appetizer combos</td>
</tr>
<tr>
<td>Braising</td>
<td>•</td>
<td>Edamame</td>
</tr>
<tr>
<td>Cooking with tea</td>
<td>•</td>
<td>Asian appetizers</td>
</tr>
<tr>
<td>Culinary Themes</td>
<td></td>
<td>Desserts</td>
</tr>
<tr>
<td>Locavore</td>
<td>•</td>
<td>Locally grown fruits</td>
</tr>
<tr>
<td>Sustainability</td>
<td>•</td>
<td>Bite-size desserts</td>
</tr>
<tr>
<td>Farm-to-fork</td>
<td>•</td>
<td>Dessert platters</td>
</tr>
<tr>
<td>Simplicity</td>
<td>•</td>
<td>Sweet and salty desserts</td>
</tr>
<tr>
<td>Nutrition / health</td>
<td>•</td>
<td>Drinkable desserts</td>
</tr>
<tr>
<td>Ethnic Cuisines</td>
<td></td>
<td>Produce</td>
</tr>
<tr>
<td>Ethnic fusion</td>
<td>•</td>
<td>Locally grown produce</td>
</tr>
<tr>
<td>Regional ethnic cuisine</td>
<td>•</td>
<td>Organic produce</td>
</tr>
<tr>
<td>Southeast Asian</td>
<td>•</td>
<td>Heirloom tomatoes</td>
</tr>
<tr>
<td>Indian</td>
<td>•</td>
<td>Superfruits</td>
</tr>
<tr>
<td>Middle Eastern</td>
<td>•</td>
<td>Specialty potatoes</td>
</tr>
<tr>
<td>White Meat</td>
<td></td>
<td>Spices, Seasonings and Flavours</td>
</tr>
<tr>
<td>Organic poultry</td>
<td>•</td>
<td>Salt (flavored, smoked)</td>
</tr>
<tr>
<td>Free-range poultry/ pork</td>
<td>•</td>
<td>Marinades / rubs</td>
</tr>
<tr>
<td>Pork belly</td>
<td>•</td>
<td>Hot / Spicy flavours</td>
</tr>
<tr>
<td>Pork</td>
<td>•</td>
<td>Bold BBQ flavours</td>
</tr>
<tr>
<td>Guinea fowl</td>
<td>•</td>
<td>Foams</td>
</tr>
<tr>
<td>Red Meat/Game</td>
<td></td>
<td>Non-alcoholic Beverages</td>
</tr>
<tr>
<td>Locally produced red meat</td>
<td>•</td>
<td>Organic/ Fair-trade coffee</td>
</tr>
<tr>
<td>Grass-fed beef</td>
<td>•</td>
<td>Green tea</td>
</tr>
<tr>
<td>New cuts of meat</td>
<td>•</td>
<td>Energy drinks</td>
</tr>
<tr>
<td>Aged meats</td>
<td>•</td>
<td>Specialty iced tea</td>
</tr>
<tr>
<td>Game meats</td>
<td>•</td>
<td>Flavoured water</td>
</tr>
<tr>
<td>Seafood/Fish</td>
<td></td>
<td>Alcoholic Beverages/Cocktails</td>
</tr>
<tr>
<td>Local seafood/fish</td>
<td>•</td>
<td>Local wine and beer</td>
</tr>
<tr>
<td>Sustainable seafood</td>
<td>•</td>
<td>Culinary cocktails</td>
</tr>
<tr>
<td>Non-traditional fish</td>
<td>•</td>
<td>Craft beer</td>
</tr>
<tr>
<td>Fresh local oysters</td>
<td>•</td>
<td>Bar chefs/ mixologists</td>
</tr>
<tr>
<td>Spot prawns</td>
<td>•</td>
<td>Artisan liquor</td>
</tr>
</tbody>
</table>

Table 4: Comparison of findings (2010)
The long-established trends identified by AAFC include:

- Value – products meeting the needs and/or wants of the individual, at an acceptable price (e.g. inexpensive, generous portion size);
- Health – functional foods, foods and beverages that contain specific components that provide health benefits (e.g. low trans fat/sugar/sodium/salt content, whole grains, organic);

The emerging trends identified by AAFC include:

- Authenticity – products that incorporate a mixture of attributes such as geographical provenance, ethnicity, nostalgia, or a historical or expert preparation technique (e.g. natural, organic, local, fair-trade, free-range, farm-to-fork);
- Sustainability – foods that are produced in sustainable manner (e.g. food miles, carbon footprint, locavore).

The outcomes of our research confirm the results of AFFC’s report. According to our findings, health, value, authenticity and sustainability are general trends regularly talked about in reviews. 59% of reviews mentioned healthy food and ingredients, including salads, vegetables and fruits on the menu. Including 10% of people emphasized their deliberate choice of organic food and beverages, vegan, vegetarian, gluten-free entries, etc. Over 45% of reviews discussed authentic kitchen, seeking to enjoy gourmet food, food, prepared using traditional methods and flavours of international cuisines, simple and ‘back to basics’ cooking. About 6% of reviews discussed the combination of price versus value, such as half portion options, and large size servings. About 2% of reviews expressed their concerns about sustainability, farm-to-fork and locavore menu entrees.
5.3 Evaluation Summary

The results from this chapter provide evidence that similar results are obtained from market research method presented here and official industry studies. From these results we can agree that the results of information extraction from a large sample of user generated content are comparable to those of traditional market research methods in identifying market trends.

5.4 Limitations of Proposed Method

We identify the following limitations of the proposed methodology:

- Precise numerical estimates are usually expected as the market research outcome. This methodology is not designed to provide numerical estimates of market size, growth rate, or product price. Market research technique presented here is not quantitative in nature. It is rather intended for qualitative market analysis.

- It can be argued that sheer complexity of technological products, and the inability of customers to articulate or even envision how they would use something that doesn’t yet exist, makes market research techniques ineffectual when technological innovation is the goal. The methodology presented here is considered by us as relevant to market research aiming less radical innovation. For example, when a new, slightly modified version of already existing product is planned, the techniques presented in this paper may be applicable in some point in the process. However, market research of any kind may be premature, not cost-justified and of limited value for radical innovations, when general public is unfamiliar with the product. In this case, the method
presented in this paper will make its contribution after the innovation is introduced with the aim of maximizing the odds of product’s success in the market.

- It is rarely the case that a research problem can be addressed by the application of a single technique in isolation (McQuarrie, 2006). More commonly a set of research techniques is applied in sequence. The method presented in this study is not an exception. We suggest it can be used independently or in conjunction with other research methods. For example, it can serve as the basis of creating the survey questionnaire.

- According to Statistics Canada, the age is significantly correlated with Internet use. The differences in Internet usage are reflected in statistics on social media, which show that younger groups use these modes of communication to a far greater extent than older groups (Dewing, 2010). In 2007, 34% of Canadians aged 16 to 34 contributed content on the Internet, while only 13% of users aged 35 to 54, and 13% of those aged 54 and older (Dewing, 2010). These statistics should be taken into account, when projecting the findings onto the general population.
Understanding of the industry trends is critical for companies in improving their performance and keeping up with competitors. Thanks to the large amount of reviews, feedback and comments from online consumers on the products this information can be easily collected and analyzed. This study utilized the available technologies in text mining and natural language processing to propose a method for businesses to analyze market trends and create business intelligence with low cost.

The main objective of this research was to develop a methodology intended to help entrepreneurs and business professionals to extract consumer dynamics and identify market trends from large scale aggregations of online content, such as review websites. The results indicated that the method developed here was able to generate results closely correlated with those of traditional methods but this comparison is not easily tested. The F measure reported in the previous section provides support that the method developed is among industry’s high standard.

Our experiment on analyzing reviews shows that the methodology we proposed is feasible. Compared to questionnaires, the traditional method to study industry trends, the approach we proposed is more cost effective and superior in timely identifying novel tendencies that might not be noticed by the researchers otherwise. The result could serve as a reference for questionnaire design. With text mining, the framework has great potential for applications in different industries.

Although reviews in the experiment are all from one website, one can apply the same approach using reviews from different websites or product review oriented blogs. The
methodology we proposed can be extended to reviews of different languages by adapting the feature extraction step.

This study contributes to social media mining literature in several ways. First, it improves the understanding on how social media can be used to extract knowledge about consumer market. This leads to a more differentiated view on how analysis of user generated content contributes to the market research and business decision making. It also gives more precise guidance to managers who want to make the best possible use of convincing power of social media. In addition, the findings add to the literature on market research in showing that the social media can be leveraged for business use to support industry trend identification and product development.

The rest of this chapter discusses the future work.

6.1 Lack of methodology for market research through social media

Looking ahead it would be advisable for researchers from government, business, academia and the non-governmental organization community to create new analytical frameworks that utilize online content created by users in their future work in the area of market research.

Every organization faces difficult choices about where to devote limited resources. All actors have to make these choices based on their own capabilities, resources, and responsibilities or interests. Clearly, having a broad choice of analytical methods will help to ensure that the managerial decisions are well founded. In this study we developed a methodology for consumer trend detection through social media. However, developing
effective frameworks for conducting various other market research tasks is a major issue that needs to be addressed in the future.

6.2 CONSUMER TRENDS FORECASTING

Using the methodology presented above one could identify and monitor consumer trends in the industry of interest. The velocity of social media allows doing it in a dynamic fashion. Providing a decision maker with business intelligence in real time instead of data collected 3 month ago allows quick course corrections and better decisions. The fresher the data, the more valuable it is to an organization.

The next logical step is to use it to build the model for trend forecasting. The outcome of our experiment is a dataset of yearly trends. It can be used for building, training and evaluation of predictive model. In regard to our experiment, we can use the monthly data for 2007, 2008 and 2009 to build the model and apply it to predict the trends in 2011. To evaluate how good the model works, we use the data for 2010. We expect the overall model outcomes to be better than random guess.

6.3 SENTIMENT ANALYSIS FOR PREDICTION OF POSITIVE AND NEGATIVE CONSUMER TRENDS

The scope of the problem (trend identification) made sentiment analysis unnecessary. The application of the proposed methodology to other problems may require a reliable algorithm for sentiment detection. The advantageous aspect of incorporating the sentiment analysis in trend prediction practice is that the information mined can be more specific.
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