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Abstract
This dissertation is concerned with the design of time scheduling and signal processing al-

gorithms to mitigate interference effects in wireless networks with successive relaying where

the nodes in the system are equipped with multiple antennas. These networks as a form

of cooperative communications and multiple-input multiple-output (MIMO) systems have

the promise of significantly higher spectral efficiency and reliability than the conventional

networks. Reusing the same spectrum by simultaneous multiple transmissions in successive

relaying increases spectrum efficiency however it also causes interference which if not mit-

igated may limit the overall wireless network performance. With these motivations, this

dissertation presents three main contributions to lessen or completely cancel relay interfer-

ence and improve bandwidth efficiency.

First, we consider relay-assisted downlink transmissions to support increased data rates

for single antenna users. In the first stage of the communication process, the base station

with multiple antennas sends to different users. In the next stage, users and their assigned

relays form independent networks. Relays using an amplify-and-forward (AF) scheme aid

the recovery of messages by the user which solves linear system of equations developed in this

dissertation. All of these subnetworks utilize the same bandwidth concurrently producing

an acceptable level of multiple access interference (MAI) where the MAI is controlled using

specialized frequency reuse plan.

Secondly, we develop receiver-based inter-relay interference (IRI) cancellation in AF

two-hop systems with successive transmissions. In networks with strong inter-relay channel

gains, representing IRI with the recursive terms and exploiting opportunistic listening, in

this dissertation, this interference is fully removed using limited channel state information

(CSI) about channel gain matrices from both hops.

Finally, to complement our second contribution, we develop transmitter precoding to

cancel IRI in systems with successive relaying. When designing the scheme, we benefit from

the broadcast channel characteristic of the radio channel and the knowledge at the source

of all the data contributing to IRI.

This dissertation advances the theory of successive relaying through its integration with

time scheduling and signal processing within the framework of cooperative communications

system designs. The results presented in this work are applicable to wireless networks on

downlink and uplink in systems ranging from cellular to ad-hoc networks.
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Chapter 1

Introduction

With the growing demand for wireless communication services to support higher bit

rates, there is an urgent need to increase the bandwidth efficiency of new commu-

nication systems. One of the most successful and efficient solutions for addressing

this and other issues, such as enhancing transmission reliability, is the deployment

of multiple-input multiple-output (MIMO) technology. However, MIMO systems are

often designed for point-to-point or single user configurations only. Recently, several

new approaches have been proposed to achieve high utilization of radio spectrum and

power resources, for example, with cooperation among terminals, multiuser (MU)

MIMO, and more advanced relaying strategies offering some of the more promising

breakthroughs. This dissertation thus follows the trend in radio communications

design of moving away from maximizing the capacity of individual links toward opti-

mizing the capabilities of multiuser networks.

The use of multiple transmit and/or multiple receive antennas, where different

data streams are transmitted at the same time and frequency, introduces new possi-

bilities for advancing spectrum utilization [1]–[5]. In addition to time and frequency

aspects, a new spatial dimension is being explored in order to develop even more
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effective approaches to deal with long-standing problems in the design of communica-

tion systems, such as bandwidth and power efficiency. MIMO transmission schemes

represent a paradigm shift from single-input single-output (SISO) transmissions, and

encompass various diversity schemes developed previously for multiple-input single-

output (MISO) networks [6] and single-input multiple-output (SIMO) networks [7].

In multiuser MIMO networks which are still under development, spatial degrees of

freedom offered by multiple antennas are exploited to enhance the system capacity,

e.g., by scheduling radio terminals to share the spatial channel simultaneously. This

dissertation works with time scheduling, frequency reuse strategies and transceiver

methodologies in MU-MIMO to obtain performance gains and beneficial trade-offs.

Relays that retransmit signals between radio terminals have long been used in

communication networks to extend the range [8]–[10]. However, only recently have

more advanced relay network configurations been proposed to improve bandwidth

efficiency as well. These configurations take advantage of more complex signal pro-

cessing operations in the terminals and relays, where the radio terminals deploy pre-

and post-processing strategies and the relays transmit signals that are processed ver-

sions of the received signals [11], [12]. Multihop networks, in particular the two-hop

transmissions considered in this dissertation, are a special case of cooperative commu-

nications which have recently attracted considerable attention [13], [14]. Of particular

interest are MIMO two-hop channels where amplify-and-forward (AF) or decode-and-

forward (DF) relay terminals assist in communications between source and destination

terminals [15]. When all relays operate in half-duplex mode, the relaying process con-

sumes more time than a direct communications process, because the relays require

additional time to forward signals to the destinations [16]. In this area, a promising

solution to overcome the loss in spectral efficiency (the pre-log factor 1

2
in capac-

ity calculations) consists of alternate relaying, which reuses source transmission time

slots (TSs) for relay transmissions. In this dissertation, system level improvements

2



are motivated by this type of time slot reuse, with topologies that are more complex

than those of conventional alternate relaying systems that have a single source and a

destination pair aided by alternate retransmissions of two relays.

Because of the broadcast nature of the wireless medium, when multiple signals

are transmitted at the same time and frequency to increase bandwidth utilization,

multiple access interference (MAI) is inevitably introduced. When relays are de-

ployed, they can also create inter-relay interference (IRI). Uncoordinated interference

reduces wireless network throughput. In order to address this problem, this disserta-

tion seeks to design signal processing strategies and wireless network protocols that

manage interference in MU-MIMO systems in order to achieve the highest network

performance.

In wireless systems with MIMO terminals and relays, multiple spatial streams

should not cause interference to the data streams that are used to recover the data

of interest. Therefore, a major challenge is to design the system so as to obtain

interference-free signals at the destination nodes. This objective can be approached

by deploying interference-cancellation techniques performed at the source, relay, or

destination nodes, or a combination of these. In these scenarios, the signal processing

algorithms used to cancel multiple access and IRI depend upon knowledge of the

channel state information (CSI), i.e., channel gain matrices, in the system and upon

the type of cooperation between the terminals and the relays. In this work, the

cooperation of terminals and relays is designed via spatial reuse of time slots and

specialized time scheduling that are unique to this dissertation. Time scheduling and

the spatial reuse of transmission time slots are interference avoidance approaches, and

the interference mitigation algorithms developed in this dissertation combine system

and corresponding signal processing design aspects.

Specifically, the first chapter of this dissertation discusses transmission scheduling

to improve the capacity of cellular networks aided by relays on a downlink, from
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a single base station (BS) to multiple mobile stations (MSs), with CSI available

only at the receiving side of the network. Under such conditions the BS, which has

M transmit antennas, cannot zero force its signals to communicate with M single

antenna MSs simultaneously. Instead, it has to use orthogonal medium access to

divide the spectrum equally among users. The capacity per MS in this scenario is

bounded by the multiplexing gain of 1/N where N is the number of MSs sharing the

spectrum. In Chapter 2, a novel scheduling method is developed that increases the

capacity by increasing the number of multiplexed signals from one toMN/(M+N−1).

Chapters 3 and 4 address the capacity reduction caused by using half-duplex relays,

when relays are employed to extend the network coverage. In this area, methods are

developed to mitigate the IRI created in successive relaying networks.

1.1 Dissertation Objectives, Contributions, and

Organization

1.1.1 Objectives

The general objective of this dissertation is to enhance the throughput of wireless

relay networks through advanced signal processing and transmission scheduling. The

focus is on networks where relays have limited involvement in processing the signals

they receive. In these networks, capacity challenges are addressed according to the

availability of CSI at every node in the different network topologies. The guiding

principle in the present approach is to reuse transmission time slots in wireless re-

lay networks that are under-utilized in conventional communication systems. Once

opportunities to reuse time-slots or available information at different points in the

network have been identified, signal processing algorithms are developed to take ad-

vantage of system level transmission scheduling. The models developed here consider
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MIMO or practical variants of radio front ends utilized in current and upcoming sys-

tems. In this dissertation, because of the system and algorithm complexity, it was

not feasible to use only analytical methods to evaluate the performance of the al-

gorithms developed. Therefore, a combination of analytical and simulation results

is used. All proposed schemes and algorithms have been validated and compared

though a large number of computer simulations run in the MATLABR© computing

environment. In this type of research, this is an acceptable research methodology for

solving networking problems and arriving at new knowledge and designs.

The objectives and system models of individual chapters of this dissertation are

summarized below.

The objective of the second chapter is to increase the throughput in a single-

cell cellular system, with a BS located at the center of the cell and equipped with

multiple antennas. This BS serves multiple single antenna MSs which are distributed

randomly in the cell according to the Poisson point process. Here it is assumed that

any idle MS can act as a cooperative relay node. When the CSI is not available at

the BS and relays are not deployed, the maximum number of spatial streams that

can be transmitted simultaneously in the downlink is one. Here the key feature of

the cooperative transmission is the goal to encourage multiple single antenna users

to share their antennas cooperatively. In this way, a virtual antenna array can be

constructed and, as a result, the overall network capacity is improved significantly.

Chapter 3 considers networks with dedicated half-duplex relays. The objective is

to increase the throughput of one-way two-hop relay networks, where signals arrive at

their destinations exclusively from the relay path. This objective is achieved by using

successive relaying methods for MIMO networks. The IRI created in these networks is

cancelled at the destination through advanced signal processing, by taking advantage

of the unique interpretation of the IRI arising in MIMO successive relaying systems.

The network topology considered in Chapter 4 is similar to that of Chapter 3,
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however, here the IRI is mitigated by processing at the transmitter side. The solutions

provided in Chapter 3 left some problems unresolved, such as the situation where a

destination can hear one relay but not the other. In this case, the destination cannot

use the scheme developed in Chapter 3 to remove the IRI. Thus, the first objective

of Chapter 4 is to address the IRI when the destination is close to one relay and far

from the other. Another objective of Chapter 4 is to offer a solution based on schemes

developed in the dissertation, for the situation where single antenna MSs are located

close to the boundary of a cell.

1.1.2 Contributions

Results of the research described in this thesis have been published in the form of

conference papers in [17]–[20]. In addition, one journal article has been submitted

and another is in preparation. The details of these publications are outlined below.

Refereed Conference Proceeding Publications

[C-1] F. Alhumaidi and J. Ilow, ”Relay-assisted downlink transmissions to support

increased data rates for single antenna users,” in 2014 IEEE Global Communi-

cations Conference, 8-12 Dec 2014, pp. 4150-4155.

[C-2] F. Alhumaidi and J. Ilow, ”Alternate AF MIMO relaying systems with full

inter- relay interference cancellation,” in 2015 IEEE Vehicular Technology Con-

ference (VTC Fall), 6-9 Sep 2015.

[C-3] F. Alhumaidi and J. Ilow, ”Transmitter precoding to cancel inter-relay in-

terference in AF systems with successive transmissions,,” in 2016 IEEE 29th

Canadian Conf. on Elect. and Comput. Eng. (CCECE), May 2016, pp. 60-64.
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[C-4] F. Alhumaidi and J. Ilow, ”Increasing throughput in multi-way three-user

MIMO networks using successive relaying and IRI cancellation,,” in Wireless

and Mobile Computing, Networking and Communications (WiMob), 2016 IEEE

12th International Conference on, 2016.

Journal Papers (in preparation)

[IPJ-1] F. Alhumaidi and J. Ilow, ”Inter-relay Interference Modeling and Can-

celation in MIMO Wireless Networks with Successive Transmissions,,” to be

submitted to Computer Communications.

[IPJ-2] F. Alhumaidi and J. Ilow, ”Increasing Throughput in Relay-Assisted Cel-

lular Networks with Single Antenna Users,,” to be submitted to the IEEE Com-

munications Letters.

The research in each of the papers cited above was initiated and carried out by

the principal author of the papers, who is also the author of this dissertation.

The research contributions of this thesis can be classified into four areas, which

correspond to the four main chapters of the dissertation. The chapters and the specific

papers that relate to them are listed below.

Chapter 2: Increased Data Rate for Single Antenna Users

Novel transmission scheduling for downlink MU-MISO cellular networks is pro-

posed, to increase the throughput of the network. Cooperative relaying is used

to recover independent messages at the desired MSs by taking advantage of in-

dependent signal replicas and channel reuse at different locations, with reduced

co-channel interference.

Chapter 3: Continuous Transmission in Two-Hop Relay Networks

An IRI cancellation scheme at the receiver(s) in MIMO amplify-and-forward

7



relay networks is proposed in order to increase the throughput of these networks

by using successive relaying for one-way communications. The proposed scheme

is generalized to networks with various topologies, by using an opportunistic

listening approach. [C-2] and [C-4].

Chapter 4: Source Precoding to Cancel IRI in Two-Hop Relay Networks

with Successive Relaying

A transmitter precoding technique to cancel the IRI in a cellular network is

proposed for downlink transmissions. With an IRI filter implemented at the

transmitter side, the proposed scheme solves the challenge facing IRI cancella-

tion at the destination, when the destination can listen to one of the relays but

cannot hear the others. This chapter also combines the two IRI cancellation

schemes to address the case of single antenna MSs located at the boundary of

a cell. [C-3] and [IPJ-1].

1.1.3 Organization

This dissertation is organized into five chapters. The first chapter outlines the objec-

tives, contributions and thesis organization, as well as reviews the general concepts

and models used throughout the dissertation, while the last chapter contains the con-

clusions and offers suggestions for future work that could be carried out to expand

upon the results.

Chapter 2 discusses downlink transmission in wireless cellular networks from a

cooperative point of view. In Section 2.1, the network topology and signal flow are

introduced. This section also presents the relay retransmission strategy used in the

system model. In Section 2.2, interference limiting is introduced through spatial reuse

of the channel at the relay. Then the proposed signal processing scheme is generalized

by introducing a clustering technique to limit the interference between subnetworks.
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Section 2.3 presents the results in terms of capacity versus the signal-to-noise-plus-

interference ratio (SNIR).

Chapter 3 focuses on two-hop relay networks following the conventional successive

relaying approach. The first section of this chapter validates the assumption that

signals leaking from the source directly to the destinations have negligible gains.

In Section 3.1, successive relaying is introduced by using a 1 × 2 × 1 network. The

methodology of cancelling the IRI at the destinations is also proposed. In Section 3.2,

the concept of opportunistic listening is introduced to generalize the IRI cancellation

scheme to various types of network. The performance of the proposed IRI cancellation

scheme is discussed in Section 3.3.

In Chapter 4, IRI cancellation is implemented at the transmitter side.

The network topology is considered, where there is one source and multiple re-

ceivers with reception aided by dedicated relays. The relays are also separated, so that

a destination can hear one relay but not the other relays. The layout and method-

ology of this chapter is presented in Section 4.1. In Section 4.2, the two schemes

developed in Chapters 3,4 are combined in order to address the capacity of the net-

work partially introduced in Chapter 2. This section deals with a cellular network

in which single antenna users are located at the boundary of the cell. The BS and

relays are assumed to be equipped with multiple antennas. Section 4.3 presents the

performance discussion for the chapter.

The remainder of this chapter is organized as follows: Sections 1.2, 1.3, 1.4 and

1.5 present the building blocks related to the research in more detail and review the

corresponding literature in the areas of (i) wireless channel modelling, (ii) multiple

access strategies, (iii) relay and cooperative networks, and (iv) successive relaying.
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1.2 Modelling Wireless Communication Channels

This dissertation contributes in the field of signal processing algorithms for wireless

relay networks. The results obtained are verified using prototype simulation mod-

els, which is an initial stage in communications system design. This methodology is

widely adopted and accepted in the field of communications research. Channel models

are the basis for the conceptual stage of communications system design, where they

are used in order to predict and compare the performance of wireless communications

systems under realistic conditions, and to devise and evaluate methods for mitigat-

ing channel impairments. This section reviews some of the wireless communications

channel models used in this dissertation.

1.2.1 Additive White Gaussian Noise

A natural phenomenon in the radio frequency (RF) front end of wireless receivers is

the existence of wideband noise. This noise is universally present in the RF front end,

e.g., as thermal noise, resulting from a large number of random small interference

effects [21]. As stated by the central limit theorem, the large number of random

variables (RVs) forms a Gaussian distribution, which has the probability density

function (pdf):

pdf(n) =
1

√

2πσ2
0

exp
−(n−µ)2

2σ2
0 (1.1)

with a zero mean (µ = 0) and a noise variance (σ2
0) that represents the power spec-

tral density (N0

2
[W/Hz]). This dissertation deals with received signals after down-

converting and matched filtering, and noise is represented as a RV rather than as a

stochastic process.
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1.2.2 Rayleigh Fading Channels

In travelling to receivers, signals are subject to refraction, reflection, and scattering

as they pass various types of objects. Thus, the receiver obtains a combination of

multiple copies of the same set of signals, yet every copy has its own attenuation and

time of arrival. It is assumed that the delays are smaller that the symbol duration,

so that it is not necessary to deal with time dispersive (frequency selective) channels.

This phenomenon is known as fading, where the combined effects of all copies of the

signals received from various multipaths are represented as the multiplicative factor

affecting the received signals.

The most common and detrimental situation in wireless communications is the

lack of a line of sight between two communicating devices. When passband signals

arrive along two independent components, i.e., in-phase and quadrature, the fading in

each case is represented as an independent, identically distributed (i.i.d.) Gaussian

RV. Conventionally, the resulting complex variable representation of this effect is

denoted as h. Then the gain of the fading channel is: |h| =
√

ℜ(h)2 + ℑ(h)2, where
ℜ(h) and ℑ(h) denote the real and imaginary values of h, respectively, and h is a

complex normal RV: h ∼ CN (0, σ2
h). Therefore |h| has a probability density function

of

pdf(|h|) = 2|h|
2σ2

h

exp
|h|2

2σ2
h (1.2)

where σ2
h is a power scaling parameter. Hence, |h| has a Rayleigh distribution. This

applies only when there is no line-of-sight (LOS) path, and (1.2) represents the most

adverse type of fading.

1.2.3 Large-Scale Attenuation

As is the case with any transmission medium, wireless signal power decays with dis-

tance as the signals travel through a channel. This loss in signal power is known

11



as deterministic signal attenuation. Various mathematical models for different envi-

ronments are presented in the literature in order to capture this phenomenon [22].

This work adopts a generalized formula which links the attenuation to the distance

travelled d > 1 as follows:

pr(d) =
pt
dα

(1.3)

where pr(d) and pt represent the power of the received and transmitted signals, re-

spectively. The α parameter corresponds to the propagation condition; this value

normally ranges from 2 in free-space conditions to 6 in a dense urban area.

1.3 Wireless Network Classification

Wireless networks vary in their topology and application. The capacity of each net-

work also differs according to the number of nodes in the network, the number of

antennas at these nodes, and the available knowledge at each node. This section

describes the classification of various networks that play an important role in the

development of scheduling and signal processing algorithms in this dissertation.

1.3.1 One-to-One Networks

One-to-one networks consist of two nodes that communicate with one another. In

such a network the available channel is used exclusively by these two nodes, and in

their communications there is no interference from external nodes [23].

In relay networks, one-to-one networks can use one or more intermediate nodes

to assist in communications between the two nodes. Of particular interest is the

1× 2× 1 network, where two intermediate nodes act as relays. In one-way data flow,

the two relays take turns relaying the signals from the transmitter to the receiver, in

a process referred to as alternate relaying [24]. In order for this task to be performed

12



successfully, an interference cancellation scheme should be deployed. In Chapter 3,

this type of network serves as an element for developing the interference cancellation

scheme.

1.3.2 Multiple Access Networks

Multiple access networks are networks where multiple transmitters transmit to a sin-

gle receiver. Thus, multiple signals access the reception end of a single receiver [25].

Chapters 3 and 4 address the successive relaying problem for a multiple access net-

work, where two or more relays are introduced to the network.

1.3.3 Broadcast Networks

In contrast to a multiple access network, in a broadcast network the transmitter

sends signals to multiple receivers [26]. Chapters 3 and 4 also address the successive

relaying problem for such a network, where two or more relays are available to assist

communications between the transmitter and the receivers.

1.3.4 Interference Networks

In an interference network, multiple one-to-one pairs communicate by using the same

available channel spectrum [27]. In Chapter 2 and part of Chapter 4, this type of

network is addressed in terms of communications between the relays and the receivers.

1.3.5 Cellular Networks

In cellular networks, a geographical region is divided into multiple cells, and each cell

is served by a base station located ideally at the center of the cell. Moreover, each

cell is allocated a set of frequency channels that differ from those in adjacent cells.
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The reuse of these channels in other cells determines the level of mutual interference

between cells [28].

In order to accommodate more users within a cell, the cellular system adopts

channel access techniques such as frequency division multiple access (FDMA) and

time division multiple access (TDMA). These techniques arrange how users share the

available channel without interfering with each other. FDMA divides the frequency

band into subchannels, and at all times each user uses a unique subchannel. In

TDMA, users are stacked in a queue, so that each MS uses the whole spectrum for a

portion of the time [28].

The concept of a cellular system is utilized in Chapter 2 in order to accommodate

more users in the proposed scheme.

1.4 Relay and Cooperative Networks

Relays offer the capability of addressing many limitations that exist in wireless com-

munications, e.g., by extending the coverage of a network [10], [12], [29] or by im-

proving the quality of the service [30], [31]. In order to overcome the many challenges

faced by modern wireless networks, such as bandwidth efficiency, in the past decade

researchers have extensively investigated various aspects of relay networks. This re-

search has opened up many avenues for improving wireless systems, e.g., by exploring

the type of relay, relaying strategies, and the impact of relaying on capacity. This

section presents some aspects of relaying networks that are related to the work in this

dissertation.
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1.4.1 Cooperative Networks

Conventionally, a relay is a dedicated wireless network node that is a physical device

which is separate from the communicating terminals. In cooperative networks, inac-

tive nodes or terminals can act as cooperative relay nodes [32]. Cooperating nodes

invest power in the relaying process, and many compensation strategies have been

suggested to motivate cooperation among nodes.

In cooperative networks, relaying nodes are usually users that already exist in

the network, which means that no additional hardware needs to be introduced to the

network [32], [33]. Moreover, there could be more than one cooperating node near the

active node, allowing some freedom in the choice of relaying node in order to improve

the signal quality [33]. However, cooperative nodes are not always positioned in a

fixed location, and could be mobile users [34], [35]. This results in some challenges

for the transmitter, such as estimating CSI for the cooperative nodes, and relying on

a certain node to act as a relay for a relatively long period of time.

In the cooperative relaying employed in Chapter 2, the network with coopera-

tive users does not require CSI at the transmitter, and every cooperative user can

cooperate for a only a short period of time.

1.4.2 Dedicated Relay Nodes

Another approach to relay networks is to use dedicated nodes that are responsible

only for relaying signals from the source to the destination. The location of such

relays is usually based on design factors that serve to optimize the performance of

the network [36], [37].

Dedicating nodes to relay signals between the source and the destination requires

additional investment in network hardware. With a source located in the center of a

cell, a single relay will cover only part of the cell, and further relays are necessary to
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cover the entire cell. Even in networks where the source transmits in a single direction,

single relays face challenges in terms of reliability, due to channels with deep fading,

as well as capacity problems, which are the focus of interest of this dissertation.

In Chapters 3 and 4, dedicated relays are used to address the capacity challenge

in half-duplex relay networks.

1.4.3 Relaying Strategies

Signals that arrive at the relays are attenuated and modified due to the nature of the

environment surrounding the relays. Therefore, the relays must process the signals

received before retransmitting them to the next node. Methods used by relays to

deal with the signals include amplify-and-forward (AF) and decode-and-forward (DF)

approaches, which dominate relaying schemes [38]. These two strategies differ with

regard to performance, complexity, flexibility, and how the signals are handled.

The AF scheme deals with signals at the analog level. Relays receive the signals

and amplify them to the desired threshold before retransmitting them to the next

nodes [38], [39]. If the CSI is available, the signals may also be beamformed in a

certain direction to meet network requirements [10]. This scheme is preferable for

systems where processing data at the bit level requires complex manipulations, or

where the relays lack the capability to decode the signals. However, as is the case

with any receiver, signals received at the relays are accompanied by additive white

Gaussian noise (AWGN). In AF schemes, amplification of the signals also results in

the amplification of noise [40].

The DF scheme handles signals at the digital level. Relays decode the signals

by removing all of the effects from the receiving side, and then encode the signals

to forward them to the next nodes [38]–[40]. Although the removal of noise is an

advantage of the DF scheme, this requires full data processing and decoding. In

many scenarios, as described in Chapter 2, relays do not have the capability to decode
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signals, due to an insufficient number of antennas. As discussed in Chapter 3, DF

involves complex processing to remove the transmitted noise and interference.

This work primarily adopts the AF scheme, except for part of Chapter 4, where

the DF scheme is used in a downlink cellular system.

1.4.4 Capacity Challenges

Although relays can provide promising solutions in terms of reliability and range ex-

tension, there are also challenges such as a decrease in capacity. Communicating via

conventional relays requires approximately twice as much time as direct communica-

tion between the source and the destination. In conventional relay networks, a time

slot is used by the source to send signals to the relay, and another time slot is utilized

by the relays to retransmit the signals to the destination. In the literature, this drop

in the capacity of the link between the source and the destination is referred to as

the prelog factor [15].

The capacity is the maximum rate that can be achieved when transmitting over

a communication channel. For a direct single-input single-output Rayleigh channel,

the average capacity C can be expressed as:

C = E
(

log2(1 +
|h|2P
σ2

)
)

[bps/Hz] (1.4)

where h is the channel between the source and the destination, P is the signal transmit

power, σ2 is the variance of the AWGN, andE(·) is the expectation operator [1]. When

the signal passes through a relay, the capacity is scaled by 1

2
due to the additional

time slot used in the process. This is known as the prelog factor. Note that the exact

expression of the average capacity in relays depends on the type of network and the

relaying strategies adopted by the network.

In order to overcome capacity deficiency, studies have provided solutions for some
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types of network, however this remains an unresolved problem for other networks.

In two-way communications, the prelog factor has been improved to 2

3
in decode-

and-forward schemes. This is accomplished using network coding by reducing the

relay transmissions for two independent signals from two time periods to one time

period [10]. The relay waits for two terminals to send their signals consecutively.

It then encodes the signals so that each terminal can remove its own data and can

decode the desired data.

The physical-layer (analog) network coding scheme using AF went further and

eliminated the prelog factor by allowing two terminals to send at the same time. The

relays then retransmit the received signals to two terminals. The terminals know

their signals and have the channel information required to remove their own signals

and to decode the desired signals [12].

These solutions do not work for one-way flow, when the signals travel in one

direction. For some networks, alternative relaying solutions are already described in

the literature. In this dissertation, this challenge is addressed for multiple AF MIMO

networks in Chapters 3 and 4 and for multiuser MISO networks in part of Chapter 4.

Chapter 2 goes a step further, by not only removing the effects of the prelog factor

but also improving the capacity of single antenna receivers beyond their one-to-one

limitations.

1.4.5 Interference

The omnidirectional propagation of wireless signals imposes limitations on the uti-

lization of the available spectrum. Multiple communication pairs that are located

close to one another cannot use the same frequency band at the same time without

being subject to mutual interference. In this context, interference is an undesired,

deterministic signal that arrives at the receiver together with desired signals. If the

18



spatial dimension (i.e., the number of antennas) is smaller than the number of re-

ceived signals, including the interfering signals, then the interference must be treated

in order to ensure reception quality.

The available spectrum is very limited, and is congested with traffic. Reuse of

the spectrum is therefore necessary to meet service demands. Thus, addressing the

interference phenomenon is an essential area of research for increasing the capacity of

wireless networks. Approaches for dealing with interference that are described in the

literature include treating interference as noise, interference avoidance, interference

alignment, and interference cancellation.

Interference as Noise

The power of a signal degrades with the distance travelled. When interference signals

arrive at the receiver with a power below a certain threshold, the receiver treats

this interference as AWGN, and decodes the signals without trying to remove the

effects of such interference [41]. This approach can solve the problem if the distance

between two interfering pairs is sufficient to reduce the interference to a level where

it is regarded as noise. Moreover, it is also important for users to maintain power

control, in order to achieve throughput without impairing the signals of other users.

If users take a selfish approach and increase signal power to improve their SNIR, this

causes interference to increase for other users. Other users then have to increase their

power as well to compensate, thus increasing the interference level for all users.

In cellular networks, reuse of the spectrum is implemented by dividing the area

into multiple cells. The cells that uses the same frequency band are separated so that

interference in the system falls below a defined threshold. In Chapter 2, this concept

is used to accommodate more users in the network.

Interference Avoidance

The conservative approach of interference avoidance aims to eliminate interference in

the system, especially when the power of interfering signals is comparable to that of
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desired signals. In cellular systems with multiple users in a cell, users can be served

simultaneously over multiple frequency bands via frequency division multiple access,

or served using the full available spectrum but separated in time via time division mul-

tiple access, or served with a combination these two multiple access techniques [28].

Each of these techniques ensures that users do not interfere with one another, and

that the channel is not shared concurrently. This approach is also used in Chapter 2

during the transmitter phase.

Interference Alignment

Channel utilization attained by using the two approaches described above remains

far below the theoretical system capacity of the model considered. Interference align-

ment addresses interference from a cooperative point of view. Instead of dealing

with interference at a microscopic level at the receiver, interference alignment consid-

ers interference cancellation from a macroscopic perspective. With the interference

alignment approach, users have to sacrifice some of their instantaneous capacity in

order to achieve a gain in capacity for the system as a whole [42]. For example, a

system with three pairs of one-to-one communications where all nodes are equipped

with two antennas could multiplex a maximum of two signals for a single use of the

spectrum, if interference avoidance is used. This represents a capacity of 2

3
per user

in the network [43]. With the interference alignment approach, every user should

sacrifice one dimension and utilize the other dimension, permitting all users to utilize

the spectrum simultaneously. Users then cooperate among themselves and control

their signals to meet two conditions [42], [43]:

1. At the desired receiver, the signal occupies the desired dimension allocated to

that signal.

2. At the other receivers, where the signal is considered to be interference, it is

stacked with other interference in the sacrificed dimension.
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Although this approach increases capacity utilization, it faces many challenges

such as global CSI availability, synchronization, and the level of performance in a low

signal-to-noise ratio (SNR) regime.

Interference Cancellation

Interference cancellation is a signal processing approach that allows users to utilize the

spectrum concurrently. Through signal processing, users remove interfering signals at

a certain point in the network. In wireless networks affected by interference, successive

interference cancellation techniques can be used at the receiver to estimate and filter

signals according to their power levels [44]. This approach works well if signals arrive

at the receivers at different strengths.

In successive relaying networks, the transmitter sends signals to a listening relay

while a transmitting relay relays a previous set of signals to a destination. If the

transmitting relay uses the same frequency band as the source, this causes interference

at the listening relay, referred to as IRI [45]. In this scenario, successive interference

cancellation may not be feasible due to comparable signal strengths, and a lack of

capability of the relay nodes to perform the required signal processing.

The interference cancellation techniques proposed in this dissertation in Chapter

3 and Chapter 4 are developed to address IRI in successive relaying for multiple relay

networks.

1.5 Successive Relaying

Research to overcome drawbacks in the throughput of half-duplex wireless relay net-

works has taken two paths. One approach utilizes two-way communications, where the

data flow is in two directions and a receiver is also a transmitter. This approach ap-

plies some kind of network coding technique to reduce the transmission time [10], [12],

and is not suitable for networks where data are to be transmitted in a single direction
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or where different bands are used for uplink and downlink transmissions.

The second approach addresses one-way transmission. In an effort to improve

diversity gain and reduce relaying time, a transmitter sends signals to all users in

sequence, then the relays which overhear these signals retransmit the desired signals

all at the same time [46]. This approach improves the prelog factor for the relay

capacity from 1

2
to K

K+1
, where K represents the number of users in the network.

The work described in [46] paved the way for successive relaying techniques that

can also overcome prelog factor limitations. Successive relaying, or in some cases al-

ternate relaying as shown in Fig. 1.1, allows the transmitter to transmit continuously,

while relays take turns listening to the transmitter. Using the same band as utilized

by the transmitter, a relay which has completed a listening session retransmits pre-

viously received signals to the receivers. Listening and transmitting are performed

by the relays successively and continuously. This improves the prelog factor to T
T+1

,

where T is the number of time slots used by the transmitter without interruption,

before one or more relays take over and retransmit data while the original transmitter

withholds its transmissions.

odd TS

odd TS

even TS

even TS

Rx

R1

R2

Tx

Figure 1.1: Two-path alternate relaying in a 1× 2× 1 network.

Although the prelog factor is significantly improved, successive relaying has a

cost. During the listening session, the signals transmitted by the transmitter to the

listening relay are accompanied by interference (shown by the dashed path in Fig. 1.1)
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from the transmitting relay. If this IRI is not treated at the relays either by the relays

themselves or through precoding by the transmitter, it degrades the quality of the

signals received at the final destination(s).

If this IRI is not treated (either through (i) signal processing at the relays them-

selves or (ii) precoding by the transmitter or (iii) post-processing at the destination,

or (iv) any combination of (i), (ii) and (iii)), it degrades the quality of the signals

received and decoded at the final destination(s).

In successive relaying, IRI cancellation is a major challenge. One-to-one AF net-

works treat interference at the bit level by cancelling interference successively at the

receiver [15]. This method requires extensive memory at the receiver, because it de-

pends upon previously received signals and cancelling of the signals one by one in

a decision feedback type of processing. Moreover, this method removes only deter-

ministic interference signals, leaving the desired signals with accumulated noise. At

the analog level, IRI cancellation can be achieved by using two consecutively received

signals [47]. This method not only cancels the interference but also removes most

of the accumulated noise. In this dissertation, this method is generalized to various

MIMO networks.

In MIMO networks, alternate relaying can be performed by using interference

alignment [48], however, this approach is suitable only for systems with an even

number of antennas at each node. Furthermore, this method recovers only part of

the lost capacity. In one-to-one alternate relay networks, IRI cancellation can also be

performed at the relays, following a zero-forcing (ZF) approach [49]. However, this

method requires a large number of antennas at the relays, which may not be practical.
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Chapter 2

Relay-Assisted Downlink Trans-

missions for Single Antenna Users

The spatial spectrum reuse concept can be used to increase the capacity of cellular

systems. Spectrum reuse allows multiple BS-MS pairs to use the same spectrum

concurrently, provided that they are sufficiently separated in space to minimize co-

channel interference while maintaining the required quality of service [28].

In this chapter, spatial spectrum reuse (also referred to as spectrum reuse is

adopted in order to increase the downlink throughput of a single cell MISO cellu-

lar system, where inactive MSs serve as cooperative relays to assist the operation of

the centrally located BS. Specifically, transmission scheduling and the corresponding

signal processing are developed in order to increase the number of multiplexed signals

within a channel use. For this purpose, the communication process is divided into two

stages. In the first stage, a transmitter with multiple antennas using time division

multiplexing transmits to different users in their allocated time slots; the number of

messages sent is equal to the number of transmit antennas in the MISO frame. In the

next stage, each user with its assigned relays forms an independent network, where

relays that use an amplify-and-forward scheme aid the recovery of messages, with the
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user solving a linear system of equations. All of the subnetworks utilize the available

channel concurrently, producing an acceptable level of multiple access interference

(MAI), where the MAI is controlled by using a clustering technique tailored to the

location of users and potential relays. This approach increases the number of down-

link data streams, in order to close the gap with the maximum number of achievable

simultaneous data streams determined by the number of antennas at the BS.

Here it is assumed that the active MSs and relays know their receiving instanta-

neous CSI, and that there is no need for CSI at the BS.

The first section of this chapter introduces the system model and transmission

methodology. Section 2.2 first introduces the proposed signal recovery scheme in a

simplified network, with two users aided by two relays. The scheme is then extended

to a more complex network. Section 2.3 discusses the performance of the system, and

the chapter is summarized in Section 2.4.

2.1 System Model and Two-Stage Relaying

This chapter considers an M antenna base station (BS) that serves a total of L single-

antenna mobile stations (MSs). All antennas are omnidirectional. There are N active

MSs and L−N idle MSs over a communication cycle. The L−N MSs are considered

to be idle in the sense that they do not have their own messages to send or receive over

a complete communication cycle. A complete communication cycle starts when the

BS sends the first signal and ends when the active MSs receive the required signals

so as to be able to decode the original messages. It is assumed that any idle MS

can act as a cooperative relay node. Figure 2.1 shows an example of a BS with two

antennas serving multiple MSs; however, in general the number of antennas at the

BS is M ≥ 2. Furthermore, Fig. 2.1 represents a single cell system, with one BS.

The dashed hexagonal regions (“cells”) within the original cell area are explained in
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Active MS

Inactive MS

BS

Figure 2.1: A single BS serving multiple active MSs with the assistance of idle MSs
acting as relays.

Section 2.2.2 in a discussion of clustering, where subnetworks of relays support active

MSs.

In an ideal case, an active MS chooses the M − 1 nearest idle MSs to serve as

relay nodes, making the selection so as to minimize the required transmit power of

the relay nodes. This also minimizes interference at undesired communication nodes,

as shown in Section 2.2.2.

It is assumed that each receiving side (consisting of the relay nodes and the ac-

tive MSs) knows its receiving instantaneous channel state information (CSI). Global

availability of the CSI is not required, but every relay node must forward its CSI

to the assisted receiver. Forwarding the CSI to the assisted receiver is an essential

procedure that enables the receiver to decode the desired messages successfully. This

step could be implemented within control pilots or frames between the receiver and

its associated relays.
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It is assumed that every communication link experiences flat fading over a com-

plete time slot. However, the channel conditions may vary from one time slot to

another without affecting the success of the communication process. Moreover, the

relay nodes adopt an AF approach with controlled delay, since the receivers are in-

terested in the raw signals rather than an altered version of the signal.

In this scheme, messages from the BS to the active MSs are delivered via two

different stages. One stage is allocated for the BS to broadcast its messages, and the

other stage is used by the relays to forward the signals they receive to the desired

MSs. The next two subsections present the procedures followed in stage one and stage

two of the proposed communication process.

2.1.1 Transmitter Stage

The first stage is comprised of N time slots. The BS follows an orthogonal division

protocol and allocates one time slot per active MS, as illustrated in Table 2.1. In time

slot n, the BS sends M messages (through M transmit antennas) to the nth active

Table 2.1: Stage one: Time slots allocated by the BS for every MS and its assisting
relays

Time slot 1 2 . . N

Served MS MS1 MS2 . . MSN

MS. The nth MS and its assisting M − 1 relays (MSn) hear the transmitted signals

at approximately the same time, but every receiving node receives a different (scaled)

version of these signals. The variation in the received signals is due to variations of

the CSI between each receiving node and the BS antennas. The signals received at
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all receiving nodes of group n can be expressed as follows:

Y n
l (n) =

M∑

m=1

√
P hn

lm(n) x
n
m(n) + wn(n) (2.1)

where Y n
l (n) is the signal received at node l of receiving group n for 0 ≤ l ≤ M − 1

and 1 ≤ n ≤ N . Here, l = 0 is the index of the active MS node and l > 0 indicates the

assisting relay nodes. Moreover,
√
P is the average signal transmit power, and hn

lm

represents the channel gain factors between the BS mth antenna and the lth receiving

node over the nth time slot. The notation xn
m(n) represents the message intended to

be transmitted from BS antenna m to the nth MS, and wn(n) is the AWGN at the

lth receiving node during the nth time slot. The AWGN is initially assumed to be

relatively small, so that neglecting it would not affect the performance analysis of the

system. In fact, the MAI in the second stage dominates the signal-to-interference-

plus-noise ratio (SINR), and as a result limits the performance of the system. Thus,

without loss of generality, the AWGN term will be omitted in the discussion below.

It should be noted that the nth MS and its assisting relays are concerned only

with the signal transmitted within their allocated time slot. They remain inactive

over any time slot j 6= n for 0 < j ≤ N , and their received signals in such time slots

are assumed to be zero. For brevity of notation, the time index can be omitted, since

in stage one every group receives signals only in one time slot (numbered to match

the index of the active node). Omitting the time index here also unifies the notation

for the next stage. Thus, the equation representing the signal received at group n

can be rewritten as:

Y n
l =

M∑

m=1

√
P hn

lm xn
m (2.2)
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Table 2.2: Stage two: Concurrent transmissions from relays to the desired MSs

Time slot N+1 N+2 . . N+M-1

from → to MS1
1 → MS1

0 MS1
2 → MS1

0 . . MS1
M−1 → MS1

0

MS2
1 → MS2

0 MS2
2 → MS2

0 . . MS2
M−1 → MS2

0

. . . . .

. . . . .

MSN
1 → MSN

0 MSN
2 → MSN

0 . . MSN
M−1 → MSN

0

2.1.2 Relay Stage

The BS turns off its transmission after sending to the last receiver in the N th time slot.

The second stage then begins by splitting the entire network into N subnetworks. All

of these subnetworks work concurrently and independently, using the same frequency

band over a period of M − 1 time slots, as illustrated in Table 2.2. Every subgroup

consists of a single receiver and M −1 transmitters (the relay nodes), which transmit

the signals received in the first stage in sequence.

The signal received at MSn
0 over time slot N + l becomes:

Zn
l = dnl h

n
0lY

n
l +

∑

j

Injl (2.3)

where dnl is the amplifying gain at the relay, and hn
0l is the channel gain between MSn

l

and MSn
0 . The MAI is represented by

∑

j I
n
jl resulting from the interference signals

arriving at MSn
0 from the relays of other active receivers. In order to control the

impact of interference, a clustering method is used, as explained in Section 2.2.2.

Let anlm = dnl h
n
0l

√
Phn

lm. Then the M signals received in stage two at MSn
0 by the
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end of the N +M − 1th time slot can be represented as:

Zn
1 =

M∑

m=1

an1m xn
m +

∑

j

Inj1

...

Zn
M−1 =

M∑

m=1

anM−1m xn
m +

∑

j

InjM−1 (2.4)

In stage one, based on (2.2), MSn
0 has also received a signal directly from the BS,

which can be expressed as:

Zn
0 = Y n

0 =

M∑

m=1

an0m xn
m (2.5)

and an0m =
√
P hn

lm. Thus, each of the active receivers, MSn
0 , where n ∈ {1, · · · , N},

has to solve a system of M equations and M unknowns as shown by (2.4) and (2.5)

in order to decode the desired M messages xn
m where m ∈ {1, · · · ,M}. Hence, the

total number of messages communicated over N +M − 1 time slots to all N active

MSs is equal to MN .

Although the focus here is on downlink transmissions, it is important to note

that the communication procedure discussed could be made reversible by mirroring

the time axis, in order to make it valid on the uplink. The first stage of reversed

communications starts when the single-antenna MSs share the available resources for

M − 1 time slots. Every MS sends a single message to an assigned relay over a time

slot, and by the end of M−1 time slots, each MS with its relays has simulated a single

transmitter with M antennas and M independent messages (a virtual antenna array).

However, this process is not optimal with regard to the degree of freedom (DoF).

The maximum DoF it can achieve is MN/(M + N − 1) which is smaller than M,

the achievable DoF for multiple single-antenna transmitters and a single M antenna

receiver. Moreover, the reverse process is less advantageous than the original process

in terms of relay transmit power. In the proposed downlink scenario, the distances
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between the receivers and the relays are very short, resulting in a low relay transmit

power requirement. In the reverse process, relays must communicate with the BS,

which is not necessarily close to them, and thus greater transmit power is required.

2.2 Relay Interference Management

This section examines in more detail the operation of the transmission scheme devel-

oped in the previous section. Specifically, it considers the effects of relay interference

for undesired users, and proposes solutions to manage its impact. Section 2.2.1 first

presents an example of a network with two users, in order to demonstrate the scheme

in limited interference conditions. This example represents a network with a minimum

number of antennas at the transmitter, a minimum number of users, and a minimum

number of assisting or cooperating users in the MISO network that is considered in

this chapter. The purpose of this section is to provide an insight into the adopted

model with regard to the distribution of nodes in the network and the transmission

characteristics of each node.

Section 2.2.2 generalizes the scheme to accommodate more users, with an arbi-

trary number of antennas at the BS. This subsection utilizes the clustering concept

and spatial reuse patterns from conventional cellular networks (without cooperating

relays).

2.2.1 Two-User Broadcasting

This example considers a transmitter with two antennas, and two single-antenna

receivers. If the two receivers are separated by a sufficient distance and each receiver

has a single-antenna assisting relay, the achievable multiplexing gain in the proposed

system is 4/3. The maximum multiplexing gain that can be achieved in a conventional

system without relay assistance is equal to one, as determined by the single receiver
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Figure 2.2: Time scheduling of transmissions in a two-user MISO network: (A) In the
first time slot, the BS sends a signal received by the first MS and its assisting relay;
(B) in the second time slot, the BS sends a signal received by the second MS and its
assisting relay; and (C) in the third time slot, the cooperative relays retransmit their
signals, destined for the corresponding MSs, potentially causing MAI.

antenna. Figure 2.2 shows the transmission process in the schemes developed for

two active MSs over three time slots. The transmissions in these three time slots

are represented in the corresponding subfigures (A), (B), and (C). In Fig.2.2 the first

MS, indicated in blue, is shown positioned to the right of the BS; and the second

MS, depicted in red, is positioned to the left of the BS. Here it is also assumed that

these MSs are close to their relays (cooperating MSs), which are labeled RS and are

colored to correspond to the colors used for the MSs. In Fig. 2.2(C), concentric circles

show the range of transmissions from the relays, that use omnidirectional antennas.

When the two MSs with their corresponding (assisting) relays are located at opposite

sides of the BS, it is probable that the assisting relays will also be well separated in

space. This means that the level of interference affecting non-associated MSs caused
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by any RS can be expected to be very low and hence negligible. It should be observed

that, in general, the active MSs may be distributed anywhere in the plane, and the

eventual objective is to select relays that are separated from the MSs for which they

do not retransmit. This is elaborated further in Section 2.2.2.

In accordance with the assumption in Section 2.1, both MSs know their downlink

CSI with regard to the BS, and the RSs forward their downlink CSI to the associated

MSs. Let MS1
0 and MS1

1 represent the receiver and relay, respectively, located to the

right of the BS; and let MS2
0 and MS2

1 represent the MS and relay, respectively, that

are located to the left of the BS. The signals received in the first time slot at MS1
0

and MS1
1 can be expressed as:

Y 1
0 =

√
P h1

01 x
1
1 +

√
P h1

02 x
1
2

Y 1
1 =

√
P h1

11 x
1
1 +

√
P h1

12 x
1
2

(2.6)

This group remains idle and does not receive in the next time slot, and the BS sends

messages intended for MS2
0 . The signals received at MS2

0 and MS2
1 can be expressed

as:

Y 2
0 =

√
P h2

01 x
2
1 +

√
P h2

02 x
2
2

Y 2
1 =

√
P h2

11 x
2
1 +

√
P h1

12 x
2
2

(2.7)

In the third time slot, the transmitter remains silent, and the relays forward their

messages simultaneously. The effects of the amplification factor and the channels

between the relays and the receivers are first removed by the receivers. The signals

received in the third time slot at each receiver are thus the same as the signals received

at the relays in the previous two time slots (or a scaled version). The receivers can

manipulate the two signals received, similarly to (2.6) with a scaled second equation

forMS1
0 , and can solve for the two desired messages (x1

1 and x1
2 forMS1

0) provided that

the virtual channel matrix is invertible. Note that in this example it is assumed that

the AWGN is small and does not affect the performance of the receivers. Moreover,
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it is assumed that both relays are transmitting with reduced transmit power, since

the distances to the desired receivers are short. The transmit power of the relays can

thus be expected to dissipate to a very low received power level by the time their

signals causing MAI or relay interference arrive at undesired receivers. The impact

of MAI can therefore be disregarded in this example.

2.2.2 Clustering

In the first stage of the proposed scheme, the BS allocates one time slot per active

MS. This strategy does not cause interference to unintended receivers. However, in

the second stage, resources are shared and each active MS forms an independent

communication group with its relays. Communications within all of the independent

groups occur concurrently, and controlling interference becomes a necessity. The key

to ensuring that a desired received signal exceeds the power of interfering signals

by a certain threshold is either to transmit with a power greater than that of in-

terfering signals, or to position the receiver and its transmitter so that they are far

from the interfering nodes and close to one another, as in the example considered in

Subsection 2.2.1.

Here the option of transmitting with a higher transmit power is not productive.

If a group increases its transmit power to achieve a certain signal-to-interference

ratio (SIR), the SIRs of other groups will be degraded, and as a result they will also

try to increase their transmit power. This selfish approach would create harmful

competition, and interference would not be controlled even if all of the relays could

transmit with unlimited power.

Thus, in order to accommodate larger numbers of users in the system while per-

mitting all of them to maintain comparable, controlled SIRs, in this scheme the

clustering concept of cellular systems has been adopted. Clustering provides groups

of receivers that can be served in one communication cycle, and the receivers with
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their associated relays are well spaced so as to decrease the power of interference

signals at each receiver. A single cell within a cellular system is considered, and the

cell is divided into many hexagonal subcells. A reuse pattern is then utilized to space

the MSs that are served in a single cycle. As in a cellular system, the reuse pattern

is determined in accordance with acceptable interference levels, versus the number of

users that can be served in a single cycle. However, in this scheme the subcells differ

from a those of a cellular system in terms of the location of the receiver and relays.

Receivers and relays can be positioned anywhere within the subcell.

The next section describes how the clustering concept is applied in a cell of fixed

size with a specific distribution of MSs, and the required design parameters are dis-

cussed.

2.3 Result Analysis

A cell of 1 km2 is considered that has approximately 400 communication nodes dis-

tributed in a deterministic, uniform fashion, as illustrated in Fig. 2.3, with the BS at

the center. Any node can serve as a receiver, or as a relay, or can remain inactive.

Furthermore, the service area (the main cell) is divided into C hexagonal subcells,

determined according to the reuse pattern or the number of groups that are served

per communication cycle. Division of the main cell serves to cluster MSs within the

subcells.

Dividing the main cell into C = 36 subcells results in subcells that each have

an area of 0.259 km2, with sides measuring approximately 100 m. The deterministic

arrangement of the communication nodes on a rectangular grid places an average of

9 MSs within each subcell. Thus, every active MS in a subcell will have 8 relays

from which to choose, as a subset of MSs in a given subcell that can assist in the

relaying process. The relays chosen may be those closest to the active MSs. A time
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Figure 2.3: A deterministic spatial distribution of 400 MSs.

domain reuse pattern of 3 is considered, which allows the BS to serve 12 users in the

service area per communication cycle. In this scheme, the reuse pattern determines

the subcells where there is only one active MS, that will be served in the same

communication cycle as other active MSs that are located in clusters or subcells

indicated by the same fill pattern or color. This is illustrated in Fig. 2.4. Thus, in

order to serve 36 MSs in the service area, 3 communication cycles are used (a time

reuse pattern of 3), with MSs in subcells indicated by the same fill pattern or color

receiving data from the BS in the same cycle (in two phases: directly and via relays).

Next a scenario is considered where the BS is equipped with 4 antennas, and where

each active MS thus needs to select three relays. If all nodes receive signals from the

transmitters according to comparable deterministic signal strength or attenuation,

the active MS (or the central controller) will select the three closest nodes within
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Figure 2.4: Spatial reuse contributing to MAI from relays in the second stage of a
communication cycle, with a reuse pattern of 3 in the time domain.

the subcell for the relaying process. In this scenario, every active MS receives 4/15

messages per time slot and the entire system communicates 48/15 = 4 · 12/(12 + 3)

messages per time slot.

The main limitation in the proposed scheme is the approximately fixed average

SIR at all receivers in the second stage. This limits the proposed scheme to a certain

range of SINR. Increasing the transmit power of the relays beyond the optimal value

does not improve the performance of any particular node. In fact, in this scheme a

selfish approach results in higher power consumption with no further gain in signal

quality. In the example analyzed, with a fixed spacing of nodes and assuming a reuse

pattern of 3, when the deterministic path loss is proportional to d−4, the average

SIR in the second stage of the communication cycle is approximately 14 dB. This is

because, in the case of the scenario illustrated in Fig. 2.4, the SIR of the transmission

of interest between the relay and the MS in subcell 1 is affected primarily by the

relays in the six subcells numbered 2 through 7, which are the closest subcells that
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Figure 2.5: MISO network capacity comparisons, with a diversity gain system and
the proposed scheme, where M = 4, the number of supported users N is a parameter,
and the average SIR is 14 dB.

use the same time slot in the second stage of the communication cycle.

Figure 2.5 shows the impact of a fixed SIR of 14 dB on the capacity in the proposed

scheme. It can be seen that with 4 antennas at the BS, the capacity improves as the

number of active users increases from 7 to 12. The capacity begins to saturate at a

SINR level of approximately 25 dB. The capacity for ordinary orthogonal multiple

access, where the antennas at the BS are used for diversity gain, is better at a low

SINR level, until the SINR is approximately equal to 5 dB. Above 5 dB, the proposed

scheme outperforms the diversity gain system. For the proposed model, the capacity

is saturated at SINR of about 33 dB to 38 dB, above which the orthogonal diversity

gain system has a greater capacity than the proposed system. Thus, the relay-aided

system has a superior performance in the range between 5 dB and 35 dB. Although

the model considers deterministic positioning of the nodes, it should be recognized
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that in practice, one of the receivers may be located at the edge of its subcell and the

relaying nodes of other receivers may be located at the edge nearest to this receiver.

This would adversely affect the SINR, however, the probability of occurrence of such

a situation is low.
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Figure 2.6: MISO network capacity comparisons, with a diversity gain system and
the proposed scheme, where M = 4, the number of supported users N is a parameter,
and the average SIR is 25 dB.

For a reuse pattern of 7 within the same 1 km2 area, the same placement of nodes

provides 5 active receivers per group for the communication cycle. Therefore, the

(aggregate) data rate drops from 48/15 to 20/8 = 4 · 5/(5 + 3). The advantage of

employing a reuse pattern of 7 rather than 3 is a considerable enhancement in the

SIR. This would be especially beneficial for a deterministic path loss with distance

proportional to d−2. This is because the distance between subcells that are served in

the same cycle is greater, and the SIR increases to 25 dB with a path loss proportional

to d−4. Figure 2.6 shows that the saturation of capacity in this scenario would occur
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only at a very high SINR.

Here the proposed scheme outperforms the orthogonal multiple access system with

diversity gain at the transmitter in the range between 5 dB and approximately 65

dB. Thus, the relay-aided single-antenna receiver in the proposed scheme provides a

gain in capacity within a reasonable SINR range.

When the path loss is proportional to d−2, a reuse pattern of 7 yields an average of

9 dB SIR, whereas a reuse pattern of 3 results in 3 dB SIR. This might not provide a

favorable gain, and the use of schemes that avoid interference could be more desirable

in this case.

2.4 Summary

This chapter presented a time scheduling scheme to increase the data rate on a down-

link in a cooperative cellular network. Where zero forcing is not feasible at the

transmitter due to a lack of necessary CSI at the BS, it is shown that coopera-

tion among MSs can increase the throughput for single-antenna users from one to

MN/(M +N − 1), where M is the number of transmit antennas at the BS and N is

the number of active MSs.

The proposed transmission scheme is divided into two stages. In the first stage, the

BS employs a TDMA-like mechanism to send signals to the active MSs. In this stage,

the MSs acting as relays opportunistically overhear the data. In the second stage,

the BS is turned off and the cooperating MSs (acting as AF relays) form independent

one-to-one networks and forward their signals simultaneously over M − 1 time slots

to active MSs. Each MS receives signals from a BS with unique channel conditions.

This information allows MSs to receive multiple copies of the desired signals, when

cooperative MSs relay the signals to the active MSs. With a sufficient number of

received signals, each receiver can construct a linear system of equations so that it

can recover a total of M unique messages per communication cycle. In the proposed
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scheme, relay clusters communicating in the same time slot are spaced apart from

each other in order to minimize the impact of MAI, an approach similar to that

employed for spectral reuse in conventional cellular systems.
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Chapter 3

Successive Transmission in

Two-hop Relay Networks

Successive relaying enhances the capacity of wireless relay networks through simul-

taneous spectrum utilization by a source and relays. Nevertheless, IRI constitutes a

major challenge for successive relaying schemes because the signals from the trans-

mitting relay at a particular TS leak to the receiving relay. These IRI signals arrive

at the receiving relay with a power level comparable to that of the desired signals

transmitted by the source and they have to be dealt with. This is because in this

chapter, we assume a network topology in which relays are separated by a relatively

small distance.

In order for successive relaying to be implemented effectively, IRI needs to be

controlled and eliminated. This chapter presents a finite impulse response (FIR)

filtering type signal processing scheme at the destination for cancelling the effects

of IRI in MIMO relay networks. In this dissertation, the proposed IRI cancellation

for successive relaying is initially developed for a network with a single source, two

relays and a single destination (referred to as 1 × 2 × 1). Than the IRI cancellation

is broadened to a more general type of networks like 1 × 2 × K where we have
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K destinations receiving independent data streams via two relays from a single source.

Section 3.1 introduces the idea of successive relaying and its benefits for the net-

work spectral efficiency as well as characterizes autoregressive (AR) type of modeling

for the IRI which is unique to this thesis. Based on this modeling, we develop match-

ing finite impulse response (FIR) filtering for the IRI removal at the destination.

This section also presents the proposed scheme effects on the desired signals like

noise enhancement. Section 3.2 generalizes the scheme to various networks, adding

some insights while discussing the application of the original scheme to any type of

two-hop networks. The performance of various schemes is then discussed in terms of

bit error rate (BER) and capacity in Section 3.3. Section 3.4 provides a summary of

the chapter.

3.1 Successive Relaying and Inter-Relay Interfer-

ence

In this area, most studies in the literature focus on what is referred to as one-to-one

communication with two relays in the middle using single antenna nodes. The system

designated here as 1 × 2× 1 (Fig. 3.1) consists of a source S, two relays R1 and R2,

and a destination D. The source sends signals to R1 during the even time slots and to

R2 during the odd time slots. While the source transmits continuously, R1 forwards

its received signals to the destination during the odd time slot, and R2 forwards its

received signals during the even time slot, using the same spectrum that is utilised

by the source. It is worth observing that because relays operate in half duplex mode,

the reception by R1 during the even time slots (TSs) from the source is affected by

signals from both: the source and R2, while in the odd TSs, R1 can not overhear the

signal from the source that is destined to R2.
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Figure 3.1: A 1× 2× 1 relay network.

First, using the 1 × 2 × 1 MIMO network model, the IRI characterization is

developed in Section 3.1.1, and than in Section 3.1.2, the proposed IRI cancellation

scheme is presented at the single destination continuously receiving the data. Later

on in Section 3.2, the prototype scheme developed originally for the 1× 2× 1 MIMO

network model is generalized using the idea of opportunistic listening to multiple

networks. This is to reflect the flexibility of the proposed scheme, which makes it

suitable for a wide range of applications.

3.1.1 A 1× 2× 1 Network

In a 1 × 2 × 1 layout, the assumption is that the relays are located close to one

another, since they are assisting communications from the same source to the same

destination. It is also assumed that signals from the source arrive at the destination

exclusively through the relays and that the direct path between the source and the

destination has a negligible channel gain. The IRI in this network starts at TS = 1,

when S (the node shown in black in Fig. 3.1) sends a new set of signals to R2 (shown

in red), while R1 (shown in blue) forwards the set of signals it received during TS = 0
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to D (shown in green). This means that R2 receives a set of desired signals from S

during TS = 1 through channel A2, however, this set of signals is accompanied by

a set of IRI signals transmitted by R1, which arrive at R2 via channel H21. The

problem of IRI continues, with the relays exchanging roles every time slot.

In the proposed scheme, it is assumed that every communication node is equipped

with M antennas. Here the channels given by bold letters, e.g., A2, should be inter-

preted as channel gain matrices with different subscripting to differentiate between

various links as shown in Fig. 3.1 and summarized in Table 3.1. In general, we use

Ai, i ∈ {1, 2} to represent channels between the source and the relays (from S to Ri),

while we use Bi to represent channels connecting the relays and destination (from

Ri to D). Channel gain matrix Hij stands for the inter-relay channel (from Rj to

Ri). One entry in the channel gain matrix is a scalar Rayleigh (complex normal)

fading gain from the transmit antenna (one of M) to the receive antenna (one of M).

This is because we assume that the channels connecting the various nodes experience

flat Rayleigh fading; however, this assumption does not affect the generality of the

scheme, which could be used with any other type of flat fading. An AF relaying

topology is adopted, and the relays amplify their signals with gains of Wi.

Also, “a set of signals” (or signals for short) from a transmitting node should be

interpreted as the column vector signal mapped on the the M transmitting antennas.

The assumption of equal number of antennas (M) in all the nodes determines the

number of independent data streams communicated per time slot. In addition, it is

also important for both the relays and the destination to have an equal number of

antennas to guarantee square matrices between the relays and the destination, since

the proposed IRI cancellation scheme requires the inversion of these channel gain

matrices.

During TS = 0, the communication process is initiated and S is the only node

in the network that has signals to transmit. Therefore, the signals received at R1
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Table 3.1: Network parameter definitions

Symbol Definition

S The source
R1 Relay number 1
R2 Relay number 2
D The destination
A1 The channel from S to R1

A2 The channel from S to R2

H21 The channel from R1 to R2

H12 The channel from R2 to R1

B1 The channel from R1 to D
B2 The channel from R2 to D
P S signal power
W1 R1 amplifying gain
W2 R2 amplifying gain

during TS = 0 are not accompanied by any interference and are only multiplied

(“attenuated”) by A1 and corrupted by the relay AWGN noise nR1
(0), which is

assumed to have zero mean and unit variance. Hence the signals received at R1 can

be expressed as:

r1(0) =
√
PA1S(0) + nR1

(0) (3.1)

where the parameter P stands for transmit power and controls average SNR on a link

in the system. During TS = 1, R2 is responsible for listening to S; however, while S

is transmitting signals during TS = 1, R2 is also transmitting an amplified version of

r(0). Therefore, the signals received at R2 during TS = 1 are not only pure signals

from S but also interference from the signals transmitted by R1. The signals received

at R2 during TS = 1 can thus be expressed as:

r2(1) =
√
PA2S(1) +H21W1r1(0) + nR2

(1) (3.2)

The task of the relays in this chapter is only to amplify the received signals,
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whereas dealing with the interference is handled by the destination. Thus, the fol-

lowing signals are received at the destination during TS = 1 and TS = 2:

y(1) =
√
PB1W1A1S(0) +B1W1nR1

(0) + nD(1) (3.3)

y(2) =
√
PB2W2A2S(1) +B2W2H21W1r1(0) +B2W2nR2

(1) + nD(2) (3.4)

where nD(l) is AWGN at the destination in TS l.

Similarly, during TS = 2 R1 receives signals from S as well as interference from R2:

r1(2) =
√
PA1S(2) +H12W2r2(1) + nR1

(2) (3.5)

and when R1 forwards these signals to D during TS = 3, they arrive as:

y(3) =
√
PB1W1A1S(2) +B1W1H12W2r2(1) +B1W1nR1

(2) + nD(3) (3.6)

The process continues, and with every time slot R1 and R2 exchange the roles of

receiving and forwarding signals. Thus (3.2) and (3.5) can be generalized as:

ri(t) =
√
PAiS(t) +HijWjrj(t− 1) + nRi

(t) (3.7)

where i = 1 and j = 2 if the TS is even, and i = 2 and j = 1 if TS is odd. Similarly,

the signals received at the destination can be expressed in a general form as:

y(t+1) =
√
PBiWiAiS(t)+BiWiHijWjrj(t−2) +BiWinRi

(t)+nD(t+1) (3.8)

The signals received at the destination are composed of desired signals, interference

terms, amplified AWGN from the relays, and AWGN from the destination.

Before we proceed with the development of the IRI cancellation scheme in Sec-

tion 3.1.2 we have the following observations in order which will help to intuitively

understand the nature of the IRI, its modeling and the corresponding cancellation

process.
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Transfer Function Interpretations

First, it should be understood that our signals like ri(t) are column vectors and, in

this dissertation, most of the time, we work with matrix multiplications. However, for

more tangible explanations, we adopt till the end of this subsection the scalar signals

to capture the essence of various relations. Also, to avoid unnecessary complexity at

this stage, when presenting (3.7) in the scalar form, we drop the subscripting and

disregard AWGN and the irrelevant signal scaling. With these great simplifications,

the equivalent “received relay signal” in (3.7) is represented as:

r(t) = s(t) + α · r(t− 1) (3.9)

or equivalently in the z-domain

R(z) = S(z) + α · R(z) · z−1 (3.10)

and
R(z)

S(z)
=

1

1− α · z−1
(3.11)

where R(z) and S(z) are the z-transforms of r(t) and s(t), respectively. With (3.9),

the “received signal” at the relay is related to the “information bearing signal” s(t)

through the auto-regressive or equivalently recursive model [50]. We can also say,

based on (3.11), that r(t) was obtained from s(t) by passing s(t) through the infinite

impulse response (IIR) filter with the transfer function:

1

1− α · z−1
=

∞∑

i=0

αiz−i (3.12)

Eventually, the relay signal with some amplification and after being corrupted by

the AWGN is received at the destination. For brevity, we assume that the received

signal at the destination is the same as at the relay (after all, relays operating in half

duplex mode do not interfere with the reception at the destination). Then from the
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basic signal analysis, to recover the “information bearing signal” s(t), we should use

the finite impulse response (FIR) filter with the transfer function 1 − α · z−1 at the

output of our system to recover signal of interest. Autoregressive modeling of the

received signal (capturing simplified effects –in the scalar form– of IRI) in terms of

the “information bearing signal” is shown in Fig. 3.2a. Figure 3.2b shows the FIR

filter to recover signal of interest or equivalently removing IRI effects. If the FIR

filter is placed at the output of the autoregressive model accounting for the IRI ef-

fects, we would have the IRI cancellation at the receiver. If the FIR filter is placed

at the input of the autoregressive model, we would have the IRI cancellation at the

transmitter. From the filter theory point of view, we can interchange the positions of

different filters in a cascade of filters. However, we have not accounted here for the

noise effects. In our systems, we have two type of AWGN effects: at the relays and

at the destination. If we disregard the noise at the relays, by inverting the transfer

function of a system at the destination, which is also referred to in the literature as

the zero-forcing (ZF) post-processing, we would have to deal with noise enhancement

effects, i.e., passing the destination AWGN through the recovery FIR filter. So theo-

retically, placing the FIR filter at the source in the anticipation of the IRI could give

better results. However, we also have to deal with the relay AWGNs and the impact

of this noise because of distributed character of two relays is more difficult to explain

in our simplified model.

To summarize, the purpose of the significant simplifications of matrix relations in

successive relaying in the MIMO 1 × 2 × 1 system, was to provide an intuition for

autoregressive interpretation of IRI. With this, we also indicated that the IRI cancel-

lation can follow FIR type filtering, equivalent to deploying ZF algorithms, either at

the destination as developed in this chapter or at the source as developed in Chap-

ter 4. The intuition developed for the IRI effects and its removal based on the transfer

function interpretation is one of the contributions in this dissertation.
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Figure 3.2: Simplified IIR and FIR filter structures to model scalar IRI and the
cancellation process.

In automatic control [51], there are z-transform transfer function interpretations

for matrix type of signal representations as in (3.7). However, we felt that explaining

these relations using state space representations as what follows in Section 3.1.2 is

more amenable for further analysis.

3.1.2 Full IRI Cancellation in a 1× 2× 1 Network

If a set of signals forwarded by Ri during TS = t is traced, it can be seen that

two versions of these signals are delivered to the destination during two consecutive

time slots, TS = t and TS = t + 1. The first version follows the black path shown

in Fig. 3.3. The signals in this version are attenuated by the channel between the

forwarding relay and the destination, and arrive at the destination at TS = t. The

other version arrives at the destination at TS = t+ 1, following the blue path shown

in Fig. 3.3. On the blue path, the signals are attenuated by the channel gain between

the two relays, and are then amplified by the other relay and attenuated again by the

channel gain between the destination and the other relay.

In mathematical terms, the two consecutive signals that arrive at the destination
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Figure 3.3: The IRI effects at the destination as a result of two path reception along:(i)
the direct path and (ii) through the other relay path.

can be expressed as:

y(t+1) = BiWiri(t)+nD(t+1) (3.13)

y(t+2) =
√
PBjWjAjS(t+1)+BjWjHjiWiri(t)+BjWjnRj

(t)+nD(t+2) (3.14)

From the perspective of the destination, the set of signals in (3.13) contains no

desired signals during TS = t+2, however it can be used to filter out the IRI signals

from the desired signals in y(t+ 2).

Thus, the second term in (3.14) can be matched through algebraic manipulation

to (3.13):

BjWjHjiBi
−1y(t+1) = BjWjHjiWiri(t)+BjWjHjiBi

−1nD(t+1) (3.15)

If (3.15) is subtracted from (3.14), the received signal at D during TS = t + 2

becomes:

ŷ(t+2) =
√
PBjWjAjS(t+1)+BjWjnRj

−BjWjHjiBi
−1nD(t+1)+nD(t+2) (3.16)

Thus, the receiver needs to use signals from two consecutive time slots in order to

filter out the IRI which accompanies the desired signals. In other words, the receiver

makes two copies of the signals received from Ri at TS = t, as illustrated in Fig. 3.4.
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The first copy is multiplied by BjWjHjiBi
−1 and delayed in order to use it as an

IRI filter for the next signals (see the lower line of Fig. 3.4), while the other copy

(indicated by the upper line in Fig. 3.4) is passed into the filter to remove the IRI

so that the signals will be ready for further manipulations. The filter structure in

Fig. 3.4) is the matrix version of the FIR filter for the scalar signals in Fig. 3.2 where

we presented simplified interpretation for the cancellation of the IRI effects.

+
−

Z−1

ˆy(t)
y(t)

BjWjHjiB
−1
i

Figure 3.4: Filter to remove IRI.

An important aspect of the IRI filter developed in this section is that it depends

only on two consecutive time slots, which implies that the receiver does not have

to store any signal for more than one time slot. Another implication, together with

the concept of opportunistic listening which will be introduced in the next section,

is that more than one receiver can be served without wasting time slots for flushing

purposes. Therefore, the scheme developed in this section can be generalized to more

flexible systems, as discussed in the next section.

3.2 Opportunistic Listening and a Generalized IRI

Filter

The IRI cancellation scheme developed in Section 3.1 provides a level of flexibility

that makes it suitable not only for 1× 2× 1 networks, but also for more generalized

networks. One reason for this is that the scheme depends only on the current time

slot (which is the desired time slot) and the previous time slot, which is used to filter
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out the IRI. Thus, any receiver that can receive signals over two consecutive time slots

can queue to be served by the relays. The features of wireless communications that

cause IRI are also those that make it possible for receivers to hand over the service,

allowing a new receiver to benefit from the scheme without wasting time initiating a

new connection. When relay Ri in Fig. 3.5 retransmits the signals it received in the

previous time slot, it broadcasts them in an omnidirectional fashion. This causes IRI

Ri

Rj Dj

Di

Figure 3.5: Signals causing interference at Rj used by Dj to remove the interference.

at Rj , and also allows any receiver in the range of the relay to listen to the signals,

e.g., Dj in Fig. 3.5. These signals are intended for another receiver, Di, and are not

of particular interest to Dj. However, Dj listens to these signals not for its own data

decoding purposes, but rather in order to use them to remove the interference from

the next signals that will be sent from Rj to Dj. Figure 3.5 visualizes only the two

relay transmission stage and does not account where the source data are coming from.

In addition, the IRI cancellation scheme from Section 3.1.2 is not coupled to

particular relays. Even though the number of relays must be at least two in order

to maintain successive relaying, the utilization of two particular relays and their
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continued use is not essential to the scheme. It should be noted that the relays are

not directly involved in processing the signals to cancel the IRI. Therefore, a new

relay could be utilized in the successive relaying developed in the previous section.

Finally, there is no restriction on the number of sources that can take turns ben-

efiting from this scheme. In fact, with this scenario, the source is the communication

node which is not involved in any processing to facilitate the interference-free com-

munication process, in the sense of the required post-processing at the destination,

or even the sharing of any information. All the source does is to send its signals to

the desired relay. In this model, the relays have to know the receiving CSI channel

gains matrices As in order to convey them to the destination. However, there are no

restrictions on the sources except for transmitting their data signals to the destination

(and may be pilot tones for channel estimation at the relays).

In the following subsections, examples of networks that can benefit from the IRI

cancellation scheme developed in 3.1.2 are presented. These examples are of interest

not only for demonstrating the flexibility of the proposed scheme, but also for their

practical applications.

3.2.1 Proposed IRI Cancellation in a 2× 2× 2 Network

Networks with two sources and two destinations are extensively studied by researchers.

Whether each source sends messages to both destinations, or each source is associated

with only a single destination, at least two relays are required to maintain successive

relaying. Thus, a two-source-two-destination network with two relays forms a 2×2×2

network.

Figure 3.6 illustrates a 2 × 2 × 2 network which consists of two one-to-one relay

networks. In the figure, the first one-to-one relay network is depicted in black, and

the second one-to-one relay network with the blue nodes represent a similar scenario.

However, the network shown in black and that shown in blue must share channel
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resources and use the same spectrum. They could act conservatively and not allow

two nodes (sources and relays) to transmit at the same time, and hence accept a

prelog reduction factor in the data rate due to relaying extra time. On the other

hand, they could cooperate and transmit back-to-back (one source at the time and

one relay at the time), utilizing an IRI cancellation scheme.
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Figure 3.6: IRI cancellation in an AF MIMO 2× 2× 2 network.

Building on the 1 × 2 × 1 configuration, the 2 × 2 × 2 network splits the single

source into two independent sources, where both sources have the same capability as

the single source in the 1×2×1 network. The restrictions on the sources are loose, and

as long as they transmit back-to-back or alternately, the two sources will not affect the

IRI scheme. In this scenario, the difference is in the assignment of channels between

the sources and the relays. As illustrated in Fig. 3.6, the channel between the black

source and the black relay is labelled A11 and the channel between the blue source

and the blue relay is labelled A22. The configuration shown in Fig. 3.6 represents

a simple network which assumes that each source is associated with one destination

and that no cross communication is performed. This simple representation helps to

introduce the implementation of the proposed scheme in a 2×2×2 network in a clear
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Table 3.2: 2× 2× 2 network parameter definitions

Symbol Definition

A11 The channel from S1 to R1

A21 The channel from S1 to R2

A12 The channel from S1 to R2

A22 The channel from S2 to R2

B11 The channel from R1 to D1

B21 The channel from R1 to D2

B12 The channel from R2 to D1

B22 The channel from R2 to D2

P1 S1 signal power

P2 S2 signal power

way. After the application of the proposed scheme to a simple 2 × 2 × 2 network is

demonstrated, it will be applied to more complex scenarios. Thus, although the cross

channels between the black source and the blue relay and vice versa do not participate

in the network configuration shown in Fig. 3.6, they are involved in the more complex

scenarios. The cross channel between the black source and the blue relay is therefore

labelled A21, and the channel between the blue source and the black relay is labelled

A12.

In the second hop of the 2 × 2 × 2 network, the single destination is likewise

replaced by two destinations with capabilities identical to those of the destination in

the 1 × 2 × 1 network. The primary modification that affects the IRI cancellation

scheme occurs in this part of the network. In the 1 × 2 × 1 network, the single

destination listens continuously to the signals retransmitted by both relays, since

both relays are delivering desired signals to this destination. The two destinations in

the 2×2×2 network shown in Fig. 3.6 also have to listen to both relays continuously.
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However, in this scenario the purpose of listening differs from the situation with

the single destination in the 1 × 2 × 1 network. The signals transmitted by the

blue relay shown in Fig. 3.6 are not intended for the black destination. However,

the signals arrive at the black destination, which in fact requires them in order to

eliminate the IRI effects in the next time slot. Thus, the black destination makes use

of opportunistic listening to store non-intended signals, so as to utilize them for IRI

cancellation in the next time slot.

Splitting the destination into two destinations creates four new channels between

the relaying nodes and the destination nodes. As shown in Fig. 3.6, the channel

between the black relay and the black destination is labelled B11 and the channel

between the blue relay and the blue destination is labelled B22. Similarly, the cross

channel between the black relay and the blue destination is labelled B21 and the cross

channel between the blue relay and the black destination is labelled B12. A summary

of the new channels in the 2× 2× 2 network is presented in Table 3.2.

The modifications to the network introduce minor changes to the received signals

in (3.16). However, these changes are in the channel assignments and possibly in

the quality of the cross channels, and are not in the core components of the IRI

cancellation scheme. In other words, the receiver uses signals that arrive at TS = t

through cross channels, utilizing the concept of opportunistic listening in order to

remove the IRI from the desired signals that are received along the desired path at

TS = t + 1. In accordance with the model shown in Fig. 3.6, the signals received by

the black destination during an odd time slot TS = to are transmitted by the blue

relay. These signals are intended for the blue destination, but through opportunistic

listening the black destination receives:

y1(to) = B12W2r2(to − 1) + nD(to) (3.17)
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The black destination utilizes the signals in (3.17) to deal with the interference ac-

companying the desired signals along the black path at TS = to + 1:

y1(to+1)=
√

P1B11W1A11S(to)

+B11W1H12W2r2(to−1)+B11W1nR1
(to)+nD(to+1)

(3.18)

Therefore, destinationD1 multiplies (3.17) byB11W1H12B
−1
12 and subtracts it from (3.18),

yielding:

ŷ1(te)=
√

P1B11W1A11S(to)

+B11W1nR1
(to)−B11W1H21B

−1
12nD(to)+nD(te)

(3.19)

in which te = to + 1. Similarly, by following the same procedure, destination D2 can

manipulate two consecutive time slots to obtain:

ŷ2(to)=
√

P2B22W2A22S(te)

+B22W2nR2
(te)−B22W2H12B

−1
21nD(te)+nD(to)

(3.20)

in which to = te + 1.

In the configuration described above, it is assumed that each source is associated

with a particular receiver, and hence that interaction between the blue path and the

black path shown in Fig. 3.6 occurs only in the second hop. However, the system is

sufficiently flexible to deliver messages from any source to any destination, forming a

model that is a hybrid between the 1× 2× 1 and 2× 2× 2 models. Depending upon

the flow of signals, the network takes the form of one of the four models summarized

in Table 3.3.

The first two models in Table 3.3 have a single destination and follow the scheme

in the form of equation (3.16), while the last two models have two destinations and

follow the scheme in the form of equation (3.20). Furthermore, when each source has
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Table 3.3: Signal flow during two consecutive transmissions in various networks

Signal flow at t Signal flow at t+1 Network model

Si to Di Si to Di 1× 2× 1

Si to Di Sj to Di 2× 2× 1

Si to Di Si to Dj 1× 2× 2

Si to Di Sj to Dj 2× 2× 2

independent messages for each destination, this is referred to as an x-channel model.

A network can also be derived by concatenating multiple models from Table 3.3. For

example, a source can send to two destinations, at TS = t and TS = t+1, forming a

1× 2× 2 network. Then a second source can pick the transmission line at TS = t+2

and TS = t+ 3, with the network becoming 2× 2× 2 at TS = t+ 1 and TS = t+ 2

and changing to 1× 2× 2 at TS = t + 2 and TS = t + 3.

3.2.2 Proposed IRI Cancellation in a Downlink Cellular

Network

The main idea of the proposed IRI cancellation method in the 2×2×2 network is

that the receivers actively overhear the signals at two TSs: (i) one of them representing

data of interest along the data path affected by the crosstalk and (ii) the other being

used to obtain the reference signal deployed in the cancellation process. With this

as the driving principle for new applications, it is of particular interest to apply the

developed scheme in a cellular-type network. This interest meets the objectives of

the work in this thesis. While the general goal of the thesis is to increase the data

rate in various networks, users with limited resources in cellular networks were the

main focus of attention in the present research. For example, the problem of users
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with a limited number of antennas is addressed in Chapter 2, and the problem of

users located far from the base station (BS) where the signal quality of the direct

link becomes poor and unreliable is discussed in this subsection. These two problems

combined will also be considered in the following chapter.

This subsection considers a 1 × 2 × K network representing a single BS serving

K users via two relays, as shown in Fig. 3.7. Such a network can be obtained from

the 2 × 2 × 2 system considered above by consolidating the two transmitters shown

in Fig. 3.6 into one BS, and splitting the two receivers into K mobile stations (MSs).

Note that these users suffer from a very poor direct link, and that the only path which

can provide them with better quality service is through the relay nodes. In the case

of two dedicated relays within one cell sector, these two relays are positioned in a

fixed location between the users and the base station. The optimal location of these

relays is beyond the scope of this thesis. However, it is assumed that either relay can

serve any of the K users, and that therefore all of the users can listen to either of the

two relays.

In order to incorporate the proposed IRI cancellation scheme into a downlink

cellular system, the 1 × 2 × K network which represents the signal flow from the

BS to the MSs through relays can be interpreted as multiple cascaded networks of

the type 1 × 2 × 2 shown in Table 3.3. The network has a single source, Si, and

K destinations. If it is assumed that the destination served during TS = t for any

given t is Di, and that the destination to be served in TS = t + 1 is Dj for j 6= i,

then the 1 × 2 × K network becomes a cascade of networks of the type 1 × 2 × 2

indicated in Table 3.3. Thus, the cellular network can be considered in the context of

the discussion presented in Subsection 3.2.1. Any user that can listen to the two relay

nodes can therefore queue for service by using the IRI cancellation scheme developed

in equation (3.19).

While the above discussion focuses on the downlink path of the system, the uplink
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Figure 3.7: TS scheduling and IRI cancellation in an AF MIMO 1× 2×K network.
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path can likewise be interpreted as a cascade of networks of the type 2× 2× 1 shown

in Table 3.3. In fact, the uplink path, or k × 2× 1, does not require the MSs, which

are the sources in this case, to participate in two consecutive time slots. When an MS

acts as the source, it queues for a time slot and sends during the allocated time slot

only. This is the opposite of the case where the MS acts as a destination; in order for

the MS to extract useful information, it has to listen during the time slot preceding

its allocated time slot, as well as during the allocated time slot.

In this network it is assumed that all nodes are equipped with the same number of

antennas. Cellular systems in which MSs are equipped with only a single antenna are

addressed in the next chapter. Furthermore, the discussion so far has focused on one

path of data flow, from the source to the destination. The next subsection considers a

network of three transceivers that share information through two intermediate nodes.

3.2.3 Three Transceivers and Two Relays

A particularly interesting aspect of the proposed IRI cancellation scheme is its appli-

cability to a three-transceiver network which communicates via intermediate commu-

nication nodes, as illustrated in Fig. 3.8. Unlike the networks discussed previously,

where the flow of data takes place in one direction, from source to destination, the

network represented in Fig. 3.8 has traffic flow in both directions, in and out, and the

sources also serve as the destinations. Furthermore, each source communicates with

both of the other two sources, and over one cycle each transceiver sends twice and

receives twice.

Extensive research has been done on similar Y-channel networks in the field of

multi-way communications. However, most studies focus on signal alignment using a

single relay node. Although the y-channel networks allow all transceivers to send si-

multaneously and receive simultaneously via cooperative precoding at the transceivers

and beamforming at the relay, it is necessary for all instantaneous CSIs to be available
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globally over the network. This prerequisite may not be practical, since the signal

alignment process is based on manipulating the CSI over the network, and hence is

highly sensitive to any change in network channel conditions.

Following proper scheduling and making use of opportunistic listening, successive

relaying may provide a more practical method to help three transceivers to commu-

nicate efficiently. The entire IRI cancellation process is performed at the receiving

end of the transceiver, and any CSI requirements can be fed to the receiver. More-

over, it is assumed that all nodes are equipped with the same number of antennas

and that the number of data streams sent or received in any particular time slot is

equal to the number of antennas at a single node. This includes the SISO case that

is not applicable in a y-channel network. Furthermore, any signals sent can be made

available at all nodes through further manipulation of the signals received and heard

opportunistically.

If it is assumed that each transceiver always has signals to be shared with the other

63



two transceivers, then successive relaying according to the proposed IRI cancellation

scheme continues without interruption. Figure 3.8 presents the signal sharing criteria.

At TS = τi = T + i, where T denotes the cycle number and i ∈ {0, 1, 2}, Si sends

signals to the relay nodes. Then at TS = τi+1, if T + i is odd, Rk relays the signals,

causing interference to Rl. Otherwise, Rl forwards the signals, causing IRI at Rk.

These signals, as well as their IRI, arrive at Si+2 along the solid line shown in Fig. 3.8

as received signals, and arrive at Si along the dashed line shown in Fig. 3.8, which

is the opportunistic listening path. Si+1 operates in half-duplex mode and is busy

sending signals, and therefore does not receive during TS = τi+1.

In accordance with the configuration shown in Fig. 3.8 and the application of the

developed scheme, it appears as if each transceiver sends only to one of the other

transceivers and receives only from one. In other words, it seems as if Si sends

desired signals only to Si+2 and receives desired signals only from Si+1. However, the

signals opportunistically heard by Si at TS = τi+1 can not only be used to remove

the IRI from the received signals at TS = τi+2 but can also be manipulated to

extract signals originally sent by Si+2 and supposed to be received at TS = τi+3 = τi.

The desired signals transmitted by Si+1 can be extracted by directly applying the

developed scheme in (3.16). If (3.13) and (3.14) are rewritten to accommodate the

adjustment in the network, the received signals at Si during TS = τi+1 and Si+2 can

be expressed as:

y(τi+1) = BikWkrk(τi) + ni(τi+1) (3.21)

y(τi+2) =
√
PBilWlAli+1Si+1(τi+1) (3.22)

+BilWlHklWkrk(τi) +BilWlnRl
(τi+1) + ni(τi+2)

It is assumed here, without loss of generality, that TS = τi is even. Thus, the

signals received at Si during TS = τi+2 after applying the IRI cancellation scheme
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are:

ŷ(τi+2)=
√
PBilWlAli+1Si+1(τi+1)

+BilWlnRl
(τi+1)−BilWlHlkB

−1
ik ni(τi+1) + ni(τi+2)

(3.23)

After processing the received signals in (3.23), transceiver Si knows its signals and

the signals transmitted by Si+2, as well as the signals originally sent by Si itself. The

signals that are missing are those sent by Si+1, which are the signals broadcast by

the relay nodes while Si is busy transmitting to the relay nodes. Since this operation

is in half-duplex mode, the signals cannot be heard by Si. However, Si has sufficient

information to enable it to extract these missing signals, because these signals are

included in the signals received during the opportunistic listening period. These

signals travel along the dashed path shown in Fig. 3.8, and are expressed in compact

form in equation (3.21). When this equation is expanded to focus on the desired

missing signals, it becomes:

y(τi+1) = BikWkAkix(τi) +
√
PBikWkHklWlSi−1(τi−1)

+BikWkHklWlHlkWkrk(τi−2) +BikWknRk
(τi) + ni(τi+1)

(3.24)

The expanded form of (3.24) can be expressed in terms of received and transmitted

signals at Si:

y(τi+1) = BikWkAkix(τi) +
√
PBikWkHklWlSi−1(τi−1)

+BikWkHklWlHlkB
−1
ik y(τi−1) +BikWknRk

(τi) + ni(τi+1)
(3.25)

Thus, the received signals y(τi+1) are comprised of an attenuated version of x(τi), an

attenuated version of y(τi−1), and the signals of interest to Si. Moreover, the received

signals y(τi−1) for the current cycle are originally the received signals y(τi+2) in the

previous cycle. These are the signals that arrive at Si along the solid line shown in

Fig. 3.8.

The filtering process for the whole system in this network is presented as a

schematic block diagram in Fig. (3.9), where α1 = −BilWlHlkB
−1
ik , α2 = −BikWkAki,
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ŷ(τi+2)
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Figure 3.9: Schematic diagram illustrating how the desired signals can be recovered
by filtering out the accompanying interference.

and α3 = −BikWkHklWlHlkB
−1
ik . It should be noted that the unprocessed copy of

y(τi+1) is an essential ingredient for extracting the desired received signals from the

other two transceivers. After adding α2x(τi) and α3y(τi−1), the filtered copy of the

received signals y(τi+1) becomes:

ŷ(τi+1) =
√
PBikWkHklWlSi−1(τi−1)

+BikWkHklWlnl(τi−1) + α3ni(τi−1) +BikWknRk
(τi) + ni(τi+1)

(3.26)

The result shown in (3.26) extends the flexibility of the IRI cancellation scheme,

so that it can be applied to further networks.

Applications of the proposed IRI cancellation scheme are not limited to the net-

works discussed above. These networks have been selected to provide insight into

the power and flexibility of the developed scheme. In addition, further capabilities

and extensions have been developed during the discussion of the network in this sec-

tion. The next section analyzes the performance of the proposed scheme in terms of

capacity and BER, for various scenarios.
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3.3 Performance Analysis

This section examines the performance of the proposed scheme. Even though the

scheme is applicable to multiple networks, its performance can be analyzed from the

receiver point of view, which is common to all the networks with two exceptions. The

first exception is in the 1×2×1 network, where the two relays serve the same receiver,

since this does not provide the flexibility of assigning a particular relay to a certain

receiver in order to improve the quality of the received signals. The second exception

is in the three-transceiver network, where the signal processing differs slightly from

that in the main scheme. In particular, in the processing of the second set of received

signals, these signals are passed through two consecutive filtering processes, which

thus affect the quality of these signals.

The performance of the scheme will be presented in the context of capacity versus

SNR, and BER versus SNR, where all nodes are equipped with two antennas. It

should be noted that although the performance of the scheme is presented here using

nodes with two antennas, the scheme is more general and is applicable to any number

of antennas. Moreover, it is assumed that the transmit power is distributed evenly

among all transmitting antennas, and that the total transmit power is equally divided

between the source and the relay. From a power allocation point of view, dividing the

power equally between the transmitter and the relay is the optimal setting when the

relay is positioned midway between the source and the destination. In this scenario,

with a high SNR, the amplifying factor of the relay compensates for loss in signal

power due to channel attenuation between the source and the relay.

The following subsection discusses the performance of the scheme in terms of

capacity versus SNR.
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3.3.1 Capacity of Successive Relaying with IRI Cancellation

at the Receivers

In general, the focus of successive relaying is to increase the throughput of a system

by reducing, if not eliminating, the effects of the prelog factor. Thus, the primary

motivation for studying successive relaying schemes is to improve the capacity of the

network by multiplexing more signals in the available resources, e.g., the time slots

in the networks of interest. Researchers usually focus on improving the capacity of

the system when the environment of the network maintains sufficient reliability or,

in other words, when the system exhibits a high SNR. Thus, the first measurement

discussed here in order to evaluate the scheme is the improvement in throughput.

Figure 3.10 presents the capacity performance of the proposed successive relaying

scheme (plotted as a dashed blue line) as compared to a conventional scheme (plotted

as a solid orange line with stars) in a Rayleigh fading environment. To avoid interfer-

ence between the nodes, the conventional relaying approach does not allow two nodes

to transmit at the same time. As the SNR increases, the capacity of the proposed

scheme diverges sharply from that of the conventional approach, with the proposed

scheme clearly outperforming the conventional approach. For example, when the SNR

is in the range of 40 dB, the capacity of the proposed scheme is approximately double

that of the conventional approach.

In fact, the capacity of the proposed scheme is close to that of a full-duplex

relaying approach (plotted in Fig. 3.10 as a dashed yellow line with plus signs). The

full-duplex system used for comparison here is assumed to be ideal in the sense that

it continuously relays signals without causing self-interference. In other words, the

comparison in Fig. 3.10 is not with practical full-duplex relaying that suffers from

self-interference, but rather with an ideal full-duplex system, where the signals are

accompanied only by AWGN. In Fig. 3.10 it can be seen that there is a constant gap
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Figure 3.10: Capacity comparisons between the proposed successive relaying scheme,
a conventional relaying scheme with no successive relaying, and full-duplex relaying
with no self-interference effects.

between the performance of the proposed scheme and that of the ideal full-duplex

approach. This gap reflects the cost of the introduced noise term which, since it is

not only introduced but also amplified, is the key challenge of the proposed scheme.

The impact of this term is discussed further in the next subsection, which analyzes

the BER performance.

The capacity of the proposed scheme is slightly different when it is applied to

the three-transceiver network discussed in Subsection 3.2.3. There are two sets of

signals that must be recovered by transceiver Si: One set of signals sent from Si+1,

and another set sent by Si+2. The signals transmitted by Si+2 pass through a filtering

process which is the same as that used for the signals in the one-way flow networks.

Thus, the capacity achieved by these signals can be expected to equal that of the

proposed scheme shown in Fig. 3.10. The capacity of these signals is also presented

in Fig. 3.11 (plotted as a dashed blue line). However, the set of signals which arrives
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Figure 3.11: Capacity limits in the three-transceiver network.

at Si from Si+1 passes through two stages of filtering, and has to travel further before

arriving at Si. Thus, the capacity achieved by the signals sent by Si+1 (plotted as a

solid red line in Fig. 3.11) is slightly lower than that of the signals arriving from Si+2.

This affects the capacity of the network.

The next subsection discusses the performance of the proposed scheme from the

point of view of BER.

3.3.2 BER Performance of Successive Relaying with IRI

Cancellation at the Receivers

The improvement in throughput comes at a cost. In the proposed scheme, a new

noise term is introduced and amplified, representing a key challenge in the perfor-

mance of the scheme in terms of bit error rate (BER). The impact of the additional

noise term on the performance of the scheme is analyzed by studying the relationship
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between the signal transmit power and the BER.

It is assumed that all channels in the network experience Rayleigh fading with

unit variance. The impact of the additional noise during the IRI cancellation process

was examined with the aid of MATLABR©. With these channel conditions and the

adoption of maximum likelihood detection, as shown in Fig. 3.12 there is a noticeable

degradation in the BER performance of the proposed scheme (plotted as a dashed

blue line) as compared with a conservative relaying approach. This is due to the fact

that the added noise is enhanced by a multiplicative factor equal to the inverse of the

channels between the receiver and one of the relays.
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Figure 3.12: The effect on BER performance of the additional noise term introduced
in the proposed scheme.

The impact of the channel inverse noise enhancement suggests the possibility of

studying which relay should be chosen to serve which user. Choosing the assisting

relay for each user may not be applicable for networks with a single destination, but

could help to improve the performance of other networks. In order to investigate this
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aspect, the BER code was run while varying the quality of the channel between the

desired destination and the relay which causes the interference: B12 in (3.14). The

remaining channels are assumed to have Rayleigh fading with unit variance. The

relative strength of B12 is set to be half, equal to, or double the strength of B11,

which is the channel that connects the destination and the relay transmitting the

desired signals.

SNR (dB)
0 5 10 15 20 25 30 35 40 45 50

B
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R
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10-1

100
B12 half the strength of B11
B12 of same strength as B11
B12 double the strength of B11

Figure 3.13: BERs of the proposed scheme, where B12 has a relative strength that is
(i) half, (ii) equal to, or (iii) double the strength of B11.

As illustrated in Fig. 3.13, when the channel strength of B12 is about half that of

B11, the BER performance (plotted in Fig. 3.13 as a solid blue line) exhibits degra-

dation as compared to the scenario where both channels have approximately equal

strength (plotted as a dashed red line). Moreover, the BER performance improves in

the case where B12 is approximately double the strength of B11 (plotted as a dashed

yellow line with triangles). This means that choosing the relay with better channel

quality to transmit these signals improves the BER performance.
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Even though the proposed scheme has broad applications and can be used in

various networks, it faces a practical challenge when one of the relays is in the region

of the other relay but out of range of the destination. In this situation, the destination

would receive the desired signals accompanied by interference that cannot be filtered

out. A problem also arises when there are fewer antennas at the destination than at

the relays, since inverting the channel matrix requires the relay and destination to

have an equal number of antennas. The following chapter addresses this challenge and

presents a cellular network which benefits from the technique with a heterogeneous

number of antennas in the network.

This next section presents the chapter summary.

3.4 Summary

This chapter has presented a new scheme to enhance the throughput of wireless relay

networks through co-utilization of the available resources. In the scheme, spatial

channel reuse by the source and one of the relays causes inter-relay interference,

which is dealt with at the destination. The proposed scheme is generalized from

single-source single- destination networks to multiple networks that can be adopted

in practical applications.
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Chapter 4

Source Pre-coding to Cancel IRI in

Networks with Successive Relaying

Chapter 3 presented two-hop MIMO networks with AF successive relaying where the

inter-relay interference (IRI) is fully-canceled at the destinations. In these systems

with half-duplex relays, through TDMA scheduling, the wireless medium in both

hops is always utilized through the simultaneous transmission of the source(s) and

one of the relays which in turn leads to IRI. The developed in Chapter 3 IRI can-

cellation scheme through the post-processing at the destination is only applicable if

(i) the destinations can opportunistically overhear signals transmitted by the relays

contributing to IRI; (ii) the number of receive antennas at the destinations and re-

lays are the same and (iii) destinations are aware of CSI between the relays and the

local CSI between the destination and the assisting relays. However, in some network

topologies with successive relaying these assumptions may not hold and one may need

to resort to the alternative IRI cancellation schemes.

In this chapter, the processing to mitigate IRI is performed exclusively at the

source using CSI between the source and the multiple relays supporting correspond-

ing receivers. The proposed linear precoding exploits the principles of signal alignment
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at the BS and considers recursive characteristics of the IRI analyzed in Chapter 3.

The scheme performance is affected by the noise accumulation which is addressed in

this chapter by (i) time scheduling of relays’ participation (depending on their posi-

tions in the network topology) so as to benefit from spatial attenuation of signals and

(ii) periodically re-initializing source transmissions. Initial development of the IRI

cancellation, described in Section 4.1, is carried out in the context of downlink trans-

missions in the single-cell cellular network, where the source and the destinations are

the BS and MSs, respectively, and where the reception at each MSs is assisted by one

dedicated AF relay. Subsequently, it will be demonstrated that the proposed scheme

could also be deployed on the uplink. In the system model adopted in Section 4.1,

the number of antennas at the BS, relays and MSs is set to M . The developed system

model is then extended in Section 4.2 to support MSs each equipped with a single

antenna. In this system, the relays and the BS are still equipped with M antennas,

however, to deliver M independent messages to the MSs in one transmission cycle

supporting all the users, the individual relays will transmit in M time slots as op-

posed to one time slot. In this system, the source precoding IRI cancellation scheme

is identical to that developed in Section 4.1 except that the BS is incorporates appro-

priately chosen input signals as part of the pre-processing. In this modified system,

the developed solution increases the number of independent streams multiplexed in

the network from one stream per MS in TDMA (limited by the single antenna at the

MS) to M streams in one transmission cycle.

Section 4.3 shows the ability of the new scheme to full IRI cancellation, and also

demonstrates the performance trade-offs between the bit error rate (BER) improve-

ments and the loss in throughput efficiency due to flushing. Finally, the chapter is

summarized in Section 4.4
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4.1 IRI Cancellation at the Source

Relays in our MIMO networks with successive relaying are limited to retransmit their

received signals and since and we considered IRI cancellation at the destination in

Chapter 3, in this chapter the focus is on the IRI cancellation at the source. This

is because in some network configurations, we may not have sufficient conditions

to perform IRI cancellation at the destination as discussed in Section 4.1.1. The

underlying principle for the IRI cancellation at the source alone is the observation

that relays re-transmit interference-free signals. This is because the destinations are

not performing any post-processing, and the primary relay assisting the reception

of its corresponding destination must receive interference free signal that is later

retransmitted to the destination. It is our critical assumption in this chapter that

the destinations are not overhearing signals from other relay transmissions except

for the one that they are associated with and as such we cannot perform the IRI

cancellation at the destination. In the network scenario considered in the present

chapter, destinations cannot (or just do not) benefit from the opportunistic listening

as presented in Chapter 3.

For the IRI cancellation at the source, the source has to pre-code its signals in

order for the relays to transmit interference free signals. Before we propose the IRI

cancellation scheme at the source, we contrast the IRI effects and possible means

of IRI cancellation at the source and the destination with the help of Figs. 4.1(a)

and 4.1(b). In these figures, we follow the convention for channel gain matrices

(Ai,Bi,Hij) between different nodes (S for source, D for the destination and Ri for

the relay) in the network as presented in Chapter 3. For the IRI cancellation at

the destination in Fig. 4.1(a), the destination makes use of the fact that the IRI

arrives at the destination in two consecutive time slots from two different paths as

discussed in the previous chapter. For the IRI cancellation at the source in Fig. 4.1(b),

76



to obtain the interference-free signals at the relays, the source can cancel the IRI

effects by sending the signals “twice in two time slots”: one to be transmitted to

the destination (primary relay) and the other to zero-force IRI at the other relay. In

Fig. 4.1(b) relevant to this chapter, the source sends signal along the black arrow to

Ri (the primary relay for the destination) in time slot τ . This signal leaks in time

slot τ + 1 to Rj reception from the source when Ri re-transmits its signal to the

associated destination. If nothing was done, the Rj signal to be re-transmitted at

τ + 1 would not be interference free. However, the interfering signal from Ri to Rj

at τ + 1 is known to the source that can send at τ + 1 a modified (based on the CSI,

i.e. Ai,Aj,Hij) copy of the signal that was sent at τ to Ri along with the new signal

to Rj — this is in order to cancel the IRI effect at Rj.
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Figure 4.1: The IRI effects as a results of two path reception along:(i) the direct path
and (ii) through the other relay path.

In our system model in this section we consider the following topology for the

network as visualized in Fig. 4.2 where relays are spaced to cover a sector (a pizza

slice) of a circle (a cell) while the source is placed in the middle of the cell. The

source on a first reading can be interpreted as the BS so in this case we talk about

the downlink transmissions. Our tacit assumption here is that the BS and relays
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Figure 4.2: TS scheduling with desired and IRI paths in AF MIMO 1 × K × K
network.

form a fixed infrastructure with controlled positions for these devices. Figure 4.2

shows only four relays evenly spaced along the cell boundary. While the BS and

RSs are in the fixed positions, the MSs are mobile devices and can move within

their associated sectors. However, in our representation Fig. 4.2 to easier explain

transmission ranges/gains the MSs and their associated relays are along the same

radial direction.

We assume that the location of the RSs are properly selected to ensure (i) the
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source-relay channel quality to be good, (ii) one relay covers a unique sector (iii)

and the relay receiving channel gain matrices experience independent slow fading.

While we would like to have spatial separation among relays as to avoid IRI, the

relay-to-relay channel gains causing IRI cannot be disregarded. This is because to

ensure acceptable signal strength between the BS and the relays, the relays cannot be

spaced too far from the BS which imposes limits on the spatial separation of relays. In

other words, to obtain acceptable source-to-relay channel quality (reduced distance

between BS and the RSs), we are increasing relay-to-relay channel gains (reduced

distance between RSs) and cause the IRI which calls for IRI cancellation.

The source-based IRI cancellation scheme developed in this section is applicable

to multiple (K) relays distributed evenly along a circle circumference and assisting K

corresponding MSs. In Fig. 4.2 we work with four relays and time indexing is modulo

4 when the BS sends in clock-wise, round robin cycles following TDMA principles

continuously to the K = 4 relays. At the same time, relays (actually one at a time

with one time slot delay) retransmit clockwise to their corresponding destinations.

In Fig. 4.2 we show with the continues, color-coded, lines the desired signal paths

to the destinations and the dashed lines are used to show the potential interference

paths. The interference paths are also following the clock-wise patterns because of

time scheduling. This is because even though the counter clock-wise interference

paths exist physically, their are not affecting the relays as one relay receives data only

over one time slot out of K = 4 time slots.

Since the source-based IRI cancellation for one relay is repeated K times for every

relay, working with K = 4 in Fig. 4.2 does not impose any limitations on our scheme.

Though it should be observed that the more relays along the ring, the smaller the

distance between the relays. Thus, the relay covers smaller sector size which on the

positive side reduces its transmit power while on the negative side creates stronger

IRI and more noise accumulation as elaborated later on. Furthermore, adding more
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relays increases the cost invested in the infrastructure which is not discussed in this

work.

In the next subsection, we elaborate further on the system level aspects and the

operation of the proposed transmission scheme. The derivations for the proposed

source-based IRI cancellation are presented in subsection 4.1.2, while the noise ac-

cumulation phenomenon is addressed in subsection 4.1.3. The performance of the

proposed scheme is discussed in subsection 4.3.

4.1.1 Successive Transmissions

In our system model, we consider a source or BS transmitting to K users (MSs)

through K relay stations (RSs). We refer to this configuration as 1×K×K network.

It should be noted that this configuration is used to present the scheme in a clear and

systematic way. However, in reality each relay serves a sector of the cell, in which a

group of users are associated with a particular relay. Dedicating a relay to every user

would create a mesh of relays in the cell that are inefficiently deployed in the system.

In Section 4.1, we initially discuss the situation where the BS is sending indepen-

dent data toK active MSs in separate sectors through K RSs where the dedicated AF

relay is forwarding interference free data to the assisted MS. Throughout the whole

Section 4.1, we assume that the all nodes (the BS, RSs and MSs) in the network

visualized in Fig. 4.2 are equipped in M antennas. We relax the latter assumption in

Section 4.2 where we consider the MSs equipped with single antennas and we have

there M active MSs per sector each assisted by the RSs serving the designated sector.

A simplified layout with K = 4 is illustrated in Fig. 4.2. Every MS in Fig. 4.2

receives signals from the BS via the corresponding RS along the “desired” data path,

indicated by color-coded solid arrows. Following a clock-wise pattern, the BS trans-

mits continuously to the RSs in round-robin cycles, where one cycle is comprised of

K time slots (TSs). It should be noted that transmission continues, and that the last
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relay transmits its signals during the first time slot of the next cycle. Otherwise, each

cycle would consist of K + 1 TSs.

The notation t represents how many times the first relay has been included in a

full round-robin cycle before a flushing TS occurs. Moreover, in mod K arithmetic,

k ∈ {0, 1, · · · , K−1} indicates the offset from the beginning of the transmission cycle.

For the brevity of notation, we denote the k-th RS as Rk and the k-th MS as Dk (D

for destination).

During time slot t+k, the BS transmits signals to RSk which in turn amplifies and

forwards the signals to Dk at the t+ k + 1th time slot. We assume that all terminals

are using omnidirectional antennas and in Fig. 4.2 arrows capture only the logical

and time flow of signals. Hence, when Rk is transmitting to Dk in TS t + k + 1,

this transmission is causing interference with the reception of the desired signal being

transmitted from the BS in TS t + k + 1 to Rk+1. This IRI along the interference

path is visualized in Fig. 4.2 using the color-coded dashed arrows.

Even though, in Fig. 4.2, the RSs and MSs are visualized as equi-spaced and

equidistant from the BS, this topology is only chosen to clarify the initial concepts and

the developed algorithm accounts for much more complicated topological distributions

of RSs and MSs.

The channel gain matrix between the BS and the relay Rk is denoted as Ak and

the channel gain matrix between Rk and Rk+1 is given by Hk+1. Bk is the channel

gain matrix between Rk and the corresponding destination Dk. Note that our scheme

has one directional flow of data and we are indexing the channel access TSs from

the BS to the destinations using the same index as that identifying the receiving

relay. When the relay retransmits to the associated destination (only once in the

transmission cycle), the index increases (using mod K arithmetics). We assume that

BS-RS and RS-RS channel state information (CSI) are made available at the BS. The

channels between the RSs and their corresponding MSs are not affecting the proposed
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IRI cancellation scheme at the BS.

With the above configuration, the received signal at relay Rk+1 during TS t+k+1

is:

YRk+1
=
√

Pk+1Ak+1xk+1+Hk+1x̂Rk
+nRk+1

(4.1)

In order, the terms in (4.1) are: (i) signal received along the desired path; (ii) IRI

received along the interference path, and (iii) additive white gaussian noise (AWGN)

at the Rk+1 and denoted as nRk+1
. Note that for clear presentation we omitted the

time index in (4.1). Thus, all of the signals introduced in (4.1) arrives at Rk+1 during

t+ k + 1.

The desired path signal
√
Pk+1Ak+1xk+1 consists of an encoded signals vector xk+1

scaled by the BS transmit power
√
Pk+1 and the gain matrix Ak+1. Moreover, the

encoded signals vector xk+1 is designed to carry the desired information to the k+1-th

MS (sk+1) and to remove– at the k + 1-th relay– the interference arriving along the

interference path.

Along the interference path, the arriving signal vector Hk+1x̂Rk
is composed of the

signal x̂Rk
transmitted by Rk, which is attenuated by the channel gain Hk+1. Note

that x̂Rk
contains not only the desired signal intended forDk but also an accumulation

of noise terms from the time slots preceding t+k+1. The accumulated noise is limiting

factor in this scheme and we will discuss its effects on the system performance in

Section 4.1.3. The notation used when presenting the received signals at Rk+1 is

summarized in Table 4.1.

In an interference free environment, the received signal by Rk+1 consists of the

desired signal- attenuated by Ak+1- transmitted by the BS and this is the signal to be

relayed to Dk+1. This signal when retransmitted is only accompanied by the AWGN

noise at the relay. The task of the pre-coding signals by the BS is to deal with

the interfering signals so that the received signal by Dk+1 is only accompanied with

terms of AWGN which cannot be controled at the BS. In other words, the relays are
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Table 4.1: A summary of notation used to represent signals at Rk+1.

Symbol Definition

BS Source (BS)

Rk Relay station k

Dk Destination (MS) k assisted by Rk

Ak+1 Channel gain matrix from the BS to Rk+1

Hk+1 Channel gain matrix from Rk to Rk+1

Bk+1 Channel gain matrix from Rk+1 to Dk+1

Pk+1 Power of the signals intended for Dk+1

xk+1 Pre-coded signal transmitted by the BS

x̂Rk
Transmitted signal by Rk

nRk+1
AWGN at Rk+1

expecting interference-free signals to arrive at their ends. Hence, our objective is to

design precoded symbols xk+1 at the BS to achieve this goal.

In the next subsections, we introduce first the criteria for removing the interference

through pre-coding at the transmitter. Then we show how to limit the variance of the

accumulative noise in the relays and discuss its impact on the system performance.

4.1.2 Interference Cancellation at the Transmitter

The objective of the proposed interference cancellation scheme is to deliver interference-

free messages sk(t+k) from the BS destined to Dk. That is, the desired signals should

arrive at their destinations accompanied only with terms of attenuated additive white

Gaussian noise. Therefore, despite the combination of signals that arrives at RSk dur-

ing t+ k, the received signal at Dk in the TS t+ k + 1 should be:

YDk
(t+k+1)=

√

PkBkFkAksk(t+ k) +BkFkwRk
(t+ k) + nDk

(t+ k + 1) (4.2)
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where the desired message vector sk(t + k) is scaled by the channel gain matrices

Ak and Bk which are the attenuation on two hops along the desired path, Pk is the

power at the BS used to transmit to Rk and Fk is an amplifying matrix at Rk (see

Fig. 4.2). The nDk
(t+ 1) is the omnipresent AWGN at Dk, and the term wRk

(t+ k)

is the noise accumulated at the k-th RS which is also amplified by Fk and attenuated

by Bk along the second hop.

The accumulation of noise wRk
(t + k) at the relay develops due to the fact that

the AF relays do not filter out their noise (from their receiving front ends) when they

relay their signals. That is, the instantaneous noise at the relay Ri is amplified by

the amplifying gain of the relay and transmitted along with the desired signals to the

destinations. However, this noise term also accompanies the interference signals at

the next relay Rj. While the interference is known to the transmitter and a pre-coding

method could remove its effect, the noise term is random and no processing at the

BS can cancel this term. Thus, a new noise term is introduced in the system every

relaying period and there is no method to remove it at the AF relays. Except for

breaking of the accumulation of noise through restarting the cycles (or “flushing off”

the accumulated noise), the accumulated noise level will increase in the system as the

number of relaying cycles increases. Note however, that the channel gains between

the relays are not strong and the effect of individual noise terms starts relatively

strong and then it diminishes as time passes.

Examining the signal received at Dk in (4.2), the forwarded signal by Rk in TS

t+ k + 1 is:

x̂Rk
(t+ k + 1) =

√

PkFkAksk(t+ k) + FkwRk
(t+ k) (4.3)

The signals in (4.3) arrives at Rk+1 as x̂Rk
at TS t + k + 1. Substituting (4.3) into
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(4.1), the received signal at the relay Rk+1 becomes:

YRk+1
(t+k+1)=

√

Pk+1Ak+1xk+1(t + k + 1)

+
√

PkHk+1FkAksk(t + k) +Hk+1FkwRk
(t+k) + nRk+1

(t+k+1).
(4.4)

Therefore, examining (4.4) and (4.2) with Dk+1 rather than Dk, the transmitter needs

to design xk+1(t+ k + 1) so that

√

Pk+1Ak+1sk+1(t + k + 1) =
√

Pk+1Ak+1xk+1(t+k+1)+
√

PkHk+1FkAksk(t+k)

(4.5)

or

xk+1(t+k+1) = sk+1(t+k+1)−
√
Pk√
Pk+1

A−1

k+1
Hk+1FkAksk(t+k). (4.6)

The developed precoding in (4.6) is designed to fully cancel the interference from

one RS into another due to forwarding of data symbols. This can be seen by inductive

reasoning when examining (4.4) and following in time wRk
(t+k) which contains only

the terms due to AWGN at the previously transmitting relays and represents the

noise accumulation of the scheme. Note that (4.6) does not deal with the noise

which follows random characteristic. The noise term is discussed in more details in

the next section.

In addition, the proposed scheme provides some freedom to further manipulate

the desired transmitted signals to improve system capacity. The BS can make use of

the BS-RS channel knowledge to break the MIMO channel into number of parallel

data streams. Then the RS assisted with the knowledge of RS-MSs CSI can serve

multiple single antenna MSs equal to the number of parallel data streams available at

the RS. As a demonstration, let Âk =
√
PkAk and the singular value decomposition

of Âk be UkΣkV
H
k . Then ŝk = UH

k sk. Moreover, the amplifier at the relay Fk = Vkα

which makes the received signals at Rk+1 when both the BS and Rk are transmitting
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to be equal to:

Yrk+1
(t+k+1) =

√

Pk+1Ak+1xk(t + k + 1)+

Hk+1αkΣksk(t+k)+αkVkwk + nk(t+k+1).
(4.7)

and the encoded signals in (4.6)

xk+1(t+k+1)=ŝk+1(t+k+1)− 1√
Pk+1

A−1

k+1
Hk+1αkΣksk(t+k). (4.8)

Note that we assumed here that Pk+1 is a scaler and Pk is already incorporated in

Σ. Note also that for modulations with multiple power levels, the variation can be

accounted for in the signal vector s directly.

For completeness, we mention that in some scenarios the RSs receive their signals

using M antenna while transmit their signals using M̂ < M . In this case, the BS

assumes that the unused antenna by RS to be transmitting zeros when it calculates

the pre-coded signals.

In the next section, we discuss the accumulation of noise in the developed cancellation

scheme resulting from AF nature of our relays.

4.1.3 Mitigating the Effects of Noise Accumulation

Noise accumulation has been identified already as a major drawback in AF alternative

relaying schemes. AF relays do not filter their AWGN from the RF front-end. In fact,

they enhance it as they amplify both the information bearing portion of the signal

and noise the same way. Moreover, the AF alternative relaying keeps the noise term

cycling form one relay node to another and in every TS an additional noise term is

introduced.

When deploying relays in cellular system, the number of relays and their spatial

location, i.e., the state of channels, play a key role in determining the system per-

formance. We examine here the impact of relays on noise accumulation represented
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by wRk
(t+k) only in some simplified configurations. Specifically, when the relays are

distributed evenly along a circumference of a circle centered at the BS, at least three

RS are required to cover the service area.

Also, the more RS along the RS circle, the smaller designated area per RS. This

in turn reduces the required relaying power and minimizes the enhancement of the

accumulative noise. Power control and scheduling relay transmissions with more

favorable channel conditions that minimize noise accumulation is one area in our

scheme that could be pursued to mitigate the accumulated noise and is left for further

investigations. In what follows and in our result analysis, we assume comparable

channel gains in the data and interference paths.

While the AWGN noise accumulation affects the overall system performance, the

problem may be mitigated by limiting the accumulated noise variance to the accept-

able level or periodically re-initializing the transmission scheme as it is done when

dealing with error propagation in some systems. Paying a close attention to the noise

accumulation by expanding the accumulated noise at Rk and time slot t + k when

K = 4 relays are sequentially taking turns, i.e., TSs, in relaying the signals:

wRk
(t+k) = nRk

(t+ k) +HkFk−1nRk−1
(t+ k − 1) (4.9)

+HkFk−1Hk−1Fk−2nRk−2
(t+ k − 2)

+...+HkFk−1Hk−1Fk−2...H2F1nR0(0) (4.10)

With AWGN at the relays, nRi
(t+ i) being i.i.d., the accumulated wRk

(t+k) Gaussian

noise depends mainly on the relationship between the interference channel conditions,

i.e., H between the transmitting relay and the receiving relay and the amplifier F of

the transmitting relay in a geometric progression fashion. Thus, it is the first two

terms in (4.9) that determine how the performance of the scheme degrades as the

relaying loop progresses.

In the most comon topologies, the relays are placed at least halfway between the

87



BS and the boundary of the cell, so the minimum distance between the transmitting

RS and the receiving RS can be kept below
√
2d where d is the distance between

the BS and the RS ring. When the number of relays is greater than four, then the

scheduling of BS/RS transmissions to minimize the variance of the accumulated noise

in (4.9) follows the procedure below:

1. Pick the first RS.

2. The next RS is the RS that has the minimum distance with the current RS with

the condition that the distance between them is greater than or equal to
√
2d

3. Continue selecting RSs following step (2) and moving in circle along the ring of

the RSs.

4. When the circle turns 360◦, the next RS is the next unused RS the inter-distance

nol smaller than
√
2d.

5. Repeat step number (3) and (4) until all RS are selected.

In the case of four and three RSs, the distances between the adjacent RS are already

greater than or equal to
√
2d and the scheduling mechanism described does not violate

the minimum distance of
√
2d condition. It is worth observing, that the scheduling

of transmission mechanism as well as our IRI cancellation assumes perfect knowledge

of CSI — in real-world applications, CSI estimation would have to be addressed and

is beyond the scope of this paper.

In the worst case scenario, the channel between the transmitting and receiving relays

is only affected by the deterministic signal path loss and the noise power travelling

from one relay to another is degraded with factor of 1

2d2
. We consider this conservative

assumption in our evaluation to the accumulating noise.

Finally, to deal with noise accumulation, we could periodically (after a certain

number of transmission cycles or TSs) re-initialize the transmissions by pausing the
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transmission of the BS for one TS. This would “flush out” the accumulated noise at

RSs. This solution trades off the the TS utilization with limiting the variance of the

accumulated noise or equivalently the worst BER in the last cycle before accumulated

noise flushing. Here if the flushing occurs every L TSs (turns), the time utilization

by BS (or equivalent spectral efficiency) drops to L
L+1

, where L is the number of

successive TSs (turns) before flushing.

4.2 Increasing the Throughput of Single Antenna

Users

The work in Chapter 3 and Section 4.1 focuses on networks deploying nodes with

equal number of antennas. Interestingly, the IRI cancellation techniques developed in

these parts of the thesis serve as building stones in this section to increase the data

rate in networks with single antenna users. Specifically, in the present section, we

deal with the case when the BS and relays are equipped with M antennas and the

single antenna MSs are located close to the edge of the cell. Moreover, one relay, in

its associated sector, aids the reception of M MSs. While in Chapter 2 the downlink

path of a cellular type network achieves MK
M+K−1

pre-log factor in capacity calculations

as in 1.4 through time scheduling and distance separation, the pre-log factor in this

section is raised to M following a novel approach through careful scheduling and

incorporating new IRI cancellation techniques.

In Section 4.2.1, we present our system model. Then, in Section 4.2.2, we develop

IRI cancellation at the BS for downlink transmissions in the underlying network

considered in Section 4.2. In Section 4.2.3, we incorporate IRI cancellation at the

receiver to assist the uplink process.

89



4.2.1 Single Antenna Users at the Cell Boundary

In this section, we consider K single antenna users (MSs) that are located close to

the boundary of a cell and they are served by a BS equipped with M antennas as

shown in Fig. 4.3. Because of distance separation, we assume there is no connectivity

between the BS and MSs and the received signal power from the BS at the MS has a

negligible effects on the signal processing at the MSs. Therefore, the BS transmissions

are assisted by L dedicated RSs that are distributed evenly along a ring between the

center of the cell and the boundary.

MS

BSRS

RS

RS

RS

MS

MS

MS

MS

MS
MS

MS

MS

MS

MS

MS

Figure 4.3: 1× L×K network layout.

In this 1×L×K network, the RSs are also equipped with M antennas and operate

in half-duplex mode. We continue to assume that, in the downlink transmissions, the

RSs are using the same frequency band as the BS in order to maintain high bandwidth

efficiency. In one sector (“the pizza slice”), there are M active single antenna MSs

which reception is assisted by the dedicated single relay serving the particular sector.

With this K = L ·M .
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Fig. 4.3 shows the layout of the network in the case when M = 3, L = 4 and

K = 12 and it is just a basis to demonstrate the operational principles of our al-

gorithms without imposing any limitations on the actual position of RSs and MSs.

What is important, in the general network configurations, is that the relay signals

are only overheard by the MSs associated with the dedicated RSs and that the MS’s

reception from relays is not affected by the transmissions from the BS which could

be accomplished by power control in the system. Because in practical systems, the

number of relays may be higher than L = 4 to support more users, we cannot ignore

the possibility of signals transmitted from one relay affecting the reception of MSs

that are not associated with that relay and are in the adjacent sectors.

Moreover, we assume that the BS-RS and RS-RS channel gain matrices are not

changing when they corresponding nodes are involved in the communication process.

All receiving channels are known to their associated relays and this CSI is shared

with the BS. We do assume the reciprocity of channels, i.e., Hij 6= Hji where Hij is

the channel between the receiving node i and transmitting node j. However, if the

channels are reciprocal, the required amount of CSI data to be shared with the BS

is reduced to the RS-RS channels which parameters are required in performing the

source (BS) based IRI cancellation.

In the IRI cancellation schemes developed in the next two subsections, the MSs

are not involved directly in the IRI cancellation process. However, they will follow

two different scheduling patterns in the uplink and downlink modes. The RS-MS CSI

is important to the RSs in order to set the amplification gain on the uplink. The

knowledge of the RS-MS CSI is also necessary for the MSs to decode their signals in

the downlink phase. Note that assume Rayleigh fading channel in our result analysis;

however, the proposed scheme is flexible to fit other type of fading.

We assume in this section that the relays operate using decode-and-forward (DF)

in the downlink and amplify-and-forward (AF) in the uplink. The reasons for adopting
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DF for the downlink while AF for the uplink are on one hand that we are looking

to provide all users with approximately equal level of service and the signals in the

downlink arrive to the RSs interference-free since the cancellation is performed always

by the BS. If AF is used in this phase, a MS would have an average service worse than

its preceding MS and better than the following MS since the noise is accumulated

as the successive relaying continues. DF on the other hand, eliminates the noise

accumulation problem. The uplink phase; however, is using AF technique since the

cancellation of the interference is left to the BS which is the only node in the network

that can listen to both required signals in order to cancel the interference.

In the next subsection, we present the downlink IRI cancellation methodology of

our successive relaying scheme.

4.2.2 IRI Cancellation on a Downlink

The signals from the BS to the MSs go through two phases in this subsection. These

phases follow the path of a signal set from its initiation at the BS to the destination of

these signals at their desired MSs. During the first phase, the BS sends M signals (the

signal set or signal vector) to the listening RS within a single time slot. Figure 4.4

represents this phase as the BS sends M = 3 data streams (black arrows) to RS3

during TS = 3. In this figure we index the TS and RS similarly as in Fig. 4.2

where we were discussing IRI cancellation at the source but the RS as forwarding

the interference-free signal set to a single MS equipped with M antennas. Actually,

Figs. 4.4 and 4.2, if we consider group of M single antenna MSs in a single sector as “a

single destination” with the virtual antenna array. Note that the color-coded signal

representations in Fig. 4.4 capture only the number of streams and their desired

flow directions. In practice however signals are transmitted using omni-directional

antennas and every receiving antenna gets a combination of the three signals and

further manipulations has to be performed in order to separate these signals.
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Figure 4.4: BS sending M data streams to a listening RS3 while the other M = 3
RSs are relaying signals to their corresponding destinations and contributing to the
IRI through a virtual antenna array.

Following TDMA, the BS sends a set of M signals to RSk at TS = k where

indexing of TSs is modulo L though for convenience we still index the RSs with k.

These independent signals at a given TS are intended for M different MSs in a given

sectors. If no interference occurs, the signal (in a vector form) received at RSk during

TS = k is:

YRk
=
√

PBSAksk+nk (4.11)

.

In the second phase, the RSs assume that their received signals are interference-

free since the BS performs the IRI cancellation. Thus, RSk can decode the vector sk

which contains M = 3 independent signals. RSk splits its received signals into three

individual streams and uses one antenna to send a signal to the intended MS per time

slot. As Fig. 4.4 captures the flow during only a single time slot, when one relay is
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receiving data from the BS, every other relay of the three (L − 1) transmitting RSs

is serving a single MS with a single data stream during TS = 3. That is, RS2 sends

its first stream out of three to the first associated MS, RS1 sends its second data

stream to its second associated MS, and RS0 sends its last stream to its third MS.

The number of MS per RS does not have to be necessarily M and the number is used

for illustration purposes only. With this three receiving MSs set up, RSk uses TSk+1

to send signals to MSk
1 , TSk+2 to send signals to MSk

2 , and TSk+3 to send signals to

MSk
3 where the subscript k (at the bottom of MSk

i with i ∈ {1, 2, · · · ,M) indicates

the RS associated with the MS and i indexes the MSs served by a given RS. The

received signals at these MSs are;

YMSk
i
(k + i)=

√

PRk
Bis

k
i+ni (4.12)

The scalar signal si in (4.12) is attenuated by only the scalar channel gain between

the transmitting antenna at RSk and MSk
i and is affected only by AWGN ni in its

RF front end since the RS applies DF in this data flow direction and there is no noise

accumulation at the RSs.

The two phases when transmitting signals through one RS usually overlap with the

phases of other RS when transmitting other signaling sets since the communication

medium is continuously utilized by the BS to send a set of signals to a listening RS

and also used by the relays- except for the listening RS- to re-transmit their signals.

When the transmitting RSs uses the same medium as the BS, their transmitted

signals causes interference on the listening RS. This is illustrated with the dashed

arrows leaking from the transmitting RS to the receiving signals in Fig. 4.4. These

M = 3 dashed arrows leak the IRI to RS3 when it receives the data from the BS

represented with black arrows. With this observation, we established a link between

the present section and the source based IRI cancellation in Section 4.1. In essence,

in the present system, the IRI in a given TS is caused by the virtual antenna array
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where the individual antennas are from M RSs receiving from the BS on the previous

M TSs. More specifically, when in Fig. 4.4 we had one RS contributing to a vector

IRI (of size M) in a given TS because RS was transmitting vector signal to one MS

equipped with M antennas in a single TS, in Fig. 4.4 we have a vector IRI signal

of size M created by M different RSs. With this connection between systems in the

present section and in Section 4.1, we can directly build the IRI cancellation at the

source by considering properly modified inter-relay channel gain matrices where in

the present section we actually should be working with the virtual relay to the relay

channel gain matrices. Specifically, in the present section, when the IRI cancellation

is not implemented yet at the BS, the received signal at RSk during TS = k is:

YRk
=
√

PBSAksk+
√

PRk−1
Hk−1

k sk−1
1 +

√

PRk−2
Hk−2

k sk−2
2 +

√

PRk−3
Hk−3

k sk−3
3 +nRk

(4.13)

or rather

YRk
=
√

PBSAksk+ ΣM
i=1

√

PRk−i
Hk−i

k sk−i
i +nRk

(4.14)

where Hk−i
k is the M × 1 channel vector from RSk−i (actually its ith antenna) to

RSk+1. We should point out here that indexing of relays is using mod L arithmetic.

The interference vector ΣM
i=1

√
PRk−i

Hk−i
k sk−i

i is known to the BS and the BS can

cancel the effects of these signals at RSk by sending an interference cancellation

signals along with the desired signals to RSk. The transmitted signals by the BS

then becomes:

XBS=
√

PBSsk−A−1

k ΣM
i=1

√

PRk−i
Hk−i

k sk−i
i (4.15)

. The multiplication by A−1

k is to remove the effects of the channel attenuation Ak

between the BS and RSk.

Even though the distance between RS1 and RS3 in Fig. 4.4 appears to be equal to

the distance between the BS and MS, we assumed that the positions of the RSs are

designed to maintain good channel equality with the BS. Therefore, we account here

for the possibility that the channel H31 between RS3 and RS1 could carry some sort
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of interference between the two. If this channel is weak enough, then the BS could

neglect the IRI between these distantly spaced RSs. Similar argument is applied to

the IRI between RS0 and RS2.

For completeness, the second phases divide the network into M one-to-one net-

works. These networks are separated by sufficient distance to disregard the inter-

ference of each individual network (between different RSs and their assisted MSs)

on the other. This is argued as the distance to non-associated MSs from the RSs

is greater than from the BS which we already assumed has negligible channel gains

with the MSs. If interference exists, however, it will affect the BER performance as

a flooring effect. That is, RSs have to maintain power control to reach the optimal

BER performance.

Next, we present the uplink transmission process in the network considered in this

subsection with single antenna MSs to offer a full solution (downlink and uplink) to

IRI problems in the underlying cellular network.

4.2.3 IRI Cancellation on an Uplink

The scheduling of uplink transmissions from the MSs to the BS differs from the

scheduling in the downlink discussed in Section 4.2.2. The setup of the network

in the downlink falls under the umbrella of the one-to-many broadcast channel. If

the CSI is not available at the transmitting node, the transmission has to to be

performed blindly (no pre-coding) which collapses the network to one-to-one channels

with single data stream per time slot. Thus, we have solved this problem through

proper transmission scheduling and decoupling the network into multiple one-to-one

networks with tolerable interference.

In the uplink transmission, the network falls under the category of many-to-one

multiple access channels. Multiple number of single antenna MSs communicate si-

multaneously in a given TS with a single RS equipped with the antenna array where

96



the number of antennas equals to the number of the MSs. These subnetworks of MSs

with the RS acting as data collectors are transmitting in their dedicated TSs and all

of these subnetworks are then communicating with a single BS. Therefore, the com-

munications from MSs to the destination at the BS is divided into two networks. The

first network consists of multiple and identical many-to-one networks between MSs

and RSs. Even though these multiple networks seems decoupled and a reveres process

of the downlink could be adopted in this part of the network, this approach is not

the favorable since all of the data would have to be queued in the middle hubs (RSs)

of the network. Adopting this approach would only add more MS-RS interference to

the network. Alternatively, these networks are stacked in a queue and the M MSs

that are associated with RSk have to send their messages during time slot TS = k.

This is visualized in Fig. 4.5 during TS = 0 when MS0
i (i ∈ {1, 2, · · · ,M) in green

send signals to RS0 in a designated TS = 0. Thus, RSk has to listen to its MSs only

during TS = k. That is, M MSs associated with RSk are grouped in a “super MS

with M antennas” and the received signal (in a vector form) at RSk during TS = k

is:

YRk
=ΣM

m=1

√

PMSmAkmskm+nk (4.16)

where Akm is a M × 1 channel gain vector between the single antenna MSm
k and

RSk with M antennas while skm is a scalar representing the signal from MSm. Rela-

tion in (4.16) can be expressed in a matrix form assuming “the super MS with virtual

array” as:

YRk
=
√

PMSAksk+nk (4.17)

The received signal in (4.17) does not account for the interference that is introduced

on the second hop when transmitting from RSs to the BS as discussed next.

The second part of the network consists of cascaded one-to-one networks between

the RSs and BS. In this network the number of antennas at the transmitters -RS-

equals to the number of antennas at the receiver or BS. With this setup, the channels
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Figure 4.5: IRI effects in single antenna networks on the uplink where signals arrive
to the RS through two paths:(i) direct path from assigned MSs and (ii) the other
relay path.

at both sides of the RSs are utilized simultaneously. That is, while RSk is listening

to its MSs during TS = k, RSk−1 is forwarding its received signals using the same

medium which causes the inter-relay interference we have been addressing in Chap-

ter 4. This is represented during TS = 0 in Fig. 4.5 where while RS0 is receiving its

associated vector signal in green, RS3 sends its vector signal to the BS causing IRI

at RS0 which represented as dashed blue arrows.

Note that the BS is receiving all the data from the RSs and therefore can utilize

the scheme developed for IRI cancellation at the receiver in Chapter 3. That is, in

order for the BS to extract the signals transmitted by the MSs associated with RSk+1,

it uses the signals received during TS = k and TS = k + 1 and filters off the IRI

before it passes the vector signal to the decoder.
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4.3 Performance Analysis

In this section, we evaluate the performance of the proposed IRI cancellation at the

transmitter. We first discuss the trade off between time saving and the power ratio

invested to maintain certain level of BER. Then we discuss the impact of relay spacing

on the BER performance of the scheme.

4.3.1 Performance of the IRI Cancellation at the Transmitter

In order to evaluate the performance of the proposed IRI cancellation scheme, we

simulate a system with all nodes equipped with two antennas (M = 2) andK = 4 MSs

unless stated otherwise. The transmitter sends pre-coded BPSK signals to the relays

and we examine the BER versus total transmit power to noise ratio as the receivers

perform maximum likelihood detection. In this scheme, the BS uses approximately

two third of the total transmit power because it transmits two signal components

to the RSs: one component is the information-bearing signal for the desired path

towards the destination MS and the second component is to cancel the IRI at the

affected RS.

The nature of the network separates the RSs at least by
√
2d where d represents the

distance between one RS and the BS. In order to account for the distance separation,

we set the variance of the complex channel gain coefficient between two adjacent RSs

to 1√
2σ2

A

which is
√
2 times smaller than the variance of the complex channel gain

coefficient between the BS and any RS.

Figure 4.6 shows the impact of the noise accumulation on the average BER per-

formance at MSs before we deploy the noise flushing procedure. The BER is plotted

as a function of SNR after the completion of the first, second and third relaying cycle.

A cycle is equal to four relaying turns or equivalently when all RSs completed their
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Figure 4.6: The BER vs. SNR performance of the proposed scheme using BPSK after
a single cycle, two cycles, and three cycles

turns to relay signals to their destinations. The BER is plotted in different colors as

an averaged BER (blue with plus sign for one cycle, red with triangles for the end of

the second cycle, and yellow with squares for the end of the third cycles).

By the end of the first cycle, the BER approaches 10−3 around SNR of 37dB,

and the same BER performance is obtained by the end of the second cycle at around

46dB. The performance by the end of the third cycle suffer from high degradation due

to the noise accumulated at the RSs. We consider here the worst BER performance

which occurs when serving the last user in the cycle. Actually, the average BER is

dominated by the last few turns that have worse BER performance because our noise

accumulation in consecutive terms is scaled by the contracting multiplicative terms.

The average BER in this scenario does not provide an insight about the flushing point

which is determined by the fall of the signals quality below a certain threshold.
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The time saving by the end of the first cycle is equal to 30% to send the same

messages as compared to the conventional or no alternative relaying scheme. This

is equivalent to the prelog factor of 4

5
versus 1

2
in the conventional scheme. By the

end of the second cycle, the time efficiency increases to 8

9
which is an increment of

only 8% on top of the saving after the end of the first cycle. Therefore, selecting

the number of cycles when to perform flushing it is a trade off in the performance

between the time saving (bandwidth efficiency) and the required SNR to achieve the

targeted BER.
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Figure 4.7: The BER performance vs. SNR of the proposed scheme for different
spacing between RSs contributing to IRI by the end of the 8th relaying turn.

Moreover, the number of RSs along the RS ring plays a key role in determining the

performance of the system. Fig. 4.6 showed only the performance when the distance

between the two successive relays is
√
2d which corresponds to the four RSs spaced

evenly. However, having more distributed relays along the RS ring helps serving

101



more boundary users as well as provide the BS with some freedom to scheduling

the BS/RS transmissions in order to improve the system performance. It should be

understood here that the more RSs on the same ring, the smaller the spacing between

the geographically adjacent relays. Saying that if we had large (“infinite”) number

of relays on a ring of radius d, when transmitting from the BS would not have two

arrange the consecutive transmissions from the BS using geographically adjacent RSs

as this would result in very strong inter-relay channels contributing to IRI. In this

case, a better option would be to use to switch transmissions between RSs located

along diagonals and every two TSs move on to the geographically adjacent RSs from

the RS used two TSs before. This would result in a good distance separation between

two RSs contributing to IRI of 2d. Figure 4.7 shows how the BER performance

improves by going from the spacing between RSs contributing to IRI of
√
2d to a

spacing of
√
3d or even

√
4d. The results presented in Fig. 4.7 show the performance

by the end of 8 relaying turns. The improvements in the BER performance follow the

low of diminishing returns when increasing the distance between RSs contributing to

IRI from
√
2d ≃ 1.4d through

√
3d ≃ 1.7d to 2d.

4.4 Summary

In this chapter, we presented IRI cancellation schemes as implemented at the source,

e.g., the BS in a single cell cellular networks. The need for for the IRI cancellation

result from the reuse of TSs which one one hand leads to high bandwidth efficiency

as measured through number of delivered messages per time slot and on the other

hand to IRI which, if not mitigated, may may limit the BER performance.

Two network configurations were analyzed: the first one where MSs are equipped

with the same number of antennas as the BS and the relays; and the second one for

single antenna users. The BS has prior knowledge of the interference since all the
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transmitted signals originate at this source. As a result, the BS can send pre-coded

signals to cancel the IRI along with the information bearing signal. By deploying

precoding at the BS only, the proposed IRI cancellation for successive AF relaying

in the first network configuration has the ability to fully cancel the inter-relay inter-

ference. The scheme sufferers from AWGN noise accumulation and solutions to deal

with this problem have been proposed.

In the successive relaying networks with single antenna MSs on a downlink with

the proposed time scheduling of transmissions, we made a critical observation that the

IRI in a given TS is caused by the virtual antenna array where the individual antennas

are from RSs receiving from the BS on the previous TSs. With this observation, we

adopted the IRI cancellation scheme on a downlink developed in the first part of

this chapter for the network with all nodes having the same number of antennas. To

avoid noise accumulation we were using in the single antenna MSs network relays

operating in the DF mode. To offer a complete solution (downlink and uplink) to

IRI problems in networks with single antenna MSs, we also presented the uplink

transmission scheme and the IRI cancellation by adopting here the scheme developed

in Chapter 3 for the IRI cancellation at the destination (in this case the BSs).

The source based IRI cancellation schemes developed in the chapter relied on the

knowledge of channels gain matrices related to the inter-relay channels and channels

between the BS and RSs. learning about the relevant CSI could be accomplished

by sending the training sequences and examining the effects at different points in a

network along the data paths and the crosstalk paths. This may impose a limitation

on the proposed schemes in fast changing channel environments. Since the BS and

RSs have more processing power than the MSs, learning the relevant CSI at the BS

and the RSs is a realistic task. The design of training vector sequences to learn the

CSI at the receivers was not in the scope of this dissertation.
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Chapter 5

Conclusions and Future Work

The main objective of the research in this dissertation was to increase the data rates

in MIMO wireless networks with successive relaying. This objective was met by

interference control through time scheduling of transmissions and relay interference

cancellation. In this chapter, the contributions of this dissertation are summarized in

Section 5.1, followed in Section 5.2 by suggestions for possible future work based on

the results from this research.

5.1 Dissertation Summary

One of the fundamental drivers of communications and networking research is the

goal of increasing communication rates over limited system bandwidth. The field of

multihop transmissions considered in this dissertation is a special case of coopera-

tive communications, which is emerging as a promising technology offering signifi-

cantly higher spectral efficiency and reliability in wireless networks than is provided

by conventional methods. Of particular interest are MIMO two-hop channels where

amplify-and-forward (AF) relay terminals assist in the communication between the

source and destination terminals. The research undertaken here focuses on signal
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processing aspects, where the distributed transmission and processing of messages

combined with system-level control of time slotted transmissions contributes to opti-

mized wireless system performance. Specifically, this dissertation provides potential

solutions to enhance the efficiency of wireless networks with successive relaying by

increasing the number of multiplexed data signals within a limited spectrum. Succes-

sive relaying overcomes losses in spectral efficiency by a factor of two, where the losses

result from practical relays operating in half-duplex mode. Reusing the same spec-

trum with simultaneous multiple relay transmissions in successive relaying increases

spectrum efficiency, however it also causes interference which, if not mitigated, may

limit the overall wireless network performance. To deal with the relay interference,

this dissertation first (i) proposes relaying strategies based on the time scheduling

of transmissions and spatial separation between relays with MSs and BSs reusing

the same spectrum, and then (ii) develops interference cancellation algorithms. Dif-

ferent network configurations are considered, with MSs equipped with multiple and

single antennas. The existence (and lack) of a line of sight between the BS and

MSs is incorporated into the proposed algorithms to increase the number of mes-

sages transmitted in the network in one time slot. Based on the CSI available at

different nodes in the network and assuming the AF operation of relays, source- and

destination-based inter-relay interference cancellation schemes have been developed.

The common feature of these algorithms is that they exploit spatial spectrum reuse,

opportunistic listening, and broadcast characteristics of wireless channels to cancel

different types of interference. Uplink and downlink forwarding strategies are ana-

lyzed. The proposed solutions incorporate the time slotting of transmissions and the

design of efficient algorithms to manage the IRI for universal frequency reuse. The

results presented in this dissertation form a framework for the development of future

networks, with successive relaying advancements integrating system-level and signal

processing algorithmic designs, with a particular focus on time slot utilization. The
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author believes that exploration of the integration of signal processing algorithms

with other system-level resources (such as power) within the scope of coordinated

communications could lead to wider acceptance of cooperative networking in practi-

cal deployments of emerging classes of wireless networks, such as ad hoc and sensor

networks and cellular networks with multiple hops.

The contents of the individual chapters of this dissertation and the research results

can be summarized as follows:

Chapter 2 deals with single-antenna MSs in a cellular cooperative network, where

the BS is equipped withM antennas. In this network, the MSs are assisted by a group

of single-antenna relays (cooperative MSs that are not actively receiving their own

data). The messages from the BS to the active MSs are delivered in two stages. In the

first stage of a communication cycle, the proposed scheme benefits from the broadcast

channel characteristic of the wireless medium, while in the second stage, the AF relays

assist the receiver to construct a linear system of equations, so that each receiver can

receive a total of M messages per communication cycle. In the second stage, MSs

together with their associated cooperative MSs form a one-to-one network to receive

multiple copies of the transmitted signals. Having multiple networks using the same

spectrum at the same time causes interference at the receiving MSs. In Chapter 2, the

problem of interference is solved through clustering and distance separation, to keep

the interference below a certain threshold. The proposed system increases the number

of multiplexed signals per time slot to MN
M+N−1

(where N is the number of active MSs

in a communication cycle), as compared to one (1) in conventional TDMA systems.

Chapter 3 analyzes inter-relay interference in MIMO wireless networks with suc-

cessive relaying. In these networks, the spectrum is utilized simultaneously by the

source and one of the relays, causing what is known as inter-relay interference (IRI).

This chapter develops a signal processing scheme that fully cancels the inter-relay
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interference at the receivers by exploiting opportunistic listening. The term oppor-

tunistic listening is used to refer to receiver operation where a destination listens to

undesired signals in order to use them in the interference cancellation process. The

proposed IRI cancellation scheme is not limited to a particular type of network, and

is applied in various relay systems with two-hop forwarding, such as 1 × 2 ×K and

K ×K ×K.

The application of successive relaying and IRI cancellation at the destination

is also generalized from downlink (unidirectional) data flow to multiway communi-

cations among three users equipped with multiple-input multiple-output (MIMO)

transceivers that exchange messages with one another via two amplify-and-forward

(AF) co-located relays.

Chapter 4 first proposes a successive AF relaying scheme that has the ability

to cancel the inter-relay interference fully by deploying precoding at the BS only.

The scheme benefits from the broadcast characteristic of the radio channel, and from

knowledge at the BS of all the data contributing to inter-relay interference. The

scheme suffers from AWGN noise accumulation, and solutions to deal with this prob-

lem are proposed.

While the first part of Chapter 4 deals with MSs equipped with M antennas,

the second part extends the developed system model and IRI cancellation to support

MSs equipped with a single antenna each. Here, work is done with downlink and

uplink transmissions. Both cases benefit from the ability to collapse single-antenna

MSs network configurations onto previously analyzed models by working with virtual

antenna array concepts. Considerable improvements in data stream multiplexing are

demonstrated, from 1 in conventional TDMA systems to M with the use of successive

relaying, where M is the number of antennas at the BS and the relays.
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5.2 Suggested Future Work

Many open problems have yet to be addressed in two-hop wireless relay networks.

Some of these problems arise in connection with proposed new solutions using co-

operative communications, while other problems are generic to all signal processing

algorithms related to relaying systems, such as channel estimation and synchroniza-

tion. In this dissertation, all algorithms and methods were analyzed first using math-

ematical tools and then verified through computer simulations. The main challenge

facing new theoretical results in wireless network research is to find a path to apply

these designs in practical systems.

The following topics related to the present study are suggested for future work.

1.Effects of Imperfect Channel Information

In the research presented in this dissertation, it has been assumed that perfect

CSI is available at least at one node in the network, when applying relay interference

cancellation. However, the availability of perfect CSI may be difficult to implement in

practice, since knowledge about the channel is obtained through statistical estimation

and feedback between the nodes. The problem of imperfect CSI in different network

settings has been extensively studied and many algorithms to address this issue have

been proposed in the literature [52]–[54]. Performance deterioration due to imperfect

CSI in the developed algorithms could be investigated.

2.Synchronized Transmissions and Reception

An important challenge to IRI cancellation at the transmitter is the difficulty of

synchronizing the arrival of the signals transmitted from the BS and the interference

signals from the interfering relays. There are methods of achieving synchronous trans-

missions of the networking nodes, however in this thesis the synchronous reception

of signals from terminals at different locations is required. Because of the variability

in the propagation delays of the signals, this may pose a challenge, especially at high
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data rates. A potential solution here is to deploy orthogonal frequency-division mul-

tiplexing (OFDM), which extends the transmitted symbols duration and may help to

alleviate the impact of signals arriving with different delays. This could be a subject

of further study.

3.IRI Cancellation at Single-Antenna Relays

In the parts of this dissertation that study successive relaying, it is assumed that

relays are always equipped with the same number of antennas as the node that per-

forms the IRI cancellation. Analyzing networks where relays are equipped with a

smaller number of antennas, and the impact of using multiple relays equipped with

single antennas is an interesting problem, since it could contribute to making the IRI

cancellation scheme more flexible in choosing from a bigger pool of relays so as to

benefit from relay diversity.

4.Improving SNIR for Single-Antenna Users

In the investigation of relay-assisted downlink transmissions to support increased

data rates for single-antenna users in Chapter 2, a factor limiting the scheme perfor-

mance is interference from simultaneously transmitting “adjacent” relays. However,

successive interference cancellation in a comparable system in Chapter 4 achieves

further improvement in bandwidth efficiency. Merging both approaches to reduce

the SNIR through spatial separation of interfering relays is a topic worthy of further

investigation.
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