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Abstract

This thesis is a theoretical study on the effects of high electrostatic fields, fields of the
order of Volts per Angstrom, on the structure and stability of water, MgO, ZnO, and Si
nanoclusters. A high electrostatic field applied across a material will raise the energy
levels of a molecular orbital relative to another molecular orbital in the field direction.
This rearrangement of the bonding and antibonding orbitals or field-induced chemistry
can cause: (i) the electronic transformation of one material into another creating a
continuous periodic table, (ii) the formation of new structures which are stable in the
field, and (iii) field-induced dissociation or field evaporation. We perform detailed
quantum mechanical calculations using density functional theory to explain experimental
observations and explore the above effects.

To understand Atom Probe results on the field evaporation of semiconductors we
calculate the effects of high electrostatic fields on MgO, ZnO, and Si clusters to follow
the structural changes during field evaporation and to obtain potential energy curves,
partial charges and desorption pathways. We obtain field evaporation products seen in
experiment, address the question of what happens to the oxygen during field evaporation
of the oxide, and explain why the O goes missing. It can migrate down the (metallic)
surface of the tip and eventually desorb either as atoms or molecules (neutral). Evidence
of field-induced metallization of the semiconductors is seen through closure of the
HOMO-LUMO gaps, increases in dielectric constant and polarizability, and field
expulsion inside the clusters. Strong band gap shrinkage of a dielectric nanostructure in a
field was experimentally confirmed.

Finally, it has been observed in field ion microscopy experiments that long whiskers of
up to 12 water molecules can form. We present whisker structures and energetics, lower
and upper threshold fields, and fragmentation patterns. Our results are in general
agreement with experiments including the fact that predominantly small protonated
clusters break off. We also look at the quantum mechanics of charge transport along
proton wires both with free ends and donor/acceptor terminated. The charge transfer
times and the conductivity of the proton wire were calculated in agreement with

experimental results.
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CHAPTER 1 Introduction

Electrostatic fields inside atoms and molecules are of the order of volts per dngstrom,
such high fields can also be maintained over macroscopic distances at field emission tips.
These fields are strong enough to cause the rearrangement of the electronic orbitals of the
molecules and atoms leading to new phenomena which can be described as field-induced
chemistry and field-induced chemisorption. There have been several review articles

written about these topics by Kreuzer and Block et al [1]-[5].

For discussion purposes, the effects of electric fields on matter can be split into two
regimes: physical and chemical. Physical effects occur in low fields (< 0.1 V/A) and
result in the atoms, molecules, and condensed matter becoming polarized. Chemical
effects occur in larger fields and are due to the electronic orbitals becoming distorted
such that the chemical characteristics of atoms and molecules are altered, e.g. by
establishing new bonding or anti-bonding orbitals. Thus, a strong electric field can
stabilize molecules that are unstable under field-free or low field conditions. This can

open up new pathways in chemical reactions previously unseen.

In this work we will examine the effects of high electric fields on dielectric and low-,
medium, and high-bandgap semiconductive materials using H,O, Si, ZnO, and MgO,
respectively, as specific examples. Density Functional Theory (DFT) was used
throughout to calculate field effects and the computational methods and algorithms are
discussed in this chapter. The effects can be constructive as mentioned above with the
formation of new structures. In Chapter 2 we will look at this field-induced chemistry and
the changes in the Molecular Orbital (MO) energy levels caused by the electric field and
the resulting transformed structure, electronically and physically. With a sufficiently

strong field we show the electronic transformation of N, into CO.

With a sufficiently strong applied field the effects will be destructive i.e. the material will
break apart and ionize. This Field Evaporation (FE) of the material is discussed in
Chapters 2-6. We examine the role of MOs in the FE process specifically the gap
between the Highest Occupied Molecular Orbital (HOMO) and Lowest Unnoccupied



Molecular Orbital (LUMO). As well as compare the evaporation products calculated with
experimental results from Atom Probe Tomography (APT); see section 1.2 for a

description of APT.

Of course when looking at applied field effects one should also look at changes of the
local field and not just MOs and evaporation products. In Chapters 3-4 we calculate the
effects of the applied field on the local fields both interior and exterior to the material to
determine the induced electric field. The local enhancement or reduction of the induced
field is then compared with that of conductors and of classical electrostatics. We find it is
possible that internal fields are reduced by over 100X indicating that the material has
become conducting. We explore this field-induced metallization further in Chapters 3-5.
We present evidence for this effect from the closure of the HOMO-LUMO gaps, field
expulsion from the material, and changes in the dielectric constant and polarizability.
Experimental confirmation of bandgap closure or reduction is discussed in Chapter 5.
Also, we calculate the depth of this metallization and show that it is predominantly a skin

effect.

In Chapter 7, we follow the quantum mechanics of charge transport along linear water
structures called proton wires both with free ends and donor/acceptor terminated. By
increasing the applied field we examine the stability and structural changes of these linear
water structures which in the literature are referred to as water whiskers, water wires, or
water chains. For clarity we will refer to these linear water structures as water whiskers if
unprotonated and as proton wires if protonated for the remainder of the thesis. We
present whisker structures and energetics, lower and upper threshold fields, and

fragmentation patterns. Finally in Chapter 8 we end with the conclusions.

In the remainder of this chapter we provide the necessary background information and
preliminaries. In section 1.1 we begin with a review of classical electrostatics for
conductors and dielectrics.We review in section 1.2 how high electric fields are generated
experimentally and give a brief overview of the technique known as Atom Probe

Tomography which uses such high fields. Atom probe results depend on field



evaporation which is discussed in section 1.3; specifically several models for the FE of
metals. An introduction to MO theory is given section 1.4. Because DFT underlies all of
our calculations, we give an overview in section 1.5. Finally, the computational methods

used are discussed in section 1.6.

A common physical effect has emerged in [1]-[5], namely that in a high electrostatic
field the rearrangement of the bonding and antibonding orbitals or field-induced
chemistry can cause: (i) the electronic transformation of one material into another
creating a continuous periodic table, (ii) the formation of new structures which are stable
in the field, and (iii) field-induced dissociation or field evaporation. We perform detailed
quantum mechanical calculations using density functional theory to explain experimental

observations, exhibit applications, and explore the above effects.

1.1 Classical Electrostatics in Matter

In this section we will review the classical effects of electric fields on matter for the

purposes of comparison with later parts of the thesis.

1.1.1 Metals

In an insulating material each electron is bound to a particular atom. However, in a
metallic conductor one or more electrons are unbound or free to move through the
material. A perfect or ideal conductor would contain an unlimited supply of free electrons
but such materials don’t exist. Many however come close so we list the electrostatic
properties of an ideal conductor below [6]:
1. The electric field E = 0 inside the conductor. The applied electric field will
cause a separation of charge in the conductor. These induced charges will
generate their own electric field which is equal and opposite to the applied field.
Thus the net internal field will be zero.
2. The charge density p = 0 inside the conductor. Local charges exist but the net

density is zero.



3. Any net charge is on the surface of the conductor. The mutual repulsion of the
charges will distribute the charge over the surface.

4. A conductor is an equipotential surface.

5. The electric field just outside the surface of the conductor is perpendicular to
the surface.

We now turn our attention to dielectrics.

1.1.2 Dielectrics

As mentioned above insulators or dielectrics contain electrons which are tightly bound.
The electric field can distort the charge distribution of a dielectric atom or molecule
through two effects: rotation and stretching. We’ll look at these effects first on an atom or
molecule before looking at bulk dielectric properties. If a neutral atom is placed in an
electric field then the field will cause a displacement of the electron cloud away from the
nucleus, opposite to the applied field direction. The electric field will cause a force trying
to separate the nucleus from the electrons while the Coulombic interaction between the
nucleus and electrons will try to keep the atom together. If the field isn’t too strong, then
the forces on the atom will reach equilibrium leaving the atom polarized. This separation
of charge means the atom now has an induced dipole moment p which is oriented in the
field direction. The induced dipole moment is approximately proportional to the applied
field with the caveat that the field isn’t too strong [6]:

p=aE (1)
where o is the atomic polarizability and its value is material dependent. If the field is
strong enough, then the electrons will be ripped away from the nucleus, ionizing the
atom. For a molecule the polarization isn’t necessarily uniform and the constant o must

be replaced with a polarizability tensor.

A molecule with a permanent dipole moment is called a polar molecule; water for
example is a polar molecule. Placing a polar molecule in a uniform electric field will
generate a torque /V causing the molecule to rotate:

N=qdXE=pXE (2)



where ¢ is the charge separated by a distance d. The torque will align p parallel with E.

For a nonuniform field there is also a net force f'in addition to the torque:

f=@ V)E 3)

Now that we have looked at atoms and molecules, what about the effects of an electric
field on a bulk material? If the material consists of nonpolar molecules, then the field will
induce dipole moments in the molecules and align them in the field direction. This still
holds for randomly oriented asymmetric crystals but not single crystals which are more
complicated. For a material consisting of polar molecules the field will rotate the
molecules to align the dipole moment in the field direction. However, random thermal
motion will prevent the molecules from being perfectly aligned. Regardless then of the
mechanism that aligns the individual dipole moments in the material, it becomes

polarized with a polarization P = p/V where V is unit volume [6].

Linear dielectrics are substances where the polarization is proportional to the electric
field (again provided the field isn’t too strong):

P =e€ox.E 4
where € is the permittivity of free space, and y, is the electric susceptibility of the
material. The value of yx, is material and temperature dependent. It should be noted that
in Eq. 4, E is the total field thus the polarization will depend on the field produced by the
polarization itself. It is best to use electric displacement D to break out of this self-
dependence:

D =€E+ P =¢€yE +e€gx.E =¢€y(1+ yx.)E, (5)
so D is proportional to E and the proportionality constant €,(1 + y,) = € is called the
permittivity of the material. A more useful quantity for this thesis is the relative

permittivity or dielectric constant €,

& =1+ = (6)

0

The dielectric constant has values of 1 (vacuum), 80.1 (water), etc [6]. The electric field
in a homogenous linear dielectric is reduced by a factor of one over the dielectric

constant



1 1
E=-D= E_TEvacuum' (7)

€
This implies that the dielectric constant inside of a metal, where the field is zero,

approaches infinity. This is discussed further in Chapters 3-5.

1.2 Atom Probe Tomography (APT)

The atom probe, developed by Miiller et al in 1968 [7], uses field evaporation for the
identification of the atomic composition of micro- and nano-specimens. It is based on the
field ion microscope invented by Miiller in 1951 [8]. In atom probe microscopy (APM),
high electric fields are induced at the sample surface. In metallic materials the electric
field penetration is very small (< 1 A) and is effectively screened on an atomic scale.
Thus, only surface atoms are affected by the field evaporation process which evaporates
the surface atom by atom and atomic-layer after atomic-layer. In non-metallic materials
the field penetrates more deeply into the specimen leading to the evaporation of complex
ions, since more than one atomic layer is being affected by the field. Figure 1.1 shows the

typical set up of an atom probe.

Needle-shaped specimen Position—sensitive
Tip radius 20-100nm local-electrode detector
Cooled to 20-100K

E-field ol S
~10-50V/nm /

evaporated
ion

HV dc _
(2-20kV) \f
HV pulse \/ Laser or voltage pulsing to Time-of-flight
initiate field evaporation and position
from the tip surface data
Figure 1.1 Schematic of a typical atom probe set up [courtesy of University of Oxford atom
probe group].



The needle-shaped specimen is placed in an ultra high vacuum chamber with a base
pressure less than 10 Pa. The specimen is mounted on a movable stage controlling the
position of the specimen in front of the local-electrode or counter electrode. The tip is
then cooled to cryogenic temperatures (~ 20 K) to improve spatial resolution. Lower
temperatures reduce thermal agitation and diffusion of the surface atoms, thus increasing
confidence that the atoms observed are in their original locations and not redistributed by
the electric field. A high-voltage (2-20 kV) DC power supply is connected to the sample
to generate the required electrostatic field. A high voltage pulser is connected to the
counter electrode which is positioned in front of the sample. In pulsed field evaporation
there are two mechanisms to control the field evaporation process. One is to increase the
electric field at a constant temperature and the other is to increase the temperature while
keeping the electric field constant. They are known as high-voltage pulsing and laser- or
thermal pulsing, respectively. The high-voltage pulser delivers negative high voltage
pulses lasting a few nanoseconds. For atom probes with laser pulsing, the beam of a
pulsed laser is focused onto the apex of the tip through a window in the chamber or using
in-vacuum optics. Solid-state and gas lasers have been used with pulse durations of
nanoseconds down to femtoseconds. The use of pulsed field evaporation allows precise
control over the instant in time when the ion departs from the tip’s surface and permits an
accurate determination of the time of flight (TOF), the time between application of the
evaporating field pulse and the measurement of the ion by the detection system. The TOF
of the ion is directly related to its kinetic energy and can be used to measure several
parameters related to the motion and to determine the mass-to-charge ratio. The
measurement of the mass-to-charge ratio enables the identification of the elemental
species. Field evaporated ions are collected by a detector that provides information on
timing and the position of impact of each ion on the detector. With time-of-flight
measurements and the ability to record the position of the ions impact, the tomographic
atom probe was developed and three dimensional reconstructions of the analysed volume

became possible. This technique is now known as atom probe tomography [9].



In the analysis of APT data the distribution of the electric field and potential determines
the projection geometry of an ion, field evaporated from the specimen, on the detector
plane. Moreover, the local field variation at the atomic scale controls the initial stage

of the evaporation process and, thus, introduces aberrations into the ionic trajectories and
ion energy spread, limiting the atom probe spatial and mass resolution. In addition, field
penetration deep into the bulk of an insulating or semiconducting specimen leads to the
disintegration and rupture of the specimen and affects the laser absorption during laser-

triggered field evaporation [10].

For a metallic tip the macroscopic field £(r) and potential V(r) distribution is obtained
from the Laplace equation (A} = 0) with the boundary conditions that there are no
charges inside the vacuum chamber and the field is zero in the metallic specimen. For
hemispherical, paraboloid and hyperboloid tips the field distribution is known
analytically [11]. The field value £ at the tip apex can be approximated by Ey =V / kR
[12] where V) is the applied potential between the tip and a flat counter-electrode, R is the

apex radius and « is a dimensionless factor that varies with the exact tip geometry[10].

The situation is more complex for semiconductor and dielectric tips for which the free-
charge density is much lower than in metals. For insulating tips one can assume that the
carrier density inside the tip is zero because APT experiments are usually performed at
temperatures below 100 K, where only a very low density of conduction electrons and
valence holes are excited thermally. In this case, the field inside the tip is, on the
macroscopic scale, the applied field divided by the dielectric constant, producing a large
potential drop at the tip apex [13], [14]. For a dielectric layer on a metallic tip one gets
approximately at the tip apex [15]

_ ErR VO
EO - )
(erR+d) kR

(8)

where ¢, is the dielectric constant of the layer and d is its thickness. Thus, for rather thick
dielectric layers, the field at the apex can be many times lower than the one found at the

apex of metallic tips [10].



However, experiments show that the field values for both metallic and insulating tips are
quite similar and the potential drop at the dielectric tip apex is less than 1% of the applied
voltage [16]. This implies a substantial free-carrier density inside the insulating tip, and a
better way to describe the field distribution is to solve the Poisson equation coupled to the
transport equations for the free carriers, taking into account the dielectric constant of the
specimen. As a result, the free electrons will separate from the free holes in order to
screen the external field inside the tip, and the potential at the tip apex will correspond to
the one applied to the tip base [17]. A simple estimate how long it takes to establish this
separation after the external field has been switched on or changed is given by the
dielectric relaxation time 7 = e€gp where € is the permeability of free space and p is the
resistivity of the specimen. For MgO at 100 K the internal field will take more than 2 h to
be established. This is in stark contradiction to both APT experiments and also to field
evaporation observed in the field ion microscopy which show that relaxation is very fast.
To understand this discrepancy one has to find extra carriers and also consider the initial
high fields inside the insulator as a driving force for charge separation, thus faster
screening and hence shorter relaxation times. This discrepancy can be understood and
resolved in a microscopic approach which shows that in high electric fields in insulators
and semiconductors the band gap is drastically reduced as will be discussed in Chapters

2-5[10].

1.3 Field Evaporation of Metals and Dielectrics

The application of a high kilovoltage to a nanometric metallic tip generates an electric
field at the surface of the metal on the order of volts per angstrom. This voltage induces
free electrons to move inwards towards the bulk leaving an electron deficiency at the
surface. The electric field is generated by the presence of the positively charged surface

atoms. At the edges and kink sites, the atoms have a greater positive charge, as illustrated



in Figure 1.2.

electron
excess

electron
deficiency

electron gas
within the
metal

Figure 1.2 Side view illustration of a positively charged metal surface [9].

As the electric field is directly proportional to the surface charge density, the field is
strongest above these sites. If the electric field is sufficiently strong, then the atom can be
pulled away from the lattice while an electron drains into the surface. The atom is now
ionized and is accelerated away from the surface by the electric field. This field induced
removal of the atom from its lattice site is called field evaporation [9]. There are many
different models for the exact mechanism of FE and an excellent overview is given by
Miller and Forbes [18]. We will review the Gomer or charge draining model [19], which
is the most widely accepted, and the Kingham-Haydock model on post-ionization [20],
followed by the Kreuzer model [21], [22] which improves upon the former models. Also,

electron tunneling in an electric field will be discussed.

1.3.1 Gomer Model

This model was originally proposed by Gomer for the field desorption of electronegative
gases. It was adapted by T.T. Tsong for the field evaporation of metals by viewing the
field evaporation process as a draining of electronic charge from the surface atom as
thermal vibrations move the atom away from equilibrium. The Gomer model treats FE as
a transition, for an atom 4 and metal M, to go from the 4 + M atomic state to the A™ +

M" ionic state. The potential energy curves for the atomic state V, (z, £=0) and the ionic
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state V; (z, E=0) in the absence of a field are shown in Figure 1.3. Far away from the
surface, the ionic state will be higher in energy than the atomic state by a factor of Z;/;—
ng. This is simply the energy needed to ionize the atom into an »n+ ion minus the energy
of the n electrons returned to the metal surface, where ¢ is the work function of the metal.
Once a field is applied, the atomic curve V, (z, E) is slightly lowered due to polarization
and the ionic curve V; (z, E) is lowered greatly by —ngEz. The atomic and ionic curves
will intersect at a point z, close to the equilibrium distance z, of the surface atom
provided the field is sufficiently strong. The atomic state has a higher energy than the
1onic state after z.. If the thermal vibration of the surface atom exceeds this critical
distance then it’s possible for the atom to undergo an electronic transition into the ionic

state and be accelerated away from the surface as an ion. The activation energy O, is

given by
QH(E)=Vi(ZC'E)_Va(ZOJE)' (9)
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Figure 1.3 Potential energy diagram of the atomic, V,, and ionic states, V;, in the Gomer
model.
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To calculate the activation energy then requires explicit forms for the atomic and ionic

states. The atomic state is approximated by
1 1
Va (ZO’E) = _A(E) _Eaa(ZO)EZ _Zya(ZO)E4 (10)

where A is the field dependent binding energy of the surface atom, a, is the polarizabilty,
and vy, is the hyperpolarizabilty [19]. The ionic curve is given below and is more

complicated due to an energy level shift, broadening effects, and field penetration [19],

Z” r 1 1,
Vi(ZC,E)EA-F . Ii_E_AV_n(p(E)_anZC_EaiE _ﬁ)/iE —m
i
<P (E)
j 7

(11)
where 4V is the energy shift, /" is the broadening effect, ¢ is the work function taking into
account field penetration, d is the field penetration depth, and o; and v; are the n charged
ion polarizabilty and hyperpolarizabilty. The second last term is the ion image potential
modified by the field penetration. The last term represents a Lennard-Jones type repulsive
interaction between the ion and ionic cores of the metal. These forms for the ionic and
atomic potentials are often too unwieldy to use for data analysis and are frequently

approximated by simpler models [19].

A simpler model by Tsong , based on the Gomer model, is more frequently used to
calculate the evaporation field [23]. The field strength at which the activation barrier
decreases to zero is defined as the evaporation field E.,. The evaporation field of n-fold
charged ions is given by

3.6n?
To

1 9
Eevzn—ro(/l+2?ll-—n<p— )V/A (12)

provided that 4, /, and ¢ are in eV, and the atomic radius 7y is in angstroms. Tsong

calculated the evaporation fields and charge states for different metals using this model
and found them to be in good agreement with experimental observations at the time but
was unable to account for multiple charged states that occurred during nanosecond high

voltage pulsing [19].
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1.3.2 Kingham-Haydock Model

Haydock and Kingham came forth with a model to account for the multiply charged ions
using the charge-draining model as the basis for initial evaporation [20]. Their model
proposes that all ions leave the surface singly charged and are re-ionized or post-ionized
in the vicinity of the tip. It’s possible for the high electric field to ionize the atom several
times as it leaves the vicinity of the tip. Figure 1.4 illustrates the potential energy of an
ion in a potential gEx near a metal surface in an electric field £. An electron in the outer
shell of the ion can tunnel through the energy barrier into an empty energy level in the
metal surface. However, this is only possible if the electron energy level coincides or is
higher than the Fermi level in the metal. The critical distance, x., this post-ionization

occurs from the surface for the (n+1)th ionization is given by

Xc =I“+%(p (13)

where [(5+1) 15 the (n+1)th ionization energy. The probability for an electron to tunnel
through the energy barrier is dependent on the electric field and the time the ion is in the
ionization zone. This means the post-ionization probability depends on the ion’s kinetic
energy. Their model was found to explain discrepancies in the charge states of Rh and W.
Thus, the model was used to calculate the relative frequency of each charge state versus
electric field to produce what are known as Kingham curves. For better or worse, the FE

community has adopted these curves [9], [20].
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Figure 1.4 Potential energy diagram of an ion in state /, subject to an electric field £ near a
metal surface [9]. The potential is gEx, [+1) is the (n+1)th ionization energy, ¢ is the work
function of the surface, and x. is the critical distance for post-ionization.

1.3.3 Kreuzer Model

The macroscopic field distribution, described above in 1.2, is obtained using classic
electrodynamics, assuming a continuum with a smooth tip surface. At the atomic scale,
however, the tip surface must have multiple heterogeneities like ledges, steps, and kink
sites due to the discrete nature of the atoms. Also, the classic description considers that
the field drops abruptly to zero at the metallic surface and decreases discontinuously by a
factor of ¢, at the dielectric surface. However, in reality the electron distribution and
electric fields vary smoothly over distances of a few angstroms on real surfaces. A
jellium model [24]-[26] has these features. The jellium model of a metal assumes that the
ionic lattice can be smoothed into a uniform positive charge density that drops to zero
abruptly half a lattice constant above the topmost lattice position. The electron density
and the local field distribution can be calculated using, for instance, density functional

theory.

Density functional calculations have been performed to deal with a lonely metal atom on

a flat metal surface in an external field [24]. In Figure 1.5 the equipotential lines around
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the atom and also the classical approximation around a metallic hemisphere are shown. In
Figure 1.6 they show the external electrostatic field along a line perpendicular to the
surface. Curve A, calculated with DFT, is along a line laterally far from the adatom
showing the smooth variation over several angstroms rather than an abrupt change as
predicted by macroscopic electrostatics. Curve B is the field along a line through the
center of the atom and curve C is the classical result approximating the atom by a
hemispherical boss. Compared with the field in the absence of the adatom, we note the
expulsion of the field from the adatom region which, in turn, results in an enhancement of
the field just outside the adatom but not by as much as classical theory predicts. Rather,
the partial field penetration into the adatom region results in a smearing out of the field,

as a reflection of the adjustability of the electronic distribution at the surface [10], [24].
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Figure 1.5 Electrostatic equipotential map for a Nb atom on a metal surface. Left: DFT
calculations; right: metallic hemisphere (classical) [24].

Evaporation field strengths have been calculated using this model yielding good
agreement with experimental values. In the past decade it has become possible to
calculate the local field distribution above a ‘real” metal surface using gradient-corrected
exchange-correlation potentials with density functional theory. Details such as field-
induced surface reconstruction and relaxation can be calculated. Precision measurements
of field ion appearance energies by Block’s group [22], [27]-[29] have confirmed the

local field enhancements predicted in Figure 1.6. This is crucial to understand field ion
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imaging and the preferential field evaporation of kink, edge, and ledge atoms in APT of

metals.
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Figure 1.6 Electrostatic field along a line perpendicular to the surface. Curve A along a line

laterally far from the adatom predicted by DFT, curve B is the field along a line through the

center of the atom and curve C is the classical result approximating the atom by a hemispherical
boss [24].

Kreuzer et al also developed a first principles theory of the kinetics of field evaporation
[21]. They start from the observation that the potential energy curves, V, (z, E=0) and the
curve that starts as V, (z, E) close to zero and transitions to V; (z, E) at z,, shown in Figure
1.3, are the quantum-mechanical ground state of the system in the adiabatic
approximation; which assumes that the nuclei are infinitely heavy and the electrons
follow instantaneously the "motion" of the nuclei. Following a potential energy curve
note that inside the hump the atom is essentially neutral with small charge transfers for
increased binding but far from the surface it is an ion. The transition from neutral to ion
occurs around the potential hump. To quantify this picture one needs the potential energy

curve for the first excited state for which the atom is neutral far from the surface and
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becomes an ion on close approach. The two curves are shown schematically in Figure
1.7. To calculate the transition rate for the departing atom to get excited one must
consider diabatic energy curves along which the neutral and ionic character does not
change, see the dashed curves in Figure 1.7. They can be obtained via an orthogonal
transformation from the adiabatic states even though they are not true eigenstates of the
full Hamiltonian but they contribute off-diagonal elements in their interaction matrix,
which, when coupled to the phonons of the substrate lead, e.g. via Fermi's Golden rule, to
transition rates for ionization. The theory is quite involved (and won’t be discussed in this
thesis) but has been worked out in detail and applied very successfully to field desorption

of He, and field evaporation of metals and polymers [10], [21], [30], [31].

N
>
z
Figure 1.7 Sketch of adiabatic (solid) and diabatic (dashed) potential energy curves for

an atom at a distance z above a surface [10].

1.3.4 Electron Tunneling

Quantum tunneling is a microscopic phenomenon where a particle, such as an electron,
can penetrate and pass through a potential barrier. This barrier is assumed to be higher
than the kinetic energy of the particle, therefore such a motion is not allowed by the laws
of classical dynamics. The simplest problems in quantum tunneling are one-dimensional

and we restrict ourselves to such in this work.
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To calculate the tunneling probability of a particle through a potential barrier one needs

to find a solution to the time independent Schrodinger equation

[-L£L 1 v@]| v = Ep) (14)

2m dx?

where m is the mass of the particle, V(x) represents the barrier, ¢Ax) is the particle
wavefunction, and £ is the particle energy. For simple tunnelling-barrier models, such as
the rectangular barrier, an analytic solution exists. More complicated barriers are solved

using semiclassical or quasiclassical methods such as the WKB approximation.

The WKB approximation, named after Wentzel, Kramers, and Brillouin, is a method for
obtaining an approximate solution to a time-independent one-dimensional differential
equation, in this case the Schrodinger equation. Its principal application here will be in
calculating tunneling rates through potential barriers. Note that the WKB approximation
involves what is called the classical turning point, the point at which the potential energy
V' is approximately equal to the total energy E. This is the point at which the kinetic
energy equals zero, and marks the boundaries between regions where a classical particle
is allowed and regions where it is not; hence, the semiclassical nature of the

approximation [32].

We’ll look at the case of an electron tunneling through a barrier in the presence of a high
electric field and use the WKB approximation to find the tunneling probability. The

potential barrier V(x) is shown in Figure 1.8.

V, V(x) =V, -eEx
E
V=0
X :
x=0 x=L
Figure 1.8 Schematic of a triangular potential energy barrier.
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We begin by rewriting Eq. 14 as:

d?P(x) Zm(V(x) E)

2 = P(x) (15)

Between x and x+dx this equation can be solved yielding:

Y(x +dx) = P(x)exp <— /W dx ) (16)

For a slowly varying potential the amplitude of the wavefunction at x = L can be related

to the wave function at x = 0:

w(L)—¢<0)exp( Iy /%d) (17)

From this the tunneling probability T, can be calculated for a triangular barrier for which
V(x) =0 for x <0 and V(x) = Vy — eExx for x > 0 where V) is the barrier height and E is
the electric field:

_ b [_2m

the tunneling probability then becomes [32], [33]

4vzem V03/2)

T—exp( 2Zemt (19)

1.4 Molecular Orbital Theory

Analogous to an atomic orbital (AO), a molecular orbital (MO) represents a region where
an electron in a molecule is likely to be found. In principle the Schrodinger equation
allows the calculation of the molecular wavefunction but is more difficult to solve than in
the case of the many-electron atom. Several simplifying assumptions have to be made

which then provide an approximation of the real situation. The first is the Born
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Oppenheimer approximation [34]. This approximation writes the total wavefunction ¥(r,
R) as a product of the nuclei wavefunctions Z(R) and electrons wavefunction @ (r)
P(r,R) = E(R)®e (1) (20)
where R and r represent the nuclear and electronic coordinates, respectively. The physical
justification is that the nuclei are more massive than the electrons and move very slowly
in comparison with the electrons. Thus equation (20) describes a set of mobile electrons
moving around fixed nuclei. The problem then reduces to solving the @ (r) for a given

nuclear geometry [35].

An exact analytic solution for the electronic wavefunction of systems containing more
than one electron isn’t possible so the orbital approximation can be used. Using this
approximation, the solution of the many-electron wavefunction is written as a product of
one-electron functions

D) (11,75, o, 1) = 91(11)92(12) . 9 (1) (21)

where the one-electron functions ¢; are the molecular orbitals of the system [35].

The form of the molecular orbitals can be described using the linear combination of
atomic orbitals (LCAO) approximation. Each MO is written as a linear sum of
contributions from the AO’s of the molecule y;

Qi :chij)(j (22)
where the c;; are the weights of the AO y; in the MO. The physical justification for this is
that an atom in the interior of the molecule retains many of the characteristics of an
isolated atom. In principle the y; are known and consist of an infinite number of functions
for each atom. In order for the problem to be solveable, two approximations are used to
truncate the sum: (1) Core electron orbitals are ignored. They are centered close to the
nucleus and play negligible roles in chemical bonding. (2) Only occupied valence orbitals
and empty orbitals with the same principal quantum number as the valence orbitals are
used. Calculating the MOs, thus reduces to solving for the coefficients ¢;; which
characterize it. This can be done by the variational theorem which leads to a direct
determination of the c;, which can then be used to calculate the energy of the system

Egysem = Y. € Where g 1s the energy of the ith orbital [35].
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A qualitative approach based on symmetry and relative energies of the AOs of the
isolated atoms is also quite useful for understanding the electronic and chemical
behaviour of the molecule; we use a diatomic heteronuclear molecule AB as a simple
example. We assume that each atom has only a single AO (y; on A and y, on B) and they
each have a different energy, y» being lower. The wavefunctions of the AOs interact with
a degree of interaction determined by the overlap integral < y;| y»> =S, with S =0
indicating no interaction. Depending on the symmetry of the interacting AOs, the
probability density functions for the MOs may be enhanced or reduced between the two
atoms. An enhancement is due to the AOs being in phase and indicates that the electron
has an increased probability of being found between the two atoms. The kinetic and
potential energy of the electron are reduced leading to an energetic stabilization of the
MO which is called the bonding orbital ¢.. The bonding orbital lies lower than the AOs.
A reduction is due to the AOs being out of phase and indicates that the electron is
unlikely to be found between the two atoms. There is no stabilization in this region, in
fact the electron is more unstable here than in an isolated AO. This MO is higher in
energy than the AOs and is called the antibonding orbital ¢_. Orbitals with no interaction
are called non-bonding orbitals. Their energy is almost the same as the AOs of one of the
atoms in the molecule except for small shifts due to changes in the local field. Core

electrons are typical examples [35].

The interaction between the two AOs is illustrated in an interaction diagram shown in
Figure 1.9. The bonding orbital ¢- lies lower than y, by an amount AE" = E(y,)-E(¢-) and
the antibonding orbital ¢. is higher than y; by AE" = E(¢.)-E(x1). In general, AE" < AE".
The MOs are filled according to Hund’s rule and the Pauli-Exclusion principle. The
presence of two electrons in the bonding orbital and the lack of electrons in the anti-
bonding orbital gives rise to a chemical bond. However, if there are two electrons in the
antibonding orbital then the bond is destabilized due to AE” < AE". The interaction of two
AOs located on two centers is summarized below: (1) Orbitals can only interact if S # 0.
(2) The interaction of two AOs leads to the formation of one bonding orbital and one

anti-bonding orbital. In general, n AOs leads to n MOs. (3) The bonding MO is more
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stable than the lowest energy starting AO. (4) The antibonding orbital is less stable than
the highest energy starting AO. (5) The bonding orbital is stabilized less than the
antibonding is destabilized i.e. AE" < AE". (6) The interaction is proportional to S for
degenerate AOs and SZ/(sl- &) for non-degenerate AOs, where ¢; is the energy of orbital i.
(7) The bonding orbital is localized on the atom with the deeper lying AO and the
antibonding on the atom with the higher energy AO [35].

1 9.
A\I;E_
L
A
X2 AE”
v
P
Figure 1.9 Interaction diagram of a heteronuclear diatomic molecule.

The situation becomes much more complex as the number of AOs and MOs increase on
the molecules in question. A simplification can be made using the frontier orbital
approximation [35] which looks at the interaction of the highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of two molecules to
determine how the molecules react with one another. The difference of the energies of the
HOMO and LUMO is called the HOMO-LUMO gap. As the molecular system increases
in size towards a bulk material, the HOMO-LUMO gap approaches the bulk band gap.
Application of a high electric field can raise the MO energy levels causing closure of the
HOMO-LUMO gap indicating field-induced metallization of the material. We will look
at changes to the HOMO-LUMO gap in electric fields throughout this thesis and discuss

implications of its closure.
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1.5 Density Functional Theory

Density functional theory is a method used in quantum mechanics to calculate the
electronic structure of many-body systems. As is common in many-body electronic
structure calculations, the nuclei of the treated molecules or clusters are regarded as
generating a static external potential v,,.(r) in which the electrons follow the motion of
the nuclei instantaneously (the Born—Oppenheimer approximation) [34]. The external
potential seen by the electrons is then due to the external field from the positively

charged nuclei and is defined as

Z 2
Vexe (1) = = 271 (23)

where the R are nuclear coordinates of the Ith nucleus, and Z; is the atomic number.
DFT is based upon the Hohenberg-Kohn theorem [36]. This theorem states that for a
system of interacting electrons in an external potential v, (r), the ground state electron
density, p(r), is uniquely determined. Thus, the full Hamiltonian is determined since the
density p(r) is uniquely related to the external potential v,,;(r) and the number n of
electrons by n = [ p(r)d>3r.

The Hohenberg-Kohn theorem also states that a universal functional E[p] can be defined
in terms of the density. The exact ground state is the global minimum value of this

functional. That is to say, the total energy is given by:

E= minp(r)E[p] = minp(r) (T[p] + Vext[p] + VH[p] + Exc[p]) (24)

Vext[p] is the functional of the external potential. Vy[p]is the functional for the Hartree
energy. The Hartree energy corresponds to the mean-field electrostatic energy of the

electronic charge distribution and is given by

2 !
Vi = 2 [ drair T2000) (25)

[r—r']|

TTp] is the kinetic energy functional for non-interacting electrons. The exchange-
correlation functional E.[p] contains the interaction between electrons of the same spin

(exchange) and opposite spin (correlation). The problem is that this non-local functional
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isn’t known and may be impossible to determine exactly in a closed form. However, it is
a well-defined universal functional of the electron density. Another issue is that the
kinetic energy functional 7Tp] is often not well known either so a direct variation of the
density isn’t usually performed. Instead the density is expressed as a sum over single

particle states

p(r) = Lz i (0)]? (26)

Then the variational principle is used to minimize E[p] with respect to the single particle

states under a normalization constraint. This produces the Kohn-Sham equations [37]:

(202 4 v (1) + 00 () + 2 (O} 10 = 3 (0) o

where the one-electron energies are given by ;. Thus, in the Kohn-Sham formalism the

effective one-electron potential acting on the electrons is
Verf (1) = Vexe (1) + v (1) + v (1) (28)
The exchange-correlation potential vy(r) is determined by

SExc
e () = 2220 (29)

where dFy[p] is the functional derivative of the exchange-correlation functional. Since
the exchange-correlation potential and Hartree term depend on the electron density which
depends on the y;, which in turn depend on the effective potential, the solution of the
Kohn—Sham equation has to be done in an iterative and self-consistent way. One
generally starts with an initial guess for the electron density, then calculates the
corresponding effective one-electron potential and solves the Kohn-Sham equations for
the y;. A new density is calculated and the potentials recalculated. This procedure is then
repeated until convergence is reached. This type of procedure involving a self-

consistency cycle is also known as a self-consistent field (SCF) approximation.
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Thus the ground state energy is expressed as

E= Z?:l & + Exc [,0] - fvxc (I‘)p(l‘)d31' - VH + Vnucl—nucl (30)

The nuclear interaction energy Vyuclnuel has been added in to give the correct total energy

of the electronic Hamiltonian. This energy is given by

Z1Z;q?
Vnucl—nucl:% 2111 |R/—R/] (31)

The ground state energy expressed in equation 30 is in principle exact. The reliability of
any density functional theory calculation for the energy now is crucially dependent on the
accuracy of the expression for the exchange-correlation functional. The exchange-

correlation functional can be expressed as

Exclp] = [ @1 p(r)ex(p(1) (32)

where ex(p(r)) is the exchange-correlation energy per particle at a given point r. The
problem is that the exchange-correlation energy ex.(p(r)) can’t be derived exactly since
the exchange-correlation functional isn’t well known either. However, the exchange-
correlation energy for the homogeneous electron gas is known [38]. It is used in the Local
Density Approximation (LDA) to approximate non-homogeneous densities with a

homogeneous electron gas. The functional is given by

EtPApl = [ d®r p(r)ek2*(p(1)) (33)

As can be seen, the non-locality of the true exchange-correlation energy, at any point in
space, is replaced by the local exchange-correlation energy of the homogeneous electron
gas for the corresponding density. The LDA has been successful in a wide range of bulk

and surface problems but has had difficulties modeling chemical reactions in the gas

25



phase and at surfaces. The LDA often leads to calculated binding and cohesive energies
being larger than experimental values. This has led to the advent of the Generalized
Gradient Approximation (GGA). The GGA includes the gradient of the density in the

exchange-correlation energy and its functional is given by

Exilpl = [ d®r p(m)eid (p(r), IVp(M)]) (34)

The use of GGA in DFT calculations has achieved chemical accuracy (error < 0.1 eV) for
many chemical reactions. The GGA isn’t perfect and research into more accurate
exchange-correlation functions is still ongoing. One method is the use of hybrid
functionals such as the B3LYP functional used throughout the calculations in this work
[39]. B3LYP stands for Becke, 3-parameter, Lee-Yang-Parr and is a mix of Hartree-Fock,
LDA, and GGA functionals with three parameters determined by fitting to the
experimental atomization energies, ionization potentials, proton affinities and first row

atomic energies.

1.6 Computational Details

In this section we discuss the computational methods used throughout this work with
details on the three main types of calculations done: geometry optimizations, electric
fields, and Mulliken charges. All density functional theory calculations were done using
the Gaussian(09 software programme [40]. Every calculation begins with a choice of the
form of the exchange-correlation functional and basis set. This choice is motivated by the
trade-off between accuracy and computational time. Larger basis sets can be more
accurate but take longer to get results. The B3LYP exchange-correlation functional is
used throughout due to its accuracy vs. computational time as compared to other
functionals in the computational chemistry database maintained by National Institute of
Standards and Technology (NIST) and due to its frequent use in the literature. One must
choose between restricted or unrestricted wavefunctions for the calculation. Restricted

means that all electrons are paired in each MO 1i.e. doubly occupied orbitals. Unrestricted
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wavefunctions, i.e singly occupied orbitals, are used since they are needed for ions and

processes such as bond dissociation.

In Gaussian, basis sets assign a group of basis functions to each atom within a molecule
to approximate its orbitals. These basis functions, y;, themselves are composed of a linear
combination of gaussian functions, called primitives, and are of the form
Xj = Zp djpgp (35)

Where dj, are fixed constants within a given basis set, and g, is a primitive gaussian.
A primitive gaussian has the general form

g(a, 1) = cx™ymzle~ar* (36)
where r is the radial coordinate, x, y, z are Cartesian coordinates, a is a constant
determing the radial extent of the function, ¢ is a normalization constant, and », /, and m
are the principal , angular, and magnetic quantum numbers, respectively. A representative

s-type gaussian function is given by

gs(a,m) = (2—"‘)3/4 e~ 37)

A

The basis set is of the form 6-31G which means that the core orbitals are represented by
six gaussians, whereas the inner and outer valence orbitals consist of three and one
gaussian, respectively. This is a split valence basis set and in these bases the AO's are
split into two parts: an inner, compact orbital and an outer, expanded orbital. The
coefficients of these two kinds of orbitals can be varied independently during the
construction of the MO. Split valence basis sets allow the orbitals to change size but not
shape. Polarized basis sets allow the shape to change by adding orbitals with angular
momentum beyond what is required for the ground state description. Polarized basis sets

added to heavy atoms are indicated by a (d) or * and (p) or ** for hydrogen [41].

Another factor that must be taken into account is the spin multiplicity of the entire system
for an accurate determination of the electronic structure. The spin multiplicity is given by
the equation 2S+1, where S is the total spin for the molecule. Paired electrons do not

contribute so a singlet (no unpaired electrons) has a spin multiplicity of one and so on to
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doublet, triplet, etc. There are of course other parameters involved in the calculations
such as total charge but these will be addressed as the need arises. The next three

subsections outline the main types of calculations done.

1.6.1 Geometry Optimization

Geometry optimizations attempt to locate minima (local and/or global) on the potential
energy surface, thus predicting equilibrium or ground state structures of molecular
systems. At the minima the gradient of the energy is zero and since the gradient is the
negative of the forces, the forces are zero as well. This is called a stationary point and all
successful optimizations locate a stationary point, although not necessarily the intended

one.

The geometry optimization begins with an initial molecular structure specified in the
input and then proceeds to step along the potential energy surface. Gaussian computes the
energy and gradient at that point, and then determines how far and in which direction to
make the next step. The gradient indicates the direction along the surface where the
energy decreases the most rapidly from the current point and the steepness of the slope.
Also, computed is the second derivative of the energy with respect to the molecular
coordinates, known as the Hessian, which is a matrix of force constants. These force
constants specify the curvature of the surface at that point, which provides information
for determining the next step. Gaussian does all this using a variation of the Berny
optimization algorithm. The Berny geometry optimization algorithm in Gaussian is based
on an earlier program written by H. B. Schlegel which implemented his published
algorithm [42]. The program has been considerably enhanced since this earlier version
using techniques either taken from other algorithms or never published, the current

version is summarized in the Gaussian 09 user’s reference [40], [41].
An optimization is complete when it has converged; essentially, when the forces are zero

and the convergence criteria have been met. The convergence criteria used by Gaussian

arc:
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e The maximum component of the force on each atom must be below the cutoff
value of 0.00045 au, essentially zero.
e The root-mean-square of the forces must be below 0.0003 au.
e The calculated displacement for the next step is less than 0.0018 Bohr.
e The root-mean-square of the displacement is below 0.0012 Bohr.
The presence of four distinct convergence criteria prevents a premature identification of

the minimum [41].

A review of different model chemistries in [41] lists the accuracy of a given exchange-
correlation functional and basis set as compared with experimental data from the G2
molecule set. This is a set of experimental data consisting of: 55 atomization energies, 38
ionization potentials, 25 electron affinities, and 7 proton affinities taken from first and
second row heavy atoms. The model chemistries used in this work, B3LYP/6-31G* and
B3LYP/6-311+G*, have mean absolute deviations of 0.34 eV and 0.17 eV, respectively

on the G2 molecule set.

The ground state structure of a given system is found by running a geometry optimization
for several different multiplicities and taking the optimized system with the lowest SCF
energy as the ground state structure. The application of an electric field in the
optimization requires some part of the structure remain fixed (a single atom or bottom
layer in a cluster) to prevent the system from drifting in the electric field due to the
polarization of the system. The multiplicity of the optimized structure can change with
the electric field, for example the ZnO molecule is a triplet at zero field but becomes a
singlet at 1.2 V/A. Thus, parallel calculations with different multiplicities are often run

for analysis.
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1.6.2 Electric Fields

The electrostatic properties of a system in Gaussian are calculated using the PRISM
algorithm [43]. The electrostatic potential V(r) is rigorously defined as a quantum

mechanical expectation value, and is given in the ab initio LCAO framework by

V(r) = S, — %, B, [ 2O g, (38)

[T—R 4l [r—r4]

where Z, is the nuclear charge of atom A centered at R, ¢, and ¢, are orbital basis
functions, and P, is the corresponding element of an appropriate density matrix. The first
summation is the classical contribution to the electrostatic potential of the atomic nuclei,
treated as point charges. The second summation gives the contribution of the electronic
charge distribution, which is nontrivial due to the three-center one-electron integrals over

basis functions required, see [43] for further details.

To calculate the electric field induced in a structure it’s important to remove the fields
due to the atoms by using the field-optimized structure in zero applied field. The induced

electric field at a given point r and applied field E is given by

Einduced (E: 1") = Eiotal (E' 1') — Eotar (E =0, 1') (39)

1.6.3 Mulliken charge

Mulliken charges arise from a Mulliken population analysis [44] and provide a means of
estimating partial atomic charges from electronic structure calculations. The electron
density p(r) is expanded in terms of the MOs and is given as:

p(r) = X By Spy (40)
where Py, 1s an orbital density matrix and S, 1s an AO overlap matrix. Each atomic
center is a positively charged core (charge Z,) surrounded by a shielding electron cloud,
once the electron density each atom has is calculated then atomic partial charge, ga can

be determined.
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qa=Zn— [ pa(r)dr (41)
There is a problem however. The charge can be distributed in qualitatively different ways
because it’s basis set dependent. Also, there is no observable property associated with the
"partial charge" and as such there is no reference value to which computed values can be

compared, thus there is also no way to evaluate the accuracy.
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CHAPTER 2 Field-induced Chemistry and Physics

Sections 2.1-2.2 of this chapter have been published in Surface Science (vol. 643, pp.
164-171, Jan. 2016) in an article with the title “New physics and chemistry in high
electrostatic fields” [45].The authors are Markus Karahka and Hans Jiirgen Kreuzer.
Markus Karahka’s contribution to this article consists of 80% of all calculations and
drafting 50% of the manuscript. Permission to use this work has been granted by the
editor of Surface Science, a copy of the permission letter is attached to this thesis. Section
2.3 is taken from “Atom Probe Tomography and field evaporation of insulators and
semiconductors: Theoretical issues” published in Current Opinion in Solid State and
Materials Science (vol. 17, pp. 211-216, 2013) [10]. The authors are Elena Silaeva,
Markus Karahka, and Hans Jiirgen Kreuzer. Markus Karahka’s contribution to this work
consists of the DFT calculations and drafting 25% of the manuscript. Permission to use
this work has been granted by the editor of Current Opinion in Solid State and Materials

Science, a copy of the permission letter is attached to this thesis.

To discuss field effects qualitatively, we look, in Figure 2.1 at a molecule AB adsorbed
on a metal. Far from the surface and in the absence of a field, the atomic orbitals of A and
B hybridize into molecular orbitals, which we take to be a lower-lying bonding orbital,
¢+, and an empty antibonding orbital, ¢_, as discussed in section 1.4. As the molecule
approaches a metal surface, additional hybridization with the conduction electrons occur
leading to shifts and broadening of these orbitals. For the energetics depicted in Figure
2.1, the antibonding orbital is close to the Fermi level, Ef, of the metal and thus gets
partially occupied resulting in (i) bonding to the surface and (ii) weakening of the A-B
bond stretch vibration. Applying an electric field, E., pointing in the z-direction away
from the surface, adds the potential energy, ¢gE.z, for the electrons outside the metal
(assuming, for this simplified discussion, total expulsion of the field from the metal), see
the lower part of Figure 2.1. This raises the atomic levels of the atoms A and B by
amounts of the order ¢E.z4 and gE.zp, respectively, with z and zg the positions of atoms
A and B above the surface. This results in a substantial re-arrangement of the molecular

orbitals. The anti-bonding orbital empties out again leading to restabilization of the
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molecule and probably a weakening of the surface bond for the situation depicted in
Figure 2.1. If we increase the field strength to the point where the bonding orbital is lifted
above the Fermi energy of the metal, it will drain as well, leading to field-induced
dissociation. Note that in the absence of the field the bonding orbital of the AB molecule
is more B-like i.e. localized on the B atom, whereas the anti-bonding orbital has more A
character. As the electric field is increased, these characteristics are changed in a
continuous manner into a situation where the bonding orbital is more A-like and the anti-
bonding orbital has B character. This possibility of changing the relative position of
orbitals of the constituent atoms in a molecule with respect to each other creates a
"continuous Periodic Table" and leads to new, field-induced chemistry. A dramatic
demonstration of field-induced chemistry was the prediction and discovery that He,
which physisorbs on a metal surface with an adsorption energy of about 5 meV becomes
covalently bonded in fields of 3 - 4 V/A with a 50-fold increase of its adsorption energy

[46]. Another dramatic example is the electronic transformation of N, into CO.

> 7

Figure 2.1 Schematic of a molecule AB adsorbed on a metal without and with an electric
field E applied in the z direction.
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2.1 N> and CO

We start with a diatomic, N, and show in Figure 2.2 the HOMO density distributions in
zero field with the well-understood concentration of the bonding orbital between the two

atoms. The LUMO density distributions showed little change with increasing field.

o0 V/A 6.2 V/A

! T

=9.76 eV =11.00eVv
E;=11.02eV E;=11.74eV

Figure 2.2 Electronic bonding (green) and anti-bonding (burgundy) orbitals for N, (N blue)
and CO (C grey, O red) in zero field and in 6.2V/A.

Applying a strong field we see that electrons are transferred in the opposite direction to
the field to create a field-induced dipole. In addition, one finds that the electron
distribution now resembles very closely that of CO in the absence of a field, i.e. the field
has transmuted the upper N atom (in the field direction) to act chemically like a C atom
and the other N to become O-like. Indeed, the binding energy of N, of 9.7 €V in zero
field is increased to 11.00 eV in a field of 6.2 V/A, i.e. the same as that of CO in zero
field. In addition, the vibrational frequency of N is reduced from 7.3%10'* Hz in zero
field to 6.6x10" Hz in a field of 6.2 V/A, very close to that of CO in zero field, 6.7x10'3
Hz. Field dissociation happens at higher fields yet. To quantify this point further we show
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in Figure 2.3 an electronic level scheme for N in zero field and in a field of 6.2 V/A and
of CO in zero field demonstrating that the level scheme for N in a field is indeed similar

to that of CO in zero field [45].
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Figure 2.3 Highest occupied levels in the atoms (thin solid line) with resulting HOMO
(thick solid line at -1) and LUMO (three dots) levels normalized with the HOMO levels, -11.74
eV for Ny, -7.83 eV for N, in a field of 6.2 V/A, and -10.36 eV for CO.

Thus field-induced chemistry creates a continuous periodic table in the sense that the
field alters the chemical characteristics of one element relative to a second one in a
continuous fashion [45]. Next we’ll show how high electric fields can cause the

ionization and dissociation of molecules, using ZnO as an example.

2.2 ZnO

First we’ll look at the field ionization of atoms in high fields before we turn to a ZnO
molecule. In Figure 2.4 we show the self-consistent electrostatic potential around a Zn
atom obtained from density functional calculations. The 4s level, the highest occupied
atomic orbital (HOAOQ), is stable at -6.2 eV raising by only 26meV from -6.212 in zero
field to -6.238 eV in a 6.0 V/A field. Instantaneous ionization will occur when the applied

35



field depresses the activation barrier below the ionization energy which for Zn happens
around 3 V/A. For lesser fields ionization takes a finite time due to tunneling through the

barrier shown on the left side of Figure 2.4.
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Figure 2.4 Potential seen by the electrons in a Zn atom at various electrostatic fields. Dashed
lines indicate the 4s level or highest occupied atomic orbital (HOAOQO) and 1st ionization energy
(LE.).

As our next topic we look at field ionization and dissociation of a molecule, taking ZnO
as an example, and plot in the top panel of Figure 2.5 the potential energy as a function of
the bond length obtained by subtracting the electronic energy of Zn and O from that of
Zn0O. As a small field is applied there remains a potential minimum (red curve) at a bond
length close to that in zero field but lowered in energy due to electron transfer from Zn to
O creating an additional field-induced polarization. However, at larger distances the
potential energy decreases linearly as -ngFEz where n is the Mulliken partial charge. This
is the potential seen by the Zn"* ion. The potential barrier on the right is gradually
lowered with increasing field until it finally disappears at the dissociation field strength.
To complete the picture we also show in the bottom panel of Figure 2.5 the potential seen
by the electrons (equivalent to the Coulomb potential for the H atom) together with the
HOMO level. As the field increases the HOMO level rises until, at the field strength
where the potential barrier, on the left, for the atoms disappears, the HOMO will actually
be above the tunneling barrier so that an electron moves away from the molecule leaving

behind an ion ready to field-dissociate. If at lower fields the tunneling barrier is still
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nonzero the probability of ionization will be less than 1, given by the tunneling
probability which is lowered in a field of 1 V/A due to the barrier width, and increased in
probability at 4 V/A with a narrowed and low barrier. Next we discuss field dissociation.
In the absence of a field ZnO can be ionized by collisions for instance resulting in a
stable ZnO™ ion. In the highest fields ionization occurs but the potential energy curve no
longer has a minimum with the result that a Zn* ion is accelerated away by the field with
the O atom remaining fixed. We have plotted in Figure 2.5 the Mulliken charge [44] on
the Zn for a field of 4 V/A: it is approximately +1 at a bond separation of 3 A and then
rises gradually to +2. The increasing charge could be taken as indication of post-
ionization but care must be taken with all Mulliken charge analyses. These are of course
model calculations; however, one could fix the oxygen to a metal surface and impose a
field to line the molecular axis up with field direction. Oxide and semiconductor tips
prepared for Atom Probe Tomography (APT) are also the relevant systems for this new

physics and their issues are discussed in the next section.
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Figure 2.5 Top panel: Potential energy curve of ZnO as a function of bond length for

various electrostatic fields. Bottom panel: Electrostatic fields seen by the electrons; dashed line:
HOMO’s.
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2.3 Open problems in APT

The open questions in APT of semiconductors and insulators arise from the fact that high
electric fields attack not only the surface atoms of the specimen but many atomic layers
deep into the bulk. This changes significantly the electronic structure of the material and

complicates the field evaporation process in comparison to the one observed on metals.

One of the current questions is the great difficulty in measuring an accurate stoichiometry
of compound semiconductors and oxides [47], [48]. The stoichiometries strongly depend
on the electric field and laser power values. Calculations for MgO clusters show several
different species from which a direct identification of stoichiometry would be difficult in
particular if some of the oxygen migrates down the tip and desorbs as neutral molecules.

This problem is discussed in Chapters 3, 4, and 6.

It remains unclear why we can field-evaporate semiconducting and dielectric materials by
using photon energies well below their band gap [16], [49]-[51]. For example, MgO with
a band-gap of €44, = 7.8 €V and AlLO3 with gg,p = 9 €V were successfully analyzed by
using a laser pulse with a photon energy 2.4 eV (A =515 nm) [50], [52]. Even if the
photon energy of a laser pulse exceeds the band gap of a semiconductor, such as Si with
egap = 1.12 €V, the laser efficiency is almost the same for different wavelengths used in
the APT from IR to UV. However, the absorption coefficient of Si at UV is known to be
five orders of magnitude higher than at IR [53]. At the same time, the laser intensities in

APT are well below those needed to cause significant non-linear absorption.

Several phenomena can be invoked for such strange behavior. First, free holes are
attracted to the surface by an external field and can additionally absorb laser energy in the
same way as electrons do in metals [54]. Also, in the presence of high electric fields the
absorption of a semiconductor is increased due to photon-assisted tunneling of electrons
from the valence to the conduction band (Franz—Keldysh effect) [55], [56]. In addition,
the laser pulse can be absorbed by defects that have much smaller band-gaps between

different defect states which might have been introduced unintentionally during specimen
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preparation [51], [57]. Finally and more importantly, when the electric field approaches
the evaporation field value of the material, its band-gap drastically decreases as we will

show throughout this thesis.

Another surprising feature of APT of dielectrics is its very fast evaporation process. It
was shown, for example, that the field evaporation of Fe takes place within several
nanoseconds after the application of a 500 fs laser pulse. At the same time, the duration
of the field evaporation of MgO, FeO and Si was shorter than detector response time
(<500 ps) [52], [58]. The thermal conductivities of these materials, however, are similar:
80 W/mK for Fe, 30 W/mK for MgO, 4 W/mK for FeO, and 130 W/mK for Si. This is
again an indication that the laser absorption in a dielectric tip is confined to the surface of
the tip, where the effect of the external field is the strongest. Thus, heating of the tip takes
place in a very small zone that then also leads to a fast cooling process. The recent two-
pulse correlation APT experiment on a Si tip has shown that the evaporation process was
faster than 10 ps [59]. This observation raises the question whether we can still define a
temperature at such a short time scale (short compared to the phonon—phonon and
phonon—electron scattering time) and speak about thermally-assisted evaporation. In this
case, one should rather consider an ‘‘effective temperature’’ as a measure of the energy
density in a phonon bath or even take into account non-equilibrium ballistic phonons and
understand their role in the evaporation process [60], [61]. Moreover, lasers not only heat
the sample by energy transfer but also generate free charges that can alter the surface
electronic structure and, thus, influence the DC field and potential distribution [62], as
well as cause electronically-induced atomic bond breaking [63]. Thus, after being
absorbed by a semiconductor or dielectric specimen, a laser pulse can influence the field

evaporation in APT through thermal as well as electronic processes.

One of the frequently discussed questions is whether the laser pulse can simply ionize a
surface atom and, thus, cause its immediate desorption [64], [65]. Positively ionized
atoms can be found in many materials, e.g. in n-doped semiconductors the impurities are
positively charged; in ionic crystals like MgO the magnesium atoms are always positively

charged. However, these structures are shown to be stable until a sufficiently high field is
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applied to them. It means that it is not enough just to ionize an atom in order to evaporate

it.

Thus, many experimental observations indicate that laser absorption is confined to the
surface of dielectric tips. This is not excluding the possibility of the laser absorption in
the bulk of the specimen which can lead to delayed evaporation, unfortunately decreasing
the APT mass resolution [52], [66], [67], and causing non-hemispherical tip formation,
which in turn leads to artefacts in the reconstructed images [68]. To account for such
effects, one has to consider the interaction of a laser pulse with a nanometric tip and
calculate the absorption patterns and then temperature evolution inside the tip in three
dimensions as it has been done for metallic tips [69] but also taking into account the

diffusion and recombination of laser-generated carriers.

In conclusion we want to stress again that the experimental confirmation of the
theoretically predicted closure of the band gap in high electrostatic fields will, in our
opinion, advance our understanding of APT significantly. Theoretical closure is discussed
in Chapters 3 and 4 with experimental confirmation of band gap closure shown in

Chapter 5.
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CHAPTER 3 Field Evaporation of MgO: a Theoretical Study

The majority of this chapter has been published in Ultramicroscopy (vol. 132, pp. 54-59,
Sep. 2013) as an article with the title “Field evaporation of oxides: a theoretical study”
[70]. The authors are Markus Karahka and Hans Jiirgen Kreuzer. Markus Karahka’s
contribution to this work consists of all calculations and drafting 50% of the manuscript.
Permission to use this work has been granted by the editor of Ultramicroscopy, a copy of
the permission letter is attached to this thesis. Also included are parts from “Atom Probe
Tomography and field evaporation of insulators and semiconductors: Theoretical issues”
published in Current Opinion in Solid State and Materials Science (vol. 17, pp. 211-216,
2013) [10]. The authors are Elena Silaeva, Markus Karahka, and Hans Jiirgen Kreuzer.
Markus Karahka’s contribution to this work consists of the DFT calculations and drafting
25% of the manuscript. Permission to use this work has been granted by the editor of
Current Opinion in Solid State and Materials Science, a copy of the permission letter is

attached to this thesis.

Abstract

To understand Atom Probe results on the field evaporation of oxides we use density
functional theory on MgO clusters to follow the structural changes during field
evaporation and to obtain potential energy curves, partial charges and desorption
pathways. It is straightforward to understand that Mg evaporates doubly charged. We also
show that MgO*, MgO," and O" ions leave the surface.Two questions are however new
for oxides. (1) Where do the electrons go? When the oxides are deposited on a metal tip it
can be assumed that the electrons are used to complete the electrical circuit. However,
this leaves the second question unanswered, namely (2) what happens to the oxygen? We
will argue that there are two channels for the oxygen, namely: (a) to travel down the
(metallic) surface of the tip and eventually to desorb either as atoms or molecules (b) The
oxygen can recombine within the oxide layer itself and desorb as a neutral molecule

accelerated in the inhomogeneous field due to its induced dipole.
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3.1 Introduction

The atom probe, developed by Miiller et al. in 1968 [7], allows for the identification of
the atomic composition of micro- and nano-specimens, see section 1.2 for a description
of atom probe tomography. Although originally developed for metallic tips and used
extensively for the study of the atomic composition of steels and other alloys it has also
been adapted for the study of semiconductors and more recently for insulators through
the assistance of ultrafast laser pulses. Before laser assisted APT, anaylsis of oxides was
restricted to small geometries such as thin tunnel barrier layers of Al,O3 up to 2.5 nm
thick [71] and 2 nm thick MgO layers in magnetic tunnel junctions [72]. Now with laser
assisted APT the analysis of much thicker oxide layers is possible such as 15 nm thick
NiO [73], [74], 50 nm thick WO3 [73], 4 and 32 nm thick MgO [52], and bulk MgO and
ZnO [75]. The analysis of bulk insulating ceramics such as zirconia/spinel

nanocomposites has also proven successful [76].

A quantum-mechanical theory was developed in the 1980's and 90's for field desorption
of atoms and molecules on metal tips and also for the understanding of field-induced
chemistry [1]-[4], see Chapter 2. When we proceed to insulators or semiconductors the
situation is of course more complicated as the field itself inside the material gets locally
reduced to various degrees. That is why self-consistent calculations at the quantum
mechanical level are needed as we will demonstrate in this and further chapters. A similar
first principles approach is largely lacking for semiconductors, and for oxides and other
insulators, key materials in micro-electronics. As the authors of a recent laser assisted
APT study of MgO state [52]: "Although APT has provided a large number of results on
a wide panel of materials, interpretation of 3-D images are sometimes difficult due to a
lack in the understanding of the different evaporation mechanisms involved in
semiconductors and oxides". It is the objective of this thesis to develop the lacking

theoretical framework.
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Field evaporation of insulators and oxides in particular, needs additional considerations.
To establish the large fields necessary for field evaporation one needs a metallic field
emitter tip. On this, layers of oxide or any other insulator are formed using various
methods which produce layers thick enough to establish proper crystal structure and to
allow sufficient ion yields. As a result the electric field penetrates the insulating layer and
is further enhanced by its dielectric constant. What is observed in the laser assisted APT
of MgO are mostly Mg?* ions [52], [75], and more recently also MgO,*, MgO**, MgO*,
Mg*, O2*, and O [75], [77]. Our ab initio cluster calculations will reproduce these
findings, give explanations, and also answer questions like what happens to the oxygen?
We will establish several pathways to remove oxygen: (a) O™ can migrate down the
metallic shaft of the field emitter tip and eventually desorb as a molecule. (b) Oxygen can
recombine on top of the oxide layer and desorb as a neutral species or even as O,*. An
excellent theoretical treatment of the laser assisted field evaporation of bulk MgO was
done by Tsukada et al [78]. They investigated the effects of holes on the sublimation
energy of corner ions and potential energy surfaces of corner Mg ions without a field and
in a field of 0.514 V/A. The result was that holes reduce the sublimation energy and
activation barrier for desorption. However they did not look at the various ionic species

produced during the field evaporation of MgO as we have done in our calculations.

As for the computational approach to field-induced chemistry it should be noted that
relative changes in molecular energy levels are of the order of eV, so that field effects can
be adequately described by the simplest methods such as the tight binding approach as
has been shown in comparisons with density functional theory [24], [79], [80].
Nevertheless, because of the ready availability nowadays of sophisticated software
packages we will base our calculations on density functional theory as implemented in
the GAUSSIAN'09 software package [40], see section 1.6 for computational details. The
underlying metallic tip enters the calculations as the source of a constant electric field
across the cluster. The use of a cluster model in a (homogeneous) electric field has
several advantages: (1) The internal field is automatically generated. (2) The crystal

structure of the cluster adjusts to the electric field. (3) Edge effects can be studied. (4)
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Negative ion loss in the downward field can be avoided by fixing the bottom plane of

atoms in the cluster.

The chapter is structured as follows: In the next section we start with a single MgO
molecule in a field to establish the minimal wave function set needed for reliable results.
Next we look at various cluster sizes from 3 x 3 x 3 to 4 x 4 x 4 to see how cluster size
influences field disintegration of these clusters. At the end of the chapter we will

summarize our findings and add some speculative ideas.

3.2 Results

3.2.1 Preliminary: MgO Molecule in a Field

As a preliminary exercise we study the effect of a large electric field on the structure and
energetics of a MgO molecule, also with the aim to establish the minimum wave function
basis set such that adding more wave functions does not alter the results by much. After

many trials we found that the set B3LYP/6-311+G* is sufficient.

For MgO in a field we fix the position of the oxygen to avoid that the molecule as a
whole drifts down the field. In Figure 3.1 we show the potential energy curves V(d) = -
[E.(MgO,d) - E.(Mg) - E.(O)]. Here E.(MgO.,d) is the total electronic energy of the
molecule with its constituent atoms separated by a distance d, and E.(Mg)and E.(O) are
the respective energies of the isolated atoms. In the absence of a field we find a bond
length by = 1.9 + 0.09A, a vibrational frequency v = 1.8 x 10'3s™", and a bond dissociation
energy Eyis=2.52 eV in reasonable agreement with the experimental bond length of by =

1.749 A [81] and a theoretical value of E = 2.65+ 0.16 eV [82].

In a field, £ > 0, the adiabatic potential energy curve goes through a maximum at which
the Mg is suffic