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Abstract

Our research focuses on evaluating the efficiency of the combination of the computed

scores and visual representations of features. W conducted a two-phased user study.

The first phase were designed to determine the important text features. In the first

phase, participants were asked to rate a set of Twitter data and prominent features.

After the key feature set was determined, we started to evaluate the two sources

of results to be visualized: 1) informativeness and relatedness scores and 2) visual

features. We built four versions of visualizations to represent the full projection of the

two sources. In the second phase of the user study, 48 participants were recruited to

do a between-subject user study for evaluating the four versions of visualizations using

the same set of information seeking tasks. The study shows that the visualization

combining scores and features perform the best in efficiency for browsing tasks.

ix



List of Abbreviations and Symbols Used

Hfeature Boolean value for whether the visualization is with
or without visualized features

Hscore Boolean value for whether the visualization is with
or without scores

ec length Conversation text length

ei score Informativeness score

eloc Boolean value for whether in campuses or not

er score Relatedness score

et num Number of tweets in the conversation

etopic Classification result for topics

eu num Number of users in the conversation

eunv Classification result for universities

eurl Boolean value for whether the text contains url or
not

euser User influence score

ANOVA One-way Analysis of Variance

LDA Latent Dirichlet allocation

RBF Radial Based Function

SVC Support Vector Classifier

SVM Support Vector Machine

SVR Support Vector Regression

TF-IDF Term Frequency-Inverse Document Frequency

UGC User-Generated Content

x



Acknowledgements

Firstly, I would like to express my sincere gratitude to my supervisors Dr. Milios and

Dr. Hawkey for the continuous support of my master study and related research, for

their patience, motivation, and immense knowledge. Their guidance helped me in all

the time of research and writing of this thesis. I could not have imagined having better

supervisors and mentor for my master study. Also, many thanks to Dr. MacKay for

the valuable feedbacks when Dr. Hawkey is away.

Besides my supervisors, I would like to thank Dr. Reilly and Dr. Mackey to be

in my defence committee, and for their insights which will help enrich my work.

My sincere thanks also goes to Boeing project for the generous grants and sup-

porting platforms which enabled me to pursue my research goals and conduct various

user studies. Also, the exchange of research plans and results in the annual meetings

also helped me a lot for setting my directions and goals.

I thank my fellow labmates in for the stimulating discussions, for the time we were

working together for presentations, and for all the fun we have had in the past years.

Many thanks to them for encouraging me to complete this thesis when I was faced

with difficulties. Without them, it would be hard for me to imagine how my work

would have ended.

Last but not the least, I would like to thank my parents and relatives for supporting

me spiritually throughout writing this thesis and my life in general.

xi



Chapter 1

Introduction

1.1 Motivation

Twitter is a microblogging service that enables its users to send and read text-based

messages of up to 140 characters, known as “tweets”. It is one of the most influential

social media with a reported over 340 millions tweets daily in 2012 [1]. Users on

Twitter post text, pictures and urls of videos, talking about various topics such as

economics, politics, academics, celebrity and lifestyle.

There are several forms of interactivities on Twitter, including retweets, replies,

trending topics and messages. One of the major interactive activities is Twitter

conversation, which includes Retweet, Reply amongst users. Retweet, abbreviated as

RT on Twitter, is used to tweet the content that was posted by another user. A reply

is marked as @username in Twitter. A reply represents a tweet that responds to a

previously posted tweet created by, in most cases, another user. It is important to

note that retweet is symbolized as RT @username or even simply @username, which

appears the same as replies. The major difference between Retweet and Reply is that

replies usually create new content while retweets simply refer to the same content as

the original tweet. Conversation activity is of high importance on Twitter, especially

for research purposes. One research [2] shows that conversation interactions have some

benefits over standalone tweets. First, conversations have more user involvement in

a particular topic than a standalone tweet. Second, the majority of conversations

have been used to address some questions raised by earlier tweets in the conversation.

Third, people tend to give opinions when they are in a conversation.

There has been increasing interest in using social media for market research. Com-

panies and institutions have started to take advantage of social media communities,

especially on some of the more popular social media networks such as Facebook and

Twitter. Traditionally, marketers use online questionnaires, email surveys, telephone

1
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interview, postal questionnaires, and face-to-face interviews to investigate their mar-

ket requirements [3]. However, these traditional approaches have a few limitations.

First, these approaches only reach a limited study population. Second, these methods

produce low response levels.

Instead of reaching out to invite participants, more institutions are using existing

online resources. User-generated Content (UGC), also characterized as “Conversa-

tional media”, encourages the publishing of one’s own content and commenting on

other people’s content [4]. The role of passive audience has been greatly shifted since

the creation of social media, and a growing number of users take advantage of this

opportunity to generate independent content. Since UGC is the major form of so-

cial media content, Twitter has a great deal of user-generated content and it is still

growing. With the amount of user-generated content, there are great opportunities

for providing data in information seeking tasks.

Raw Twitter data is too unorganized to be used for market research purposes.

Research has been devoted to two major approaches for addressing this problem:

1) automatic machine learning and natural language processing techniques; and 2)

visual representations of Twitter data. However, both of them have limitations:

1. Fully computational methods usually have a high computational complexity and

require lots of computing time. To get higher accuracy scores, some algorithms

require more iterations, such as LDA for topic-modeling. Except for execution

time, other algorithms may also need to be tuned for parameters manually or

programmatically to fulfill different data requirements.

2. Raw results coming from automatic algorithms are hard to understand from a

user’s perspective. Computational results are usually presented as grouped raw

data or with computed scores, which are difficult for terminal users to read,

manipulate or analyze. Better ways of representing data should be explored

to address the difficulties. This leads us to the discussion of how to represent

computational results visually.

3. Visualizing fully computation data or relying on user interactions. There is a

common question of how much visualizations should depend on computed data.

On one hand, since the computed results are not one-hundred percent accurate,
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visualizing data fully based on those results may mislead users. On the other

hand if the visualization opens all the options for users to manipulate the data

on their own, it will be too overwhelming.

4. Visualizations are task-oriented in that one visualization usually serves for a

specific task. Better guidelines are needed to suggest how to design different

visualizations for different forms of tasks.

1.2 Objectives

Motivated by the challenges mentioned above, we developed a visualization system

and propose several design guidelines for a visualization system for information tasks.

The thesis aims at exploring the trade-offs in visual analytics of how to combine

automatic methods and their visual representation. More specifically, our target is

to find the most influential and important Twitter conversations that discuss specific

task questions. We designed a two-phased user study to evaluate performance of

different combinations of calculated scores and visualized quantified features. The

first user study was designed to determine the feature set that corresponds to the

informativeness and relatedness of Twitter data. Then we modeled the computation of

informativeness and relatedness scores using the determined features. The second user

study explored the effectiveness of four different combinations of quantified features

and computed scores. Therefore, this thesis addresses the following research questions

in regards to the integration of automatic methods and visual features:

1. Which quantified features have more impact on the informativeness and relat-

edness of Twitter conversations?

2. Which combinations of computed scores and quantified features are more effec-

tive for information seeking tasks?

3. How to design the user study for evaluating the effectiveness of visualizing

computed scores and quantified features?
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1.3 Contributions

We present the main contribution of this thesis to tackle the research questions we

mentioned at the end of the Objectives section.

1. We designed a two-phased user study to evaluate four versions of visualiza-

tions combining automatic methods and visual features. In the first phase, we

sampled and labeled experimental data as input to build visualizations. In the

second phase of the user study we evaluated and analyzed the performance

of four different combinations for automatic methods and visual features for

different user tasks.

2. We built an interactive visualization system in four versions that can be used to

evaluate visualizations that show a full projection combining automatic methods

and visual features.

3. Our study suggests that for browsing tasks, combining automatic methods and

visual features performs the best in efficiency.



Chapter 2

Background and Related Work

2.1 Data and Structure of Twitter

2.1.1 Studies on Twitter Data

Many studies have been focused on Twitter data since it was created. Institutions and

companies explore the potential of Twitter data for promotion and marketing. The

benefits of adopting social media for market research and what will be the process

of research via social media was described in Poynter’s book [3]. Meanwhile, social

media started reforming the economy. Studies on marketing and economy involving

social media was introduced as “Socialnomics” [5]. This book explains how social

media has an influence on people’s daily life and economics. Besides business research

and marketing, universities and research institutions have also been exploring the

potential of using social media data. Researchers from Stanford University show

their work on academic social media data [6]. They collected tweets from the top

100 US universities. Their results suggest some interesting statistics on number of

applicants, the acceptance rate, the US News and World Report rank, the freshman

retention rate and graduation rate. Our work is also based on academic Twitter data,

but focuses more on the efficiency of visualizing data in this domain.

2.1.2 Twitter Networks and Conversations

Social media has network structures, induced by the interactions among users. Much

research has been done on the network nature of Twitter. The conversation on Twitter

is one of the activities that creates Twitter’s network structure. Studies has been

done on the network structure of Twitter conversations and the major activities on

Twitter conversation [7] [8]. Another work [7] explored how interacting with the

Twitter network can possibly improve user influence and bring more followers. Their

results show that replying(@mention) has the dominant correlation to the number of

5
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new followers and performs much better than the number of tweets one user posted

and number of retweets one user gets. Similar research studied the conversations

and collaborations via Twitter [2]. Their research suggested that although Twitter

may not be a good tool for formal collaborations, the conversational infrastructure

enables people to exchange views. Cha et al. [9] measured the influence of Twitter

users through following, being followed, conversations and other interactive activities

on Twitter. They observed that conversation (retweet and reply) on Twitter implies

content value and name value of tweet authors. In our research, we studied several

features of Twitter networks in the research mentioned above (e.g. reply network,

number of tweets, retweets, tweet author influence) and proposed a general ranking

of features based on who has more influence on Twitter conversation content value.

We built a few visualizations on the key features and evaluated their performance in

a user study.

2.2 Text Mining Methods

2.2.1 Feature Selection and Evaluation and Classification

Feature selection has become the focus in lots of research to deal with dataset with

many variables. It potentially facilitate data visualization and data understanding,

reduce dimensionally and storage requirements [10]. Many methods have been pro-

posed for selecting the feature set, such as information gain and CHI-square. A

previous literature review [11] compared the performance of various feature selections

methods for text categorization tasks. During our feature selection process for the

data, we experimented on a few effective feature selection methods according to the

discussion and analysis in that paper.

Researchers have increasing interests in aspect topic classification [12] [13] [14] [15].

Like many other similar aspect topic classification research, these three papers work

on the improvement of topic modeling using popular methods based on Latent Dirich-

let Allocation and Latent Semantic Analysis. However, these methods have a relative

high computing complexity or even are known to be NP-hard problems [16] [17]. For

time-sensitive and real-time data, such as social media data, methods with high com-

plexity have some disadvantages by having longer processing time or require longer
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waiting time for users. Along with the growth of social media, interests have grown

in classification for social media documents [18]. Twitter, as one of the most popu-

lar social media, constantly attracts researchers to study various approaches towards

processing its text such as the classification of twitter data. Support Vector Ma-

chine (SVM) [19] is one of the most popular and efficient classification methods.

Many researchers explored classification using support vector machine on Twitter

data [20] [21] [22]. We adopted SVM for our topic classification and score prediction

to process our Twitter data, as data input for the visualizations.

2.3 Visual Analytics and Cognition

2.3.1 Human Computer Interaction Design Process

A rich and growing literature considers the area of Human Computer Interactions.

Human Computer Interaction is a relatively broad field, so we only review the works

that are related to the design of human-centred interactive visualizations. Tory et

al. [23] discussed how human factors may affect the design and interactivity of visu-

alizations. They reviewed several visualization principles that support three different

approaches for human factor research: user motivated design, user and task-based

design and perception and cognition-based design. In order to improve a user’s un-

derstanding towards the presented data, we adopted the principles of user and task-

based design when designing for study and visualization. Those principles include

user-centred design flow and cognition support such as parallel processing, grouping,

abstraction and organization. Chiang et al. [24] proposed two concepts, interpretation

and trust, to assist people in designing and coordinating for interactive visualizations

with experts from multiple disciplines. They emphasize user and task centric evalu-

ations during machine learning research. This work mainly focused on analysis and

design of visualizations based on user interaction and communicating with users dur-

ing interactive design phase. In our work, we make use of the ideas from this paper

by interacting and communicating with users for requirements, and later focus on

how to design the evaluation process of human computer interaction.
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2.3.2 Design Guidelines for Interactive Visualization

A related literature introduced the strategies and methodology for study design via a

nine-stage design framework for designing user-centred studies [25]. The nine stages

fall into three top-level categories: precondition (personal validation), core (inward-

facing validation) and analysis (outward-facing validation). In our study, we itera-

tively practiced this design framework in both building data model phase and building

visualization phase.

2.4 Design Conventions and Encodings

2.4.1 Visual Encodings

Researchers on visualizations have long been contributing to visual encodings for vi-

sualization tasks. Since colour acts as one of the important visual encoding, Silva et

al. [26] reviewed the usage of colour scales in different visualizations. They proposed

guidelines for selecting the right colour scale based on data types or task types. In

our study and visualization design, colour scale plays an important role for presenting

dimensions of data. During our design and implementation, we also considered the

rules and resources reviewed by Silva et al. for applying colour scales to our visual-

ization design. Other research studied different forms of visualization encodings, such

as glyphs and fonts. A study introduced the procedures of encoding glyphs in visual-

izations [27]. FatFonts [28] worked as an application for showing how to encode fonts

for arts and real life usage. These works described how to encode multi-dimensional

data with other visual elements such as glyphs, length, direction and area. In our

study, we encode different dimensions of our data with colour, size, brightness and

position.

2.4.2 Visualization Design Perceptions

Besides the challenges in how to visually encode data, another issue is that a good

designed visualization should meet the existing conventions. Two books [29] [30] de-

scribed the general perceptions for information visualization. In those books, various

visual components, visual patterns and principles have been explained in detail about

how to use them in practice from data structure and patterns, display contrast and
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constancy to visual encodings like color and shape. Research on a visualization named

imMens introduced design conventions via a real-time querying system [31]. Several

visual patterns for representing scalable and parallel data were reviewed and then

integrated to the design of the real-time visual system. Other research proposed the

drawing conventions for sociogram in social network visualization [32]. They explored

approaches for the layouts of social network. They inferred the drawing conventions

and edge crossings for dealing with network visualizations. During the design and

implementation of visual patterns for the visualizations, we referred to these guide-

lines for displaying data patterns, encoding data in color and shapes and addressing

overlapping issues.

2.5 Task-oriented Visualization Design

2.5.1 Visual Analytics

There has been growing interest into the research of visual text analytics. Several

visualizations have been proposed by Liu et al., for instance Tiara [33], Storyflow [34]

and topic competition [35] around topic visualizations. In the research of Tiara [33],

Liu et al. proposed a topic flow visualization for exploring classified topics. This

visualization displays time sensitive keywords in a flowchart that uses layers of flow

to represent different topics. In the Storyflow project, a visualization named Storyline

was built to illustrate the dynamic relationships between entities in a story [34]. They

aimed at effective layout storyline visualizations in applications and how to display the

relationships among different entities. In the third project of topic competition, three

different views were presented for showing topic flow and transition based on Twitter

competition data [35]. They presented events in a visualization combining flow view

for time data and tag view for context. The three papers by Liu et al. focused

on how to improve the performance of data model and layout algorithms. However,

their work didn’t conduct user studies to validate the performance of visualizations in

practice. Other related research includes visualizations for high-dimensional data [36].

In that research, a procedure model of transforming data into visualizations and

finally presenting the visualizations to users was proposed. Our work follows on the

research agenda proposed by this paper and focus more on the user evaluation.
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2.5.2 User Tasks for Information Systems and for Twitter

Users tasks act as an important role in user studies on information seeking. Kellar et

al. examined how users interact with their web browsers within the context of infor-

mation seeking task [37]. They conducted studies to ask participants to rearrange a

pre-defined task category list. The final refined list of categories includes fact finding,

information gathering, transactions and browsing. Besides general information seek-

ing tasks for web browsing, researchers have been exploring the possible user tasks

from Twitter data. Studies conducted by Hurlock et al. explored features that may

lead to influential Twitter content, which helps to study which features are considered

important in Twitter context [38]. User studies were conducted to ask participants

to give scores for a group of tweets in three different types of searching tasks: 1)

a temporal monitoring task, 2) a subjective choice task, and 3) a location-sensitive

planning task. Elsweiler et al. did a long term diary study by surveying users for

the tasks that motivates users’ searching behavior on Twitter [39]. There are eight

coding schemes defined for the tasks: standalone informational, monitoring, senti-

ment/opinion finding, sense-making of conversations/info. filtering, people search,

query social network, refinding and boredom motivated. In our study, we extracted

four information seeking task categories that focus on academic Twitter conversation

data.



Chapter 3

Understanding the Features of Tweets

3.1 Introduction for the Two Phased User Study

As mentioned in Section 1.2 of Chapter 1, our research is mainly focus on finding the

answers on three research questions:

1. Which visual features have more impacts on the informativeness and relatedness

of Twitter conversations?

2. To what degree do users rely on the calculated results (e.g. degree of informa-

tiveness)?

3. How to design effective visualizations for information seeking tasks?

To address the questions above, we proposed two phases of user study for our

research. In the first phase, participants were asked to rate the relatedness and in-

formativeness scores of Twitter conversations. Based on the analysis of these scores,

we built a visualization system in four different versions. In the second phase, par-

ticipants evaluated these different versions of visualizations. The details of the Phase

Two user study will be described in Chapter 4.

In this chapter, we will describe the design of the first phase user study. We

will explain how we collected the experiment data. We will then describe how we

determined the candidate features of Twitter conversations for this user study. In

Section 3.4, we will present the design of the user interface for this study, as well as

the study methodology, including the user study protocol for participants, equipment,

user tasks and experiment procedures. Finally, we will discuss the study results of

this study and the analysis of the data, as well as the research questions related to

the design of a visualization system.

11
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3.2 Data Collection

3.2.1 Data Domain

Academia was the topic domain for our dataset. We collected tweets that were about

selected five Canadian universities from Twitter. The five universities are: the Uni-

versity of British Columbia, Simon Fraser University, McGill University, McMaster

University and Dalhousie University. We chose these universities for three reasons:

1. Population. These universities have relatively large numbers of faculties and

students that ensured there were at least some activities on Twitter.

2. Less Data noise. The search results for these universities are more distinguish-

able than some other schools. University of Toronto, for example, often results

in tweets that talked about events around Toronto, while UBC was more likely

to have results specific to the University of British Columbia. Since we are not

focusing on improving the searching accuracy, we decided to collect tweets of

universities with less noisy data.

3. Location. The five universities are located across Canada, which increases the

variety of context in the data.

Our research goal was to explore the visual representations of data for different

information seeking tasks. To support an organized, efficient visualization, the first

step was to organize the data. Aspect classification [12] [13] is an approach to data

organization. Information categorization help humans to memorize and understand

knowledge [40]. For instance, users will be more likely to remember and understand

UBC with information on scholarship topics than if presented with random informa-

tion about this university. Therefore, we tried to determine what topics of academic

data do people focus on and how to organize and group the information needed for

academia.

In order to define the topics for classification of the academic Twitter data, we

interviewed domain experts from Dalhousie University. We set up meetings with

managers from Dalhousie Communications and Marketing office, Faculty of Graduate

Studies and the Registrar’s Office. Our experts supplied us with different tools that
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they use to collect data about schools. For example, questionnaires and reports that

were designed by the experts from those offices. These materials were designed to

evaluate the performance of promotions and enrolments for Dalhousie University.

Some reports included statistics such as comparisons among multiple universities

across Canada. The original questionnaires and reports are confidential and cannot

be published. However, we summarized topics and keywords from those materials

and interviews. The summarized topics and keywords are shown in Table 3.1.

Academics Finance Campus Admission

academic tuition location accept
reputation fee campus size admission
graduate cost housing enrollment
undergraduate scholarship residency
research fellowship population
internship dining
co-op living
course sports

Table 3.1: Topics and Keywords

Four topics have been defined: academics, finance, campus and admission. Each

of these topics contains a list of keywords. After the topics and keywords were de-

termined, we used the keywords to crawl tweets from Twitter. Twitter conversations

were then extracted from the collected tweets as the corpus for our research. We will

show the statistics of our data in Section 3.2.2 and describe the techniques for data

crawling in Section 3.2.2.

3.2.2 Data Processing

The Twitter data was collected from March to the end of April in 2013. The keywords

in Table 3.1 were used as input in Twitter search API.

Before we do further experiment and visual presentation, the data needed to be

prepared and processed. The procedure of data processing consists of five steps.

1. University keywords crawling. We searched for tweets that contain names or

abbreviations of the five universities and stored them in the database.
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2. Location tweets crawling. In addition to tweets containing keywords, we also

crawled tweets that were posted from each of the campuses. We achieved this

by drawing campus boundaries for those schools and collecting any tweets of

which geographic coordinates (latitude, longitude) fall into the campus areas.

The campus areas include all the campuses for the universities. In each campus,

we read the longitude and latitude for the north, south, west and east point,

and retrieved all the timeline tweets falling into this rectangle. The idea of

collecting geographic related tweets was inspired by the research from Sean [6].

3. User data crawling. After getting tweets data, we started collecting the profile

data (i.e. number of followers, number of followings and number of tweets) of

Twitter users who posted the tweets in our database.

4. Conversation extraction. For any tweet that is a reply to other tweet, we re-

quested replied-to tweet if it was not saved to our database. In Twitter API,

each tweet has a field named in reply to status id that stores the original Tweets

ID. After all the tweets are collected, we found all the root tweets that has more

than one replies, and stored all the replies under the data structure of each root

tweet in a chronicle sequence. Since we prepared our data in a certain time

span, all the further replies were ignored after we stopped crawling data.

5. Aspect classification. We conducted two naive aspect classifications for the

conversational data based on the keywords, one for distinguishing universities

and the other one for topics. For the first classification, we classified Twitter

data into five class, each of which is related to one university. For the second

classification, we grouped data based on the topics mentioned in Table 3.1. In

each Twitter conversation, we check if the conversation text contains one of

keywords relating to the university or topic aspect. If it contains any keyword,

the item was labeled as the class of the university or topic aspect. One Twitter

conversation can be labeled with multiple universities or topics. These classifi-

cations benefit our later procedures of data sampling, which will be described

in Section 3.4.

In total, 153,185 tweets were collected during that time with 36,939 users who

posted. After data pre-processing and cleaning, 13,460 Twitter conversations were
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extracted. The detailed statistics is shown in Table 3.2. Our experiments were con-

ducted based on the 13460 Twitter conversations.

Before Pre-processing Data for Conversations

Number of Tweets 153185 -
Number of Users 36939 -
Number of Conversations - 13460

Table 3.2: Data Statistics

3.3 Understanding the Features of Twitter Conversations

3.3.1 Previous Studies on Features of Twitter Conversation

The goal of this phase of our user study is to locate important and influential Twitter

conversations. It is crucial to know which features can help to identify significant

conversations. One Twitter conversation consists of a set of standalone tweets that

come with a time sequence and interactions among them. Therefore, the features of

Twitter conversations can be segmented into two parts: 1) features of tweets, and

2) features that reflect conversation structure. Hurlock et al. A user study was con-

ducted to explored features of standalone tweets, whose main goal is to investigate

features that can direct users to valuable and relevant information on a range of top-

ics [38]. Three different types of user tasks were defined: 1) temporal, 2) subjective

and 3) location-sensitive tasks. The results show that tweets with specific facts are

considered useful in temporal and location-sensitive tasks; tweets with trusted and

informative links tend to be useful in all tasks; tweets that have location information

are useful for location-sensitive tasks. The experiments defined 16 positive features

that falls into 5 categories: Twitter content (domain related topics in tweets), reflec-

tion on Tweet (entertaining and sentiment), relevant (time and location), trust (user,

avatar, link), links and meta tweets (retweeted lots and conversation). Their results

show that tweets which have the features of experience, specific information, time,

location, trusted author and useful links were more frequently rated as useful tweets.

Besides the features of standalone tweets, Twitter conversations have other features

because of their network structure, for instance, network-based user influence [9] and

the tree structure of Twitter conversations [41].
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3.3.2 Candidate Features for the User Study

According to the knowledge from previous studies mentioned above and quantifying

our own data, we defined 8 features for Twitter conversations. The list of features is

shown in Table 3.3.

Content Features

1. Topics (e.g. UBC, campus)
2. Location
3. Urls

Conversation Features

4. User influence score
5. Character length of conversation content
6. Number of users in a conversation
7. Number of tweets in a conversation

User Features

8. User description

Table 3.3: Candidate Features

These candidate features fall into three groups: the features of tweet contents, the

features of conversation structure, and user profile.

As a simplified feature set, number of users and numbers of tweets were selected

to represent the structure of conversations. In addition to those features we men-

tioned from previous studies, we added two other features: conversation character

length and user profile. We consider conversation character length as a feature be-

cause longer conversation tends to contain more information. For example, “2013

International Conference on Social Media and Society Dalhousie University, Halifax,

Canada” contains more information than “I’m at Dalhousie”. In the latter example,

people can hardly even tell if it means Dalhousie University. The decision on adding

user profile as a feature is based on the functionality of Twitter. User profile includes

users’ bio information, number of followers and number of followings.
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3.4 Study Design

3.4.1 Introduction

We defined two concept to determine the importance of Twitter conversations: infor-

mativeness and relatedness. The informativeness defines as whether this conversation

is helpful or informative to present some aspects of university such as research, course

or scholarship. For example, I am here in Dalhousie University is less informative than

Introducing a new scholarship for graduate students at Dalhousie University. The re-

latedness defines as whether one conversation is related to topics about universities.

For example, Dalhousie Street in Calgary is not related to academic topics although

it has the same keyword as Dalhousie University.

The purpose of the Phase One user study is to determine which conversation

features have more influence on a user’s perceptions of relatedness and informativeness

of a Twitter conversation. It is the first phase of our two-phased user study. In this

phase, participants were asked to rate the informativeness and relatedness of a set of

twitter conversations to a given topic. We varied the characteristics of the set of tweets

according to the selected features that we hypothesize may impact the perception of

informativeness and relatedness of those tweets. Based on these results we developed

visualizations that employ the most prominent features (Section 3.3) allowing users

to identify the information of their interests from a set of tweets.

3.4.2 Feature Vector and Data Sampling

As we have a twitter conversation corpus with a size of 13460 conversations, it is not

feasible to label all the data. So we sampled a subset of data for labeling. To ensure

a balanced distribution of values for each feature in the sample sets, we created a

feature vector for each conversation. The set of features in this vector was extracted

by quantifying features described in Table 3.3 The feature vectors contains all the

calculable features, including conversation character length, has location, number of

tweets, number of users, and user influence score. The detailed description of the

variables and the value range for each vector is shown is Table 3.4.

For each Twitter conversation, the vector is defined as V (f):

V (f) = [etopic, euniv, eloc, eurl, euser, ec length, eu num, et num, ei score, er score] (3.1)
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Feature Description

Topic 1: Academics
2: Finance
3: Campus
4: Admission
0: Other

University 1: Dalhousie
2: UBC
3: SFU
4: McGill
5: McMaster
0: Other

Has location 1: Has location
0: None

Has urls 1: Has urls
0 : None

User influence score 1: Ranging from 1 to 10
Character length of conver-
sation content

Number of characters in an
conversation

Number of users in a con-
versation

2 or more

Number of tweets in a con-
versation

2 or more

Informativeness score scale: -2 to 2
Relatedness score scale: -2 to 2

Table 3.4: Feature Vector and the Range of the Values for Each Feature

etopic, euniv, eloc, eurl, euser, ec length, eu num, et num, ei score, er score correspond to the fea-

tures described in Table 3.4. Take the following Twitter conversation as an example,

“McGill students use garden as an ashtray. @ McLennan Library (Humanities

and Social Sciences Library) http://t.co/ibsMjOZI1n

@loriekloda To be fair, we can’t be sure it was all due to students. How about ‘McGill

smokers’?”

the feature vector is

[etopic = 0, euniv = 4, eloc = 1, eurl = 1, euser = 2.64e-5,

ec length = 287, eu num = 2, et num = 2, ei score = 0, er score = 0]
(3.2)

In this vector, etopicandeuniv are the results of keywords classification. In this

example, there is no matching topic keywords so the value is other (etopic = 0). It
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took place in McGill (euniv = 4). eloc and eurl were the boolean values of the meta data.

eloc = 1 and eurl = 1 stand for there are location meta data and url in this Twitter

conversation. euser was computed using page rank [42] algorithm, using following

relationship between users as in-links and out-links. The following user graph was

built by traversing all the users in our database and connecting any two which have a

following relationship. ec length is the count of characters (ec length = 287) in this text.

eu num represents two users (eu num = 2) involved in the conversation. et num stands

for that there are two tweets (et num = 2) in this example conversation. ei score and

er score were targets of classifications which remained zeros during data processing.

In order to evaluate which features from Table 3.4 have most impact on the re-

latedness and informative of Twitter data, we needed to sample 200 Twitter conver-

sations for four groups of participants to evaluate. First, we manually sampled and

labeled 1000 Twitter conversations with informative scores (ei score) and relatedness

scores (er score) to ensure that we can sample a random distribution for informative

and relatedness scores, avoiding extreme cases which all the samples results have zero

informative and relatedness scores. Second, we sampled four sets of Twitter conver-

sations from the labeled 1000 conversations, each containing 50 conversations. These

samples were generated by assigning 200 random vectors of features and retrieving

the conversations that have the most similar vector values to ensure a randomized

distribution.

When the data samples were ready, the next step was designing a user interface

that displays all the feature values for Twitter conversations.

3.4.3 Study Protocol

Study Process

The task is to ask participants to rate twitter conversations on screen. We recruited 20

participants for rating one of the four sampled sets of Twitter conversations. Each set

contains 50 Twitter conversations. 20 participants were grouped into 4 groups with 5

people in each group. Since we selected conversational features through a regression

model, 200 (4 groups * 50 twitter conversations) data points were needed to make a

credible statistical analysis to counteract bias. Therefore, participants were assigned

to four groups which each participant in the same group was presented a same set
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of Twitter conversations. Each participant was shown Twitter conversations talking

about the five universities. The participant rated the informativeness and relatedness

of the conversations to help us determine the impact features. The detailed process

and estimated time is described in Table 3.5.

Steps Description Approximate
time

1. Consent
Form(Appendix C)

5 minutes

2. Background Question-
naire(Appendix D)

Participants knowledge
about five Canadian uni-
versities and campus life.

5 minutes

3. User Study 30 minutes
1) Task description Researcher introduces the

task
5 minutes

2) On-screen Questionnaire
(Appendix E)

Rate relevance and related-
ness of 50 twitter conversa-
tions

40 minutes

3) Post-task Questionnaire
(Appendix F)

After rating all the twitter
conversations, participants
answer questions about the
importance of various fea-
tures.

5 minutes

Table 3.5: First Phase Study Procedures

Step 1, each participants signed consent form that they understand the benefits

and risks of the studies.

Step 2, participants filled in the background questionnaires on their basic age,

education and English fluency background, and also about their knowledge on the

five Canadian universities and Twitter data. This background information was used

to classify participants into different research group, so that within each group par-

ticipants has relatively similar background.

Step 3, each participants was presented with 50 Twitter conversations, and was

asked to rate each conversation as well as answering on-screen and post-task ques-

tionnaires.

Study User Interface

The user interface for Phase One user study is shown in Figure 3.1:
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The conversations text is shown in the top left (Figure 3.1A). Conversations are

selected from academic twitter data that we collected on four different topics (aca-

demic, finance, campus, admission). Participant were asked to rate the relatedness

and informativeness of conversations to academic topics in the top right (Figure 3.1C).

Relatedness has a scale from -2 to 2, in which -2 means not related, 2 for extremely

related. Scale of informativeness is from -2 to 2 (not informative to extremely infor-

mative). A cloud of pre-defined tags are displayed in Figure 3.1B, and participant can

click to select all the tags that are related to the current conversation. Figure 3.1D

shows the locations of tweets in conversation or users location from their profile. In-

formation of tweet user profiles are displayed below the tags (Figure 3.1E). A text

box for note is located on the bottom of page. If participants have any comments

they can write down there. A post-task questionnaire of the task (Appendix F)will

be shown after participant finishes rating all the tweets.

Each participant performed a set of tasks interacting with the interface in Fig-

ure 3.1. They were firstly given a set of twitter conversations to rate the informative-

ness and relatedness of each conversation to query academic topics. Then, they were

asked to fill in a questionnaire on their preference of which information is more useful

while making decisions.

Since we selected conversational features through a regression model, 200 (4 sam-

ples * 50 twitter conversations) data points were needed to make a credible statistical

analysis. For each sample, there were five participants in order to eliminate bias re-

sults from individual participant. Participants were Dalhousie University students,

staff or faculty. We required participants to have some knowledge about Canadian

universities and Twitter.

3.5 Study Results Analysis

3.5.1 Introduction to Data Analysis Approaches

We collected three different types of user data for this study: 1) rating scores of

informativeness and relatedness; 2) tags of universities and topics; and 3) participants’

preference on different features.

1. Rating scores of informative and relatedness. The participants labeled these
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scores on the user interface of this study. In each page, participants read the

conversation content and checked information on other features of conversation

(e.g. user profile, location, urls and so on). Then they gave a rating about how

informative or related the selected conversation is to the academic domain.

2. Tags of universities or topics. On the user interface, the participants tagged

universities or topics that the Twitter conversation is related to. This data was

used for university classification and topic classification in the second phase of

the user study.

3. Participants preference for different features. This data was collected from the

post study questionnaire. In the questionnaire, the participants were asked to

rate the usefulness of each selected features from their own perspective.

We performed two types of data analysis for the collected data: analysis of user

preference and feature evaluation.

3.5.2 Analysis of Users’ preference

Every participant was asked to rate for the usefulness of each feature for determining

informative and related Twitter conversations. Each feature was voted in a 1 to 5 scale

(1 - not useful, 5 - very useful). We summed up the votes to calculate a total score

for each feature. In our current design, participants voted each feature only once

for informativeness and relatedness of conversations at the same time. We should

consider in the future design to vote for how each feature impacts informativeness

and relatedness respectively. The results of the total scores for each feature is shown

in Figure 3.2.

As seen in Figure 3.2, we can conclude that the most useful features from a user’s

perspective are urls, topic tags and Twitter user profile description. Twitter conversa-

tions that contain urls to extended content are considered more useful. Conversations

that talk about academic topics are useful for our domain specific tasks. In addition,

conversations with a trusted Twitter user, for example, a professor working at UBC,

is also likely to carry useful information.
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Figure 3.2: User Preferences of Features
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3.5.3 Feature Evaluation

Besides users’ preference in feature set, we computed the performance of feature sets

using different feature selection algorithms as an alternative approach to determine

the feature set. We wanted to select a subset of features that performs the best in

distinguishing different classes for the classification tasks. The input of these tasks

were feature vectors (Equation 3.1 without etopic and euniv) of the 200 sampled Twitter

conversations with labeled informativeness scores and related scores by participants

in the user study. Topics and university features were excluded because that these

two features are nominal variables which do not have an intrinsic order. Some feature

evaluation algorithms such as gain ratio and chi-square, rank the features by calcu-

lating a score to evaluate their performance. Therefore, evaluation methods can be

also used to evaluate the performance of individual features. In our study, we used

different feature evaluation methods for calculating the performance of the selected

features.

Three common methods of feature ranking and evaluation have been used in

the data analysis: information gain ratio attribute evaluation, gain ratio attribute

evaluation and, chi-square attribute evaluation.

Information Gain

Information Gain method evaluates features by calculating their information gain.

This is a decision tree based approach. Information gain is defined as the difference

in the entropy between one parent node to one of its child nodes. For example, we

have a dataset D and want to evaluate its attribute set A. We can get the information

entropy as:

info(D) = −
k∑

i=1

pilog2(pi)

Then we dividing attribute set A and calculate entropy for each of A’s sub attribute,

we can get a set of entropy as:

infoA(D) =
k∑

j=1

Dj

D
info(Dj)

Finally the information gain is calculated by:

gain(A) = info(D)− infoA(D)
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Then we can calculate the information gain for each of the features literately.

Information Gain Ratio

Information Gain Ratio evaluates the worth of an attribute by measuring the gain

ratio with respect to the class. The computation for gain ratio is one step further to

information gain. The difference is that gain ratio considers the balance of attribute

distribution. The gain ratio is computed as:

GR = gain(A)/H(v)

where H(v) is an intrinsic value that was defined as the entropy of distribution of

attributes into decision tree branches. The formula for H(v) is shown as below.

H(v) = −
∑

j

p(vj)logp(vj)

Previous studies show that gain ratio performances better than information gain [11],

yet we still compared results in both methods.

Chi-square

Chi-square method evaluates features by computing the value of the chi-squared

statistic with respect to the class. The formula to calculate chi-square values is

defined as follows:

χ2 =
k∑

i=1

(Ai − npi)
2

npi

Chi-square evaluates the ability of an attribute to distinguish classes.

In our study, the classification tasks are the prediction for informativeness and re-

latedness score. The training set with labeled score by participants from this study is

used to evaluate the selected features. We used Weka [43] to evaluate the performance

of features. Weka implemented the three evaluation methods and provides an user

interface for manipulating input, output and parameters. The results of the three

evaluation methods after normalization are shown in Figure 3.3. As shown in Fig-

ure 3.3, three methods give similar results. For informativeness, whether the Twitter

conversation has school location information, character length of conversation and

number of tweets in the conversation are more important. For relatedness, whether
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Figure 3.3: Feature Evaluation for (1) Information Score (2) Relatedness Score
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the conversation was tweeted within campus area is more important than the rest

features.

3.5.4 Results Discussion

In conclusion, from the participants’ perspective, Twitter conversations with url,

conversations that talk about specific universities or topics, conversations that have

nearby locations (relative to the campuses of five universities) and trusted Twitter

user profile are more helpful features than the number of tweets, number of users.

Based on featured evaluation algorithms, whether the Twitter conversations show

its located in and around those school campuses and length of conversation content

(characters or number of tweets) are more helpful for predicting the informativeness

of one conversation on academic topics. The conversations that are within campus

areas are more related to academic topics. The output of the first phase user study

provided the candidate features, the classification and score results to support the

two sources of data which can help users determine the importance of Twitter data:

1) the quantified features that can be presented and visualized to display to users

and 2) the informativeness and relatedness scores that can be calculated based on the

quantified features.

We summarized three research questions related to the design of a visualization

system for academic Twitter conversations.

1. Is it necessary to present the first source of data (quantified features) to users

while the second source of data (informativeness and relatedness) was calculated

based on the first one? If it’s going to be presented, how to visualize it?

2. How much would users trust the calculated informativeness and relatedness

scores?

3. Which source of data or combination of both sources should be presented to

users to help them with information seeking tasks effectively?



Chapter 4

Designing an Interactive Visualization of Twitter

Conversations

As we mentioned in Chapter 3, we split our user study into two phases. The first

phase described in Chapter 3.3 explored key features for identifying informative and

relative Twitter conversations. The second phase of the user study, which we describe

in this chapter, is to evaluate different versions of visual representations for user tasks.

In Section 4.1, we describe the main research question whether we should present to

users the quantified features or calculated relatedness and informativeness scores. We

define the scopes of visual features and computed results respectively and gives some

examples about different cases.

We introduce the procedures of data processing in Section 4.2. The methods we

used for classification and scores prediction will be described and we will elaborate

how the data was used to support our visualizations. Section 4.3 is the description

for the design of our visualizations. Details about how we transformed visualizations

from the research challenges and results are presented. In Section 4.4, we are going

to describe the design of our user study to evaluate the visualization system we built.

4.1 Visual Features vs. Automatic Methods Trade-offs

At the end of Chapter 3, we summarized a few questions from an analysis of the results

for the phase one user study. The major question we want to investigate is what are

the trade-offs of representing the visualization of quantified features or representing

the computed results from automatic methods. To be more specific, there are two

sources of results which users can rely on to determine the importance of Twitter

data. One source consists of a set of information such as number of users in a Twitter

conversation, user influence of the blogger who tweets. Another source is computed

scores of informativeness and relatedness which are not 100 percent trusted. Users

have the options of not using any of the two sources, using one of the sources, or

29
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using both sources. The problem came to which option is more effective.

As we all know, there is no guarantee for automatic methods, such as classifica-

tions, score prediction and clustering, to perform with a one-hundred percent accu-

racy. This is especially true when dealing with text mining problems. Text mining

methods have to consider the ambiguity in languages and bias in individual perspec-

tive. As a result, representing the data computed by automatic methods may be

misleading. On the other hand, if we put aside the computed results completely, and

display only some selected features of data, it may end up requesting an overwhelming

work for the user to manipulate and get insights of the data. Therefore, our task was

to investigate the trade-offs between representing the visual features and computed

data, and explore the guidelines of how different combinations work in different task

scenarios.

4.1.1 Features Definition and Examples

We define visual features as the built-in properties of data or the attribute values

we can get through simple calculations. In our data, some example features are the

length of a Twitter conversation, the number of users in a conversation, user influence

score and whether a conversation contains url information. In this case, we can get

the length of a conversation through observation, while calculating user influence

score simply based on the network properties. By representing these features, we

mean representing the values in some straightforward visual scales. For instance, the

scale of numeric results can be represented visually as different sizes, distances or

brightness. There are some conventions [26] [29] [30] for visual encodings, and we

will introduce how we adopted those conventions and encoded our visualizations in

Section 4.3.

4.1.2 Automatic Methods and Examples

The definition of automatic methods is the machine learning or Natural Language

Processing methods we used for text mining tasks. Some typical methods are text

classification, score prediction and text clustering. In our study, we used the auto-

matic methods to classify universities and topics, as well as predicting for the infor-

mativeness and relatedness score of Twitter conversations. The methods types and
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corresponding tasks are shown in Table 4.1.

Tasks Type

Classification for the Universities classification
Classification for Topics classification
Score Prediction of Informativeness score prediction
Score Prediction of Relatedness score prediction

Table 4.1: Method Tasks and Type

Now we have two aspects of attributes to evaluate: visual features and automatic

methods as defined in Section 4.1. The way we evaluate the effects of these two

aspects is to integrate different combinations of the two aspects into four versions of

the interface, which is shown in Table 4.2. We will describe implement of these four

Version Description

Version One NO visual features + NO automatic methods
Version Two NO visual features + automatic methods
Version Three Visual features + NO automatic methods
Version Four Visual features + automatic methods

Table 4.2: Four Versions Of Visualization System

versions in Section 4.3 and the evaluations of four versions in Section 4.4.

4.2 Processing Data to Support Visual Representation

In this chapter, we are going to describe how we process our data for different data

tasks (Table 4.1) using classification and scores prediction.

4.2.1 Twitter Conversation Classification

It is difficult to help performing information seeking tasks on unprocessed Twitter

conversations alone. A common way of processing data is data classification. In our

data, two classifications were performed on the data. First, we classify it into five

universities. For each university, there are four sub-categories of topics: academics,

finance, campus and admission. The goal of the second classification is to classify data

of each university into four topic sub-categories. Classification is a very important

task in data mining area. The aim for a classification is to learn the model or function
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for projecting data into a certain class. In that way, the model can be used for future

prediction. Support Vector Machine (SVM) [19] is one of the popular supervised

state-of-the-art classification methods. It achieved the classification by determine the

hyperplane which has the biggest margins to the nearest support vectors. Our training

set is the labeled data from the first phase of user study, in which participants were

asked to tag universities and topics for every conversation. The inputs are the feature

vectors of conversations that were computed previously for the data sampling in the

first user study, combining values of the term frequency-inverse document frequency

(TF-IDF) of each conversation. Output results are the classes for universities or

topics.

C-Support Vector Classifier

We were using c type SVC to classify universities and topics. Giving training set

xi, i = 1, ..., l, and target vector yi(y ∈ {1, 2, 3, 4, 5} for universities, y ∈ {1, 2, 3, 4}
for topics), C-SVC solves the optimization problem as follows [19]

min
ω,b,ξ

1

2
ωTω +

l∑

i=1

Cξi

subject to yi(ω
Tφ(xi) + b) ≥ 1− ξi,

ξi ≥ 0, i = 1, ..., l,

(4.1)

Usually we solve the following problem (Equation 4.2) as well due to high dimen-

sionality of ω.

min
α

1

2
αTQα + eTα

subject to yTα = 0,

0 ≤ αi ≤ C, i = 1, ..., l,

(4.2)

where Qij ≡ yiyjK(xi, xj), and K(xi, xj) is the kernel function. The kernel function

we used to classify universities and topics were Radial Based Function (RBF) and

linear respectively. RBF is defined as in Equation 4.3.

K(xi, xj) = exp(γ‖xi − xj‖2) (4.3)

γ was set to 0.091 for university classification. After Problem 4.2 is solved, the
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optimal ω satisfies

ω =
l∑

i=1

yiαiφ(xi) (4.4)

and the decision function is

sgn(ωTφ(xi) + b) = sgn(
l∑

i=1

yiαiK(xi, x) + b) (4.5)

4.2.2 Score Prediction

We calculated two types of scores: informativeness and relatedness. The training

sets for these two scores are as labeled for informativeness and relatedness by our

participants in the previous user study. We reused the training sets and feature

vectors as input for SVM to perform a regression task for scores prediction.

ε-Support Vector Regression

We were using ε type SVR to classify universities and topics. Giving training set

xi, i = 1, ..., l, and target vector zi, the standard form of Support Vector Regres-

sion [44] is as follows

min
ω,b,ξξ∗

1

2
ωTω + C

l∑

i=1

ξi + C
l∑

i=1

ξ∗i

subject to ωTφ(xi) + b− zi ≤ ε+ ξi,

zi − ωTφ(xi)− b ≤ ξ∗i

ξi, ξ
∗
i ≥ 0, i = 1, ..., l,

(4.6)

Usually the following problem (Equation 4.7) becomes dual problem.

min
α,α∗

1

2
(α− α∗)TQ(α− α∗) +

l∑

i=1

(α + α∗) +
l∑

i=1

zi(α− α∗)

subject to eT (α− α∗) = 0,

0 ≤ αi, α
∗
i ≤ C, i = 1, ..., l,

(4.7)

where Qij ≡ K(xi, xj), and K(xi, xj) is the kernel function. The kernel function we

used to classify universities and topics were RBF (Equation 4.3). γ was set to 1 for

both classifications.
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After Problem 4.2 is solved, the approximate function is

l∑

i=1

(−α + α∗)K(xi, xj) + b (4.8)

4.2.3 Data Support for Visual Features

In Chapter 3, we selected a list of eight features (Table 3.4 except for the two scores) to

investigate their performance both from users’ perspective and the feature evaluation.

The list of features and the calculating methods are described as follows:

1. Number of characters in the conversation. This doesn’t include mention nota-

tion (@username), urls or tag notations (#tag).

2. Number of tweets in one conversation.

3. Number of users in one conversation.

4. User influence score. This score is calculated based on the page rank value from

the network of our conversation data.

5. University. One of the five universities appears in the conversation.

6. Topic. One of the four topics (or other topics) the conversation belongs to.

7. Location. Whether conversation has location information in and around uni-

versity campuses.

8. URLs. Whether the conversation contains url to external website.

4.3 Design of Visualizations

4.3.1 Design considerations

From the results and discussion from the user study on key features to identify im-

portant Twitter conversations, we summarized several design questions:

1. What are the properties that need to be visualized?

In general, we divided the properties into two groups: 1) properties for visual
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Visual Features

Numbers of characters
User influence score
Number of tweets
Number of users
URLs
User profile

Automatic methods

Informativeness score
Relatedness score

Table 4.3: Visual Properties for 1) visual features and 2) automatic methods

features; 2) properties for automatic methods. The details of properties in each

group are shown in Table 4.3. The finalized visual features are slightly different

from the results of the previous user study to serve for a more focused and

simplified study model. There are three reasons for choosing these features: 1)

they can be easily quantified; 2) the results of the first phase study suggest the

importance of these features; 3) a simplified list of features is less confusing for

users. Users may feel confused if they have to manipulate the combinations

of over ten different features. How many features would be the appropriate

size and effective could be interesting to study as future work. Except for the

informativeness and relatedness scores, we did classifications for universities and

topics which are also automatic methods. The results were used to help refine

the information, and were not evaluated or compared with visual features in

our current design.

2. How to visually represent the values for each property?

Each property should have a unique visual interpretation so that they can be

distinguishable from each other. We will describe the visual encodings for each

property later in this chapter.

3. What are the task scenarios of the visualizations?

No visualization can be universal for all the tasks. We categorized information

seeking tasks into four categories: 1) Information gathering, 2) opinion, 3)fact

searching and 4) user profile related tasks.

4. How many visualizations do we need?

We needs four sets of visualizations to evaluate different combinations of visual
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features and automatic methods. Two variables needs to be evaluated: visual

feature and automatic methods. In each combination the two variables have

boolean values (with or without). Therefore, four sets of visualizations were

needed to make an universal set.

4.3.2 Visual Encodings

Visual Encodings for Features

In the list of visual features, the number of characters, number of tweets and number

of users have numeric values, while urls and user profile are text format. For the two

textual features, we decided to represent them as they are originally in the Twitter

conversation. The context of Twitter conversations is accessible for users, and they

can click web links of users’ profile and urls to check profiles on Twitter or browse

page from the url of a website (Figure 4.1A). For the four numeric features, we project

them onto a two-dimensional axis, each time with two features (Figure 4.1B). There

are two reasons for this visual projection. On one hand, it is difficult for humans to

understand multi-dimensional data, and low dimensions of data is easier to perceive

and suit for visual scalability [31]. On the other hand, the combinations of features

may provide extra insights. For example, a long conversation posted by two users

back and forward may be more personal than a conversation with equivalent length

posted by multiple irrelevant users. To display information in a straightforward way

while showing the collaborations between features, two-dimensional projection is a

good way to benefit on both sides. Number of characters for a conversation was set

to be the default selection, and users could switch to number of tweets, number of

users and user influence score alternatively. The order followed the feature selection

results from Chapter 3.3 which suggests number of characters for a conversation has

more impact on the informativeness and relatedness of Twitter data.
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Visual Encodings for Computed Results

For the classifications of universities or topics, we used different colors to display the

classes. Color is conventionally encoded for grouping [30]. Since there are two cate-

gories of classes, we cannot simply distinguish classes using different colors. Instead

we need an extra approach to represent which type the colors stand for. We propose

two alternative approaches.

1. First clustering, then coloring. We firstly do a clustering data using a palette

for their classes. For example, clustering the data into clusters representing

academics, finance, campus, admission and other topics respectively, then in

each cluster, displaying different universities with different colors.

2. Color one type at a time. In this approach, the data is colored with one type at

a time, and users have the option to decide which type to color. Users have the

option to color universities or topics at a time in the cases that whether they

want to distinguish universities or topics. The consideration for using color for

both universities and topics instead of using colors with shapes is that in two of

the versions, the size of the nodes varies with informativeness score and using

different shape would add complications for comparing the size differences.

The two approaches were adopted in all versions of our visualization system.

The unit of this data is Twitter conversation, so the visual unit is also a conver-

sation. Each conversation is represented as a node with two attributes for each

node: size and brightness. Size and brightness are conventionally encoded for

numeric values [30]. In our visualizations, informativeness score is encoded as

the size of a node. The bigger the size, the more informative the conversation

is. Relatedness is encoded as brightness. The brighter the node represents the

more related conversation.

4.3.3 Four Versions of Visualizations

Because of the combinations of visual features and results computed by automatic

methods, we built four versions of visualization system. The variable properties for

visual features are: number of characters for a conversation, user influence score,



39

number of tweets and number of users. We didn’t consider those the textual features

(urls, user profile, topics and universities) as variables for the current system. Urls

and user profiles were presented the same in every version as meta data for Twitter

conversation. The information of universities and topics keep the same in every ver-

sion for the current stage of the study as filter functions. We may consider the visual

representations of non-numeric features as a future work. The variable properties for

automatic methods are: informativeness and relatedness scores. Each version consists

of two views: the general view and the detail view. The general view shows the num-

ber of Twitter conversations for each category in a matrix-like bar chart. The detail

view displays conversations as a collection of nodes. For each question, participant

was first shown general view with general statistics on the dataset, and then detail

view was displayed by clicking through one of the category block.

Version One

The visualizations of version one system is shown in Figure 4.2. It doesn’t contain

any information about the four variable visual features or scores of informativeness

and relatedness. The classifications of universities and topics are represented by the

colour of nodes and the colour of cluster stroke respectively. The size of nodes stays

the same for each conversation.

Version Two

the visualizations of version two system is shown in Figure 4.3. This version adds the

information for informativeness and relatedness on top of version one. In the general

view, the brightness of colour for each bar shows the score of informativeness. The

darker the colour, the higher the informativeness scores are. Since general view is

showing statistics for a set of conversation data, we didn’t come with a solution for

displaying relatedness score at the same time. In the detail view, size and brightness

are added to represent the informativeness and relatedness respectively.

Version Three

Version three doesn’t have information for scores. It adopted two axes to show the

values of visual features. Users are given the options to choose the combinations
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Figure 4.2: Version one: (1) general view (2) detail view
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Figure 4.3: Version two: (1) general view (2) detail view
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of which pair of features to observe. The interface for version three is shown in

Figure 4.4.

Version Four

Similar to version two, the fourth version added the information of the informativeness

and relatedness scores on top of version three visualizations. The see interface for

version four is shown in Figure 4.5.

4.4 Design of User Study

4.4.1 Grouping Participants

We recruited 48 participants for this user study. Most participants were recruited

within Dalhousie University. Among them, more than half of the participants were

younger than 25, 30 people have bachelor degree and above, mostly study computer

science, 30 of the participants were male students and more than half of them used

Twitter at least once.

Since we have four different versions of system, the minimum number of people

needed to possibly show all the cases is factorial(4) = 24. We doubled this number

to leave spaces for more cases. Participants included Dalhousie University students,

staff or faculty. We required participants to have some knowledge about Canadian

universities, Twitter and have experience using interactive systems. We assigned each

participant to a version of system so that we can have 12 participants for each version

of our system. We asked our participant to fill in a background questionnaire so that

we can group participants with similar background in one group (which contains four

people who have been assigned four different versions) to balance the performance

between groups. For example, we grouped people with similar English proficiency

in one group so that the performance will not likely to be affect too much by their

reading speed. In this way, for instance, version one from better English group might

performs better than version one with less fluent English group, but the relative

difference between version one and two within the same group might be similar. The

final results were sums for each version.The purpose of this grouping is to reduce

variations of personal factors that may affect the performance (such as discipline,
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Figure 4.4: Version three: (1) general view (2) detail view
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Figure 4.5: Version four: (1) general view (2) detail view
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education level, language proficiency and so on) so that we can focus on the factors

we want to evaluate (response speed, accuracy, moves of interaction and so on).

4.4.2 Data Collection

Three data collection methods were used during this study: system log, background

questionnaires, and post-task questionnaires.

1. System Logs

We logged the position of mouse clicks and positions, and all the interactivity

participants did when they performing tasks.

2. Background Questionnaire

The questions (Appendix L) ask the participants about their knowledge of top

universities in Canada, twitter usage and experience in interactive systems.

These questions help us to know more about participants experiences and pref-

erences.

3. Post-task Questionnaire

The post-task questions (Appendix M) ask the participants to rate the tweets

they selected. This will help evaluate our system.

4.4.3 Study Protocol

The procedure of study is described in Table 4.4.

The Tasks

We performed a between subjects user study to evaluate the efficiency of the different

versions for our system. Each participant performed tasks on one assigned version

out of four versions of our system.

Four Different Versions of Our System

The aim of our system is to evaluate the two factors that we defined for our system:

1) calculated relatedness and informativeness scores; 2) selected visualized features.

We have calculated relatedness and informativeness scores for each of the Twitter
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Steps Description Approximate
time

1. Consent Form 5 minutes
2. Background Question-
naire

Participants knowledge
about Canadian univer-
sities, campus life and
experience with interactive
systems.

5 minutes

3. Training Sessions 10 minutes
4. Tasks 95 minutes
1) Task description Researcher introduces the

tasks
5 minutes

2) Interacting with one as-
signed version of the pro-
posed system

Collecting Twitter conver-
sations with our system for
different tasks.

90 minutes

5. Post Study Interview
Questions

5 minutes

Table 4.4: Second Phase Study Procedures

conversation in our database. The select features includes content length of the con-

versation, number of tweets in one conversation, number of users in one conversation,

user influence scores, whether the conversation has urls. Our four versions of the

system are developed based on a full factorial of these two factors.

1. Basic View (Version One)

In the basic version, participants are shown a basic interface that doesnt have

any information about scores or features.

2. Scores Only (Version Two)

In this version, the interface shows score related views.

3. Features Only (Version Three)

In this version, the interface only shows features related views.

4. Scores + Features (Version Four)

In this version, participants are shown interfaces that combines scores and fea-

tures views.
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Each participant was only shown one version during the whole study. Then they

performed the same set of tasks aimed at answering questions on academic topics

with the help of our proposed system and Twitter conversation data. We pre-selected

tasks that could be finished within 15 minutes time window.

Between Subjects Design

We adopted between subjects design for this user study. Four participants perform

for a set of tasks. Each of the participants only dealt with one version of our system.

The participants were grouped according to their background information so that we

can balance variations of the results due to the differences between participants.

Task Definition

Based on the previous studies of information seeking tasks for web [37] and Twit-

ter [39], we decided to evaluate on four different categories of tasks for information

seeking on academic Twitter data:

1. Information Gathering (e.g. Top 5 useful conversations about course in UBC)

2. Opinion (e.g. School ranking based on admission conversations)

3. Fact Searching (e.g. Undergrad tuition fee at McGill)

4. User Profile Related (e.g. 3 active users talking about research news)

Participants were asked to find answers to 8 task questions from these four cat-

egories (see Appendix H) interacting with our system. These tasks were performed

under a time limit (15 minutes per each task). For each task, participant were asked

to search and browse the informative and related Twitter conversations they found,

and include the conversations in the answer list by clicking the “include to the list”

button shown in Figure 4.1A.

The evaluations of tasks performance were based on time of completion, amount

of interactions (clicking, dragging, and so forth) and the content of questionnaire

answers. The analysis of study data will be introduced in the following chapter.



Chapter 5

Evaluation of Visualization Designs

5.1 Introduction

In this chapter we present the analysis conducted for our Phase Two user study (Eval-

uating Effectiveness of an Interactive Visualization System on Twitter Data). This

chapter starts from research questions that our following analyses needs to answer

in Section 5.2. Section 5.3 describes the data we use for analysis. Section 5.4 shows

the variables we defined for the analyses. In Section 5.5, we will show the results

of One-way Analysis of Variance (ANOVA). We will show some further analysis in

repeated measures ANOVAs in Section 5.6. Other data analysis will be described

in Section 5.7. Discussions on four categories will be described in Section 5.8. In

Section 5.9, we will discuss designs insights based on this research, and possible im-

provements for the user study and visualizations.

5.2 Research Questions

In the Phase Two user study, we evaluated four systems in complete combinations

of visual features and predicted scores under four categories of information seeking

tasks. The analysis of this study results were trying to answer the following research

questions:

1. Which combinations of features and scores are more efficient and perform the

best in information seeking tasks?

2. What are performance of these combinations on individual category of tasks?

3. Which tasks have better performance and why?

48



49

5.3 Description of Data

The data we use in the analysis comes from two major sources: 1) user interactions

with our visual system, and 2) post study questionnaires Different types of data are

used to evaluate the effectiveness and efficiency of four versions of visual system.

There was a set of Twitter conversations as gold standard for each task question.

The gold standard Twitter conversations were manually selected by going over all the

conversations in the corpus and selecting all the conversations that are related to the

question. The types of data we use for evaluating efficiency are as follows:

1. Total clicks. The number of clicks on each Twitter conversation node that

participant performed to find answer to each question. Total clicks were col-

lected by recording the node click events during participants’ interaction with

the system.

2. Time. The time each participant spent on each question.

The types of data we use for evaluating effectiveness are as follows:

1. Hits. The number of clicks when participant hit the answer from gold standard.

2. Precision. The precision of answers comparing to gold standard. In our analysis,

precision suggests how many correct results out of participants’ selection were

returned.

3. Recall. The recall of answers comparing to gold standard. In our analysis, recall

suggests how many correct results out of gold standard set were returned.

The raw results we collected from the user study are shown in Appendix Q, R and S.

We performed normalization test on each type of data. All of the variables are

normally distributed and can be used for further analysis.

5.4 Evaluation Variables

Several ANOVAs and repeated measure ANOVAs have been conducted to evaluate

our study results and answer the research questions. ANOVA analyses were used

to analyze the overall performance difference among four versions of system and
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difference in four task categories. Repeated measure ANOVAs were conducted to

show the interactions of four versions and four task categories.

In ANOVA, Analysis data are grouped into two types: dependent variables and

between-subjects variables. Dependent variables are usually defined as being closely

connected to the measuring instrument, or in other words, variables that can show

performance. Between-subjects are the variables that set the differences between

participants.

In repeated measures ANOVAs, besides for between-subjects variables, each de-

pendent variable is divided into n levels to explore the variations for one participant.

Therefore, repeated measures ANOVAs are conducted to study the differences of

performance between participants and within each participant.

5.4.1 Dependent Variables and Between-subjects Variables in ANOVA

There were different dependent variables:

1. Total clicks. The number of clicks on each Twitter conversation node that

participant performed to find answer to each question.

2. Hits. The number of clicks when participant hit the answer from gold standard.

3. Precision. The precision of answers comparing to gold standard.

4. Recall. The recall of answers comparing to gold standard.

5. Time. The time each participant spent on each question.

Among these five variables, total clicks and time are measurements for efficiency,

while hits, precision and recall are measurements for effectiveness. Total clicks are

measured by how many clicks one participant performs on clicking nodes to open

Twitter conversations. Time is the time span for each participant to complete each

task. Hits stands for the clicks when participant hit nodes that contain answers.

Precision and recall are the performance of participants answers comparing to gold

standards.

We have conducted our measurements with three different between-subjects fac-

tors:
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Table 5.1: Values of Hfeature ∗Hscore to Version Number
Hscore

0 1

Hfeature
0 Version One Version Two
1 Version Three Version Four

1. Hfeature ∗Hscore. Hfeature (Hfeauture ∈ {0, 1}) is a boolean value shows whether

the visualization is with or without visualized features. Hscore (Hscore ∈ {0, 1})
is a boolean value shows whether the visualization is with or without scores.

Hfeature ∗ Hscore (Hfeauture ∈ {0, 1}, Hscore ∈ {0, 1}) is the production of these

two values.

2. Version. One of the four versions of visualizations.

3. Task Category. One of the four task categories.

In order to study both the production effects and individual effects, we analyzed

the combining effects and individual effects of Hfeature ∗Hscore at the same time. The

relationships of Hfeature ∗ Hscore to versions is shown in Table 5.1. Version refers to

four different versions of our visualizations. Task category refers to the four different

categories of task questions. Task category was used to measure the difference between

tasks, which is different from the former two variables.

5.4.2 Within-subjects Variables and Between-subjects Factors in

Repeated Measures ANOVAs

For repeated measures ANOVAs, the between-subjects factors consist of 1) Hfeature ∗
Hscore and 2) Version. The projection of Hfeature and Hscore resulted in four versions.

However, since we were also interested how Hfeature and Hscore would perform indi-

vidually, we did analysis to both Hfeature ∗Hscore and version respectively. The task

category was used to determine within-subjects levels. All the dependent variables are

split into four levels based on the task categories. For instance, total clicks are split

into total clicks category 1, clicks category 2, clicks category 3 and clicks category 4

to represent clicks performed by one participant in each task category respectively.
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5.5 One-way Analysis of Variance (ANOVA)

The aim for ANOVA is to measure the difference in efficiency (clicks, time) and effec-

tiveness (hits, precision, recall) between versions or different categories of tasks. We

conducted different ANOVAs with dependent variables and between-subjects vari-

ables as described above.

The results show that the effectiveness variables had similar performances among

versions and tasks, thus they are not much valuable for further analyses. There are

two possible reasons to explain this issue.

One reason is that we gave each participant sufficient amount of time so they tried

their best to find the best answers. As one participant mentioned in the post-study

questionnaire:

“You might consider reducing time (from 15min to 10min) and increase the num-

ber of tasks”.

This suggests that participants have extra time to refine their answers to be close

to the gold standard. The consideration for an adequate time span was to enable

participants to forward to next question so we can measure the time differences. We

may need a more intuitive design in interface and tasks in the future to reach this

goal while be able to measure effectiveness.

Another reason is that since we have a relatively small corpus, participants could

narrow down to a small set merely by using search interfaces to help filtering results.

This may also lead to statistically similar performance in effectiveness.

As for efficiency, all the three between-subjects variables impact significantly on

total clicks. There’s no significantly difference in time between versions since time

could be affected by many other factors such as network speed, and although we have

control on the background of participants on the same group, differences in computer

skills could still affects how long it takes to complete a task.

Though we need to work on fixing these issues to be able to evaluate and observe

possible differences in effectiveness variables and time in the future, in this thesis we

narrow down the analyses to efficiency variable, specifically, total clicks.
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Table 5.2: Tests of Between-Subjects Effects (Dependent Variable: TotalClicks)
Source df Mean Square F Sig. Partial Eta Squared
Corrected Model 3 4357.829 4.277 .005 .033
Intercept 1 464051.565 455.413 .000 .545
Hscore 1 3907.878 3.835 .051 .010
Hfeature 1 8020.898 7.872 .005 .020
Hfeature ∗Hscore 1 1144.711 1.123 .290 .003
Error 380 1018.968
Total 384
Corrected Total 383

5.5.1 ANOVA of Dependent Variables with Hfeature ∗Hscore as

Between-subjects Variable

To explore the differences among theHfeature∗Hscore, we conducted a one-way analysis

of variance (ANOVA) with total clicks as the dependent variables and (Hfeature ∗
Hscore) as the between-subjects variable. The between-subjects effect is shown in

Table 5.2.

ANOVA of TotalClicks in differentHscore orHfeature situations indicates that there

is a significant differences in TotalClicks between groups that Hfeature = 1 and groups

that Hfeature = 0, p >0.05. There is a marginally significance between groups that

Hscore = 1 and Hscore = 0, p = 0.051 <0.1. Both Hscore(PartialEtaSquared = 0.01)

and HfeaturePartialEtaSquared = 0.02) are considered having a small effect size

according to rules of thumb [45]. However, Hfeature impact the results slightly more

than Hscore.

Therefore, whether the visualization has visualized features or not impact the

number of total clicks performed. Version 1 and Version 3 have the same Hscore = 0

value but different Hfeature. Same difference can be found between Version 2 and

Version 4. These two sets of versions have different results in the number of total

clicks (see Table 5.3). Meanwhile, whether the visualization has informativeness and

relatedness scores or not have only a marginally impact on the number of total clicks.

The differences show in between of Version 1 and Version 2, or Version 3 and Version

4 (Table 5.3). To have a better understanding for the difference in versions (e.g.

Version 2 vs. Version 3, Version 1 vs. Version 4), we started ANOVA and post hoc

analysis in versions.
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Table 5.3: Total Clicks in Different Versions
Version Total Clicks
Version 1 (Hfeature = 0, Hscore = 0) 4248
Version 2 (Hfeature = 0, Hscore = 1) 3304
Version 3 (Hfeature = 1, Hscore = 0) 3039
Version 4 (Hfeature = 0, Hscore = 1) 2758

5.5.2 ANOVA and Post Hoc Analysis of Dependent Variables with

Version as Between-subjects Variables

ANOVA results shown that version has a significant impact on TotalClicks (p = 0.005

<0.05) as well. To analyze which version performs better, we conducted a post hoc

study on the impact of version on TotalClicks using Turkey and LSD evaluation.

Results are shown in Table 5.4.

Version 4 has the most impact on TotalClicks and Version 3 also has a great

impact on TotalClicks. Version 2 still perform significantly better than Version 1.

There are no significantly differences among Version 2, Version 3 and Version 4.

5.5.3 ANOVA and Post Hoc Analysis of Dependent Variables with Task

Category as Between-subjects Variables

We conducted ANOVAs on the difference in each dependent variable with different

TaskCategory. The results are plotted in Figure 4.2.
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Table 5.4: Multiple Comparisons (Dependent Variable: TotalClicks)
I
Version

J
Version

Mean Diff
I-J

Std.
Error

Sig.
95% Confidence Interval
Lower
Bound

Upper
Bound

Turkey HSD

1
2 9.83 4.607 .144 -2.06 21.72
3 12.59 4.607 .033 .70 24.48
4 15.52 4.607 .005 3.63 27.41

2
1 -9.83 4.607 .144 -21.72 2.06
3 2.76 4.607 .932 -9.13 14.65
4 5.69 4.607 .605 -6.20 17.58

3
1 -12.59 4.607 .033 -24.48 -.70
2 -2.76 4.607 .932 -14.65 9.13
4 2.93 4.607 .921 -8.96 14.82

4
1 -15.52 4.607 .005 -27.41 -3.63
2 -5.69 4.607 .605 -17.58 6.20
3 -2.93 4.607 .921 -14.28 8.96

LSD

1
2 9.83 4.607 .033 .77 18.89
3 12.59 4.607 .007 3.53 21.65
4 15.52 4.607 .001 6.46 24.58

2
1 -9.83 4.607 .033 -18.89 -.77
3 2.76 4.607 .549 -6.30 11.82
4 5.69 4.607 .218 -3.37 14.75

3
1 -12.59 4.607 .007 -21.65 -3.53
2 -2.76 4.607 .549 -11.82 6.30
4 2.93 4.607 .526 -6.13 11.99

4
1 -15.52 4.607 .001 -24.58 -6.46
2 -5.69 4.607 .218 -14.75 3.37
3 -2.93 4.607 .526 -11.99 6.13
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Table 5.5: Total Clicks in Different Task Categories
Task Category Total Clicks
Task Category 1 (Information Gathering) 2991
Task Category 2 (Opinion) 3098
Task Category 3 (Fact Searching) 2562
Task Category 4 (User Profile Related) 4698

Both precision and recall drops dramatically in TaskCategory 4 (Figure 5.1). Fur-

ther post hoc analysis indicates that TaskCategory 4 is significantly different from the

other three categories while among other categories the difference is not very signifi-

cant. TaskCategory 4 also has significant more TotalClicks (Table 5.5). The hits are

more in category two and four, and less in task category one and three. As discussed

before, the differences in precision, recall, and hits are not significant, though they

still suggests a slightly different in TaskCategory 4.

5.6 One-way Repeated Measures ANOVAs

5.6.1 Repeated Measures of Hfeature ∗Hscore

For repeated measures ANOVAs, the ANOVA analyses had been done on four task

categories repeatedly to get average effects.

Two 2 (Hfeature, Hscore) X 4 (TotalClicks) repeated measures ANOVA design

was used to evaluate the relationship between participants using different versions

of system that how many clicks they need to complete different categories of ques-

tions. Main effects of clicks for different type of questions are shown in Table 5.6,

where p = 0.001, and Hscore (p = 0.225), Hfeature (p = 0.085), Hfeature ∗Hscore (p =

0.508). The interaction between clicks and Hfeature is statistically significant (0.085

<0.05). Therefore, versions which Hfeature = 1 performs differently than versions

that Hfeature = 0. To reveal more details, we conducted repeated measures and post

hoc on versions.

5.6.2 Repeated Measures and Post Hoc of Version

The graph of significant interactions between four versions on four task categories

is shown in Figure 5.2. We can see from the graph that for TaskCategory 1, 2
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Table 5.6: Tests of Between-Subjects Effects for Repeated Measures (Dependent Vari-
able: TotalClicks)

Source df Mean Square F Sig. Partial Eta Squared
Intercept 1 232025.783 180.154 .000 .804
Hscore 1 1953.939 1.517 .225 .033
Hfeature 1 4010.449 3.114 .085 .066
Hfeature ∗Hscore 1 572.355 .444 .508 .010
Error 44 1018.968

Figure 5.2: The Graph of Significant Interactions



59

Table 5.7: Function Usages in Different Versions

Version
deselect
checkbox

include
node

select
checkbox

click
block

click
node

exclude
node

search

1 407 525 115 29 4248 792 356
2 455 505 212 38 3304 733 380
3 543 510 265 64 3039 640 407
4 406 494 178 23 2758 529 331

and 3, theres not very much difference in TotalClicks between the four versions. For

TaskCategory = 4, theres a significant difference between version 1 and other versions

which the post hoc study shows a significance value p <0.05 (version 2 <0.05 when

using LSD but >0.05 using Turkey evaluation). No big difference found among version

2, 3 and 4.

From repeated measure analysis results, we conclude that: 1) category 4 were

completed with lower precision and recall score, which suggests that this category of

task is more difficult to complete the four versions of visualizations; 2) version 4 that

combines visual features and computed scores (Hfeature = 1, Hscore = 1) performs

the best in TaskCategory 4; 3) in general, Hfeature = 1 performs slightly better than

Hscore = 1. We will discuss later in Section 5.8 for the possible explanations to the

patterns we observed.

5.7 Other Data Analysis

We collected other forms of data to help improve our results and the future design in

user studies and visualizations. We collected the data for usage of different functions,

keywords that users input for narrowing down results and comments from post-study

questionnaires.

5.7.1 Function Usage

The statistics of function usage in different versions and different task categories are

shown in Table 5.7 and Table 5.8 (See Appendix T for the raw data we collected from

each participant).

Participants who used version four relied on search functions less and clicked more

nodes before they got answers.
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Table 5.8: Function Usages in Different Tasks

Task
deselect
checkbox

include
node

select
checkbox

click
block

click
node

exclude
node

search

1 401 376 189 54 2991 603 655
2 400 620 159 37 3098 826 396
3 449 508 254 34 2562 589 487
4 561 530 168 29 4698 726 236

5.7.2 Post Study Questionnaires and Questions

After the user study, each participant had the option to write about their experiences

on the scores, features, design of user study and system. 19 participants thought

that informativeness and relatedness scores are helpful, yet 3 of them said that they

don’t trust some part of the results. 20 participants felt that features were helpful for

finding the answers. We observed the network latency of the system and informed the

participants to expect that during the study, and two of the participants still talked

about the speed in the post study questions.

“The speed can be improved.”

“Maybe the system could be faster and more robust.”

Many participants suggested that they would like a better filtering and searching

function. Although search function is just an assistant function in our system and

was beyond the scope that we wanted to evaluate, we should consider the impacts of

search functions to both the study results and system design in the future.

5.8 Search Task vs. Browsing Task

As we mentioned in the chapter Designing an Interactive Visualization of Twitter

Conversations, we categorized information seeking tasks into four categories: 1) In-

formation gathering, 2) opinion, 3) fact searching and 4) user profile related tasks.

We observed that in task 1, 2 and 3, participants used more search functions than

categories four. Participants tended to click to read text in task 4 more frequently

than the rest. These observations show that there are two patterns in these tasks:

searching and browsing. Task 1, 2 and 3 shown more like a searching pattern, while

users tended to search through keywords. Task 4 took more clicks and browsing text

to complete, thus it suggested more as a browsing pattern. Our questionnaire and



61

interview results (Appendix P) show that browsing tasks are considered more difficult

to complete than searching tasks.

5.9 Conclusion and Design Guidelines

In this chapter, we described the variables that have been used in our study analysis

and presented analysis results of ANOVAs and Repeated Measures. We summarize

the answers to some research questions as follows:

1. Which combinations of features and scores are more efficient and perform the

best overall in information seeking tasks?

Our analyses show that combining both features and scores in the visualization

performs the best in terms of total clicks. Version 4 has the most impact on total

clicks and Version 3 also has a impact on total clicks. Version 2 still perform

significantly better than Version 1.

2. What are performances of these combinations on individual category of tasks?

For information browsing tasks (task category 4), combining both features and

scores performs the best. Hfeature performs slightly better than Hscore.

3. Which tasks have better performance and why?

Searching tasks (task category 1, 2 and 3) have better performance than brows-

ing task (task category 4). Participants relied heavily on searching functions

besides the visualized results in searching tasks.

From the analyses, we distill some process-oriented recommendations and future

improvements for both how to conduct user study and implementing better visual-

izations.

5.9.1 Design Guidelines and Procedures

After conducting analysis on various measurements for our visualization study, we

propose the following guidelines and procedures for designing interactive visualization

system for information seeking tasks.
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First, determine whether the tasks are browsing tasks or searching tasks. Adapt

visualizations to focus on browsing or searching tasks.

Second, if they are searching tasks, more focus should be put into how to improve

searching algorithms and searching experience.

Third, if they are browsing task, experiment with appropriate visual features

that may potentially help lead to the answers and also assist the user by suggesting

a computed score of possibility to answer. Choosing an appropriate set of visual

features potentially improves performance more than suggesting imperfect computing

algorithms.

5.9.2 Future Improvements for the User Study and the Visualization

For both the user study and visualization, our first future consideration will be having

a bigger dataset. Through this we may be able to study more possible difference

among participants behaviors.

It is also a challenge to combine the interface for both searching and browsing

tasks. Some tasks may need both searching and browsing skills. One approach could

be progressive disclosure. For instance, implementing an interface that helps users

with searching procedures first. Once searching part is complete, disclose detailed

interface to enable users to browse interesting visual patterns.

For implementing the visualizations, improvements can be done on both the data

side and visual side. Support interface with better algorithms will always help, while

how to display dominant visual features will be an interesting research topic. As we

came across difficulties trying to measure the performance of time, how to design a

better user study that can adopt time as a reliable measurement remains a challenge.
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Conclusion

In this thesis, I presented an evaluation process for visualizing solutions of information

seeking tasks on Twitter data. This process consists of four major procedures: 1)

define information seeking tasks and features for categorizing tasks; 2) study the

impact features for information seeking tasks; 3) implement visualization systems; 4)

study and evaluate the effectiveness and performance of visualization systems.

First, four categories were defined for common information seeking tasks. The

four categories are information gathering, opinion, fact searching, and user profile

related tasks. Our research uses the Twitter data as an experiment domain. The

goal of completing information seeking tasks on Twitter conversation data, is to find

the most important pieces of data that relates to certain topic. In our case, we focus

on academic related topics.

Second, we designed a study to find the prominent features of important Twitter

data. We defined two measurements for evaluating how important one Twitter con-

versation is. The two measurements are informativeness and relatedness. Meanwhile,

we listed several features that may possibly affect the informativeness and relatedness

of Twitter data, as the variables of our study. 20 participants were recruited to label

the score of Twitter conversation data.

Third, we built four versions of visualization systems on the basis of the ranking

of influential features to compare and evaluate the performance of those features.

Finally, we evaluated four versions of visualizations systems under different tasks.

In this chapter, I will review the list of contributions in my thesis and later discuss

about the limitations of my work and possible future works.

6.1 List of Contributions

Based on the studies and analysis described before, my thesis work can be summa-

rized in a few aspects: dataset, study for relatedness and informativeness of Twitter
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conversation, visualizations system and the design of user studies for evaluating vi-

sualization systems.

6.1.1 Datasets

We collected 13460 Twitter conversation data from March 2013 to April 2013. The

Twitter dataset includes 36939 users and 153185 tweets. That Twitter data comes

from five Canadian academic institutions: University of British Columbia, Simon

Fraser University, McGill University, McMaster University and Dalhousie University.

The domain of this data was restricted in academic topics.

6.1.2 Relatedness and Informativeness

Considering the features of text document and social media, we defined two measure-

ments for the importance of each Twitter conversation: relatedness and informative-

ness. A user study was designed to study the influence of selected features that may

affect the relatedness and informativeness of Twitter conversation.

6.1.3 Visual Analysis Tool

We built four visual systems based on the selected features from previous study.

These four different versions of system focus on two variables: score and quantified

visual features. Performance and efficiency of those visual systems were evaluated by

a following user study.

6.1.4 User Study Design for Evaluating Visualization System

We designed and conducted a human-centered user study to evaluate four different

versions of system under different information seeking tasks.

6.1.5 Design Guidelines and Procedures

We propose the following procedures and guidelines for designing interactive visual-

ization system for information seeking tasks.
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First, determine whether the tasks are browsing tasks or searching tasks. Adapt

visualizations to focus on browsing or searching tasks by showing more data visual-

ization patterns or more refined search functions.

Second, if they are searching tasks, more focus should be put into how to improve

searching algorithms and searching experience.

Third, if they are browsing task, experiment with appropriate visual features

that may potentially help lead to the answers and also assist the user by suggesting

a computed score of possibility to answer. Choosing an appropriate set of visual

features potentially improves performance more than suggesting imperfect computing

algorithms.

6.2 Limitations and Future Work

There are limitations around the algorithms we use for the classification of our data

set, and score predictions. In the future, there are possibilities to explore more details

on these questions:

1. What learning algorithms should we apply?

2. How does it adoptable for other domains other than academic corpus?

3. How can the algorithms scale to a bigger corpus?

Other than computing algorithms, there are also questions about how to explore

a better task definition, how we evaluate and select appropriate sets of measurements

for a given analytic task and whether those measurements can be adapted to other

domains.

The evaluation of visual system design remains challenging and needs a lot of

efforts in the future studies. It is a challenge to combine the interface for both

searching and browsing tasks. Some tasks may need both searching and browsing

skills. One possible approach to address this issue could be progressive disclosure.

Searching function could be used to narrow down the results and browsing design

offers the insights to explore interesting patterns in the data. For implementing the

visualizations, improvements can be done on both the data side and visual side. For

designing the data support of text visualization system, improving the performance
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of text mining algorithms will direct users to be closer to the desired results, while

how to display dominant visual features to enable exploring potential data patterns

would be an interesting research topic. The last but not the least, as we came across

difficulties trying to measure the performance of time, how to design a better user

study that can adopt time as a reliable measurement remains a challenge for the

future as well.
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This study protocol below excerpts from Research Ethics Application (REB # 2013-2954) 
submitted to Dalhousie University under this research. Some of the references have been 
modified according to the architecture of this thesis. 

 
2.3  STUDY DESIGN – In this section 
 

2.3.1   state the hypotheses or the research questions or research objectives 
2.3.2   describe the general study design and how it will address the hypotheses / 
questions /  
           objectives  
2.3.3   describe how many participants are needed and how this was determined 
2.3.4   describe the plan for data analysis in relation to the 
hypotheses/questions/objectives 
2.3.5   if a phased review is being requested, describe why this is needed for this 
study and 
           which phases are contained in this application 

 

2.3.1 Research Question

 

 

2.3.2 General Study Design 

Process

Appendix A

First Phase User Study - Study Protocol

71



 

 

 

 

 

 

The Tasks 
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2.3.3 Participants 

2.3.4 Data Analysis 
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2.3.5  

 
2.4  RECRUITMENT – In this section, for each type of participant to be recruited, 
describe  

 
2.4.1   the study population  
2.4.2   any social / cultural / safety considerations  
2.4.3   and justify all specific inclusion / exclusion criteria of participants 
2.4.4   any recruitment instruments (attach copies)  
2.4.5   who will be doing the recruitment and what actions they will take  
2.4.6   any screening measures, and how they will be used (attach copies) 
2.4.7   any permissions that are needed and attach letters 

2.4.1 Study Population 

2.4.2 Considerations 

2.4.3  

2.4.4-2.4.5 Recruitment Procedures and Instruments 
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2.4.6 Screening Measures 

2.4.7 Permissions 

 
 
 
2.5  INFORMED CONSENT PROCESS – In this section 
 

2.5.1   describe the informed consent process (attach a copy of all consent forms) 
2.5.2   if oral consent is desired, describe why it is necessary and how it will be 
done (attach a  
           copy of the script) 
2.5.3   if a waiver of informed consent is sought, explain why and describe how 
the four criteria 
           needed for this are met  
2.5.4   for third party consent (with or without assent), describe how this will be 
done 
2.5.5   describe plans (if any) for on-going consent 
2.5.6   if community consent is needed, describe how it will be obtained 
 

2.5.1 Informed Consent Process 
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2.5.2-2.5.6 
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2.6  DETAILED METHODOLOGY  -  In this section describe 
 

2.6.1   where the research will be conducted 
2.6.2   what participants will be asked to do and the time each task will take (plus 
total time) 
2.6.3   what data will be recorded and what research instruments will be used 
(attach copies) 
2.6.4   the roles and qualifications of the study investigators / research staff 
2.6.5   how long the participants will be involved in each part of the study  
  

 

2.6.1 Location of Research  

2.6.2 Study Details 

2.6.3 Data Recorded and Instruments Used 
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2.6.4 Roles/qualifications of Study Investigators 

2.6.5 Length of Participation 
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We are recruiting participants to take part in a research study examining which features 
determine the importance of twitter conversations. We are looking for members of the 
Dalhousie University community, who have knowledge about Canadian universities, 
campus life and twitter.  
 
The study will be conducted in a quiet private meeting room in Dalhousie University. 
This study will take about one hour to complete. You will first meet with a researcher to 
go over the study details, give consent to do the study and fill in a background 
questionnaire. You will then complete a set of tasks with the application that will be 
provided, and you will fill in questionnaires after doing each task set. Compensation is 
15$ for participation in the study.   
 
If you are interested in participating, please contact Shali Liu (shali@dal.ca). 

Appendix B

First Phase User Study - Recruitment Notice

80



 
Measuring relatedness and relevance of topic oriented twitter conversation
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All personal and identifying data will be kept anonymous and confidential. The informed 
consent form and all research data will be kept in a secure location under confidentiality 
in accordance to University policy for 5 years post publication. You have the option of 
allowing direct quotes included in any final reports. 
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Participant      Researcher 

�

Participant     Researcher 

�
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1. Age: 

  15-25         25-35         35-45       over 45 

 

2. Gender:   

 Male           Female 

 

3. What is your role in school? 

 Graduate        Undergraduate       Faculty and staff   

 

4. Which of the Canadian top universities are you familiar with (familiar with names and 
some abbreviation such as UBC)? 

Here is the list of universities that we focus on: 

Dalhousie University 
McGill University  
McMaster University 
University of British Columbia 
Simon Fraser University 

 
5.  On the average, how much time do you spend per day on a computer? 

 Less than 1 hour   1 to less than 5 hours     5 to less than 10 hours  
Over 10 hours 

 

6. Do you have an account in Twitter? 
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 Yes  No 

 

7. How frequently do you use Twitter? 

 At Least once per day    A few times per week 

 A few times per month   Seldom use 

 Not at all 

 

85



 
 
 
 
 
 
 

Appendix E

First Phase User Study - On-screen Questionnaires
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First Phase User Study - Post-task Questionnaires
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This study protocol below excerpts from Research Ethics Application (REB # 2013-3063) 
submitted to Dalhousie University under this research. Some of the references have been 
modified according to the architecture of this thesis.
 
2.3  STUDY DESIGN – In this section 
 

2.3.1   state the hypotheses or the research questions or research objectives 
2.3.2   describe the general study design and how it will address the hypotheses / 
questions / objectives  
2.3.3   describe how many participants are needed and how this was determined 
2.3.4   describe the plan for data analysis in relation to the 
hypotheses/questions/objectives 
2.3.5   if a phased review is being requested, describe why this is needed for this 
study and which phases are contained in this application 
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2.3.1 Research Question

 
 

2.3.2 General Study Design 

Process

The Tasks 
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• 

• 

• 

• 

• 

2.3.3 Participants 
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2.3.4 Data Analysis 

2.3.5  
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2.4  RECRUITMENT – In this section, for each type of participant to be recruited, 
describe  

 
2.4.1   the study population  
2.4.2   any social / cultural / safety considerations  
2.4.3   and justify all specific inclusion / exclusion criteria of participants 
2.4.4   any recruitment instruments (attach copies)  
2.4.5   who will be doing the recruitment and what actions they will take  
2.4.6   any screening measures, and how they will be used (attach copies) 
2.4.7   any permissions that are needed and attach letters 

2.4.1 Study Population 

2.4.2 Considerations 

2.4.3  

2.4.4-2.4.5 Recruitment Procedures and Instruments 

2.4.6 Screening Measures 
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2.4.7 Permissions 

 
 
 
2.5  INFORMED CONSENT PROCESS – In this section 
 

2.5.1   describe the informed consent process (attach a copy of all consent forms) 
2.5.2   if oral consent is desired, describe why it is necessary and how it will be 
done (attach a  
           copy of the script) 
2.5.3   if a waiver of informed consent is sought, explain why and describe how 
the four criteria 
           needed for this are met  
2.5.4   for third party consent (with or without assent), describe how this will be 
done 
2.5.5   describe plans (if any) for on-going consent 
2.5.6   if community consent is needed, describe how it will be obtained 
 

2.5.1 Informed Consent Process 

2.5.2-2.5.6 

 
 
2.6  DETAILED METHODOLOGY  -  In this section describe 
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2.6.1   where the research will be conducted 
2.6.2   what participants will be asked to do and the time each task will take (plus 
total time) 
2.6.3   what data will be recorded and what research instruments will be used 
(attach copies) 
2.6.4   the roles and qualifications of the study investigators / research staff 
2.6.5   how long the participants will be involved in each part of the study  
  

 

2.6.1 Location of Research  

2.6.2 Study Details 

2.6.3 Data Recorded and Instruments Used 
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2.6.4 Roles/qualifications of Study Investigators 

2.6.5 Length of Participation 
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We are recruiting participants to take part in a research study that evaluates an interactive 
visualization system. We are looking for members of the Dalhousie University 
community, who have knowledge about Canadian universities, twitter and experience in 
using interactive systems.  
 
The study will be conducted in a quiet private meeting room in Dalhousie University. 
This study will take about two hours to complete. You will first meet with a researcher to 
go over the study details, give consent to do the study and fill in a background 
questionnaire. You will then complete two sections of tasks with the application that will 
be provided, and you will fill in questionnaires after doing each task. Compensation is 
$30 for participation in the study.   
 
If you are interested in participating, please contact Shali Liu (shali@dal.ca). 
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Evaluating Effectiveness of an Interactive Visualization System on Twitter 
Data
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All the data mentioned above will be kept confidential and will be de-identified 
eventually. The informed consent form and all research data will be kept in a secure 
location under confidentiality. You have the option of allowing direct quotes to be 
included in any final reports. 
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Participant      Researcher 

Participant     Researcher 

�
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1. Age: 

  15-25         25-35         35-45         over 45 

2. Gender:   

 Male           Female 

3. What is your role in school? 

 Graduate        Undergraduate     Faculty          Staff 

4. What is your education level? 

 High School        Bachelor     Master          PhD and 
above 

5. What do you think about your English proficiency? 

 Native speaker        Second Language and quite fluent 

 Second Language and OK       Second Language and less fluent 

6. Your nationality is  ________ 

7. What is your major? ________ 

8. Which of the Canadian top universities are you familiar with (familiar with names and 
some abbreviation such as UBC)? 

Here is the list of universities that we focus on: 

Dalhousie University 
McGill University  
McMaster University 
University of British Columbia 
Simon Fraser University 

9.  On the average, how much time do you spend per day on a computer? 

 Less than 1 hour   1 to less than 5 hours     5 to less than 10 hours  
Over 10 hours 
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10. Do you have an account in Twitter? 

 Yes   No 

11. How frequently do you use Twitter? 

 At Least once per day    A few times per week 

 A few times per month   Seldom use 

 Not at all 

12. Do you have previous experience of using an interactive system (e.g. network 
visualizations, google maps)? 

 Yes   No 
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Second Phase User Study - Post Study Interview Questions
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Appendix P

Second Phase User Study - Post Study Interview Questions

Results
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Hits / Clicks Raw Results
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Time Raw Results

131



132



133



134



135



136



137



138



139



140



141



Appendix S

Precision / Recall Raw Results
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Function Raw Results
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