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Abstract 

In this thesis we study some aspects of A. Connes' entire cyclic cohomology theory. 

This is a new cohomology theory of de Rham type for Banach algebras. We prove a 

comparison theorem which shows that the theory can be formulated in terms of the 

Loday-Quillen-Tsygan oicomplex. This allows us to extend the theory to the non-unital 

category and is a basis for the rest of the thesis. We improve on the existing formulas for 

pairing with K-theory and prove stability and additivity results for the theory. Finally, we 

prove a vanishing theorem for actions of derivations on the theory and deduce the homotopy 

invariance of the theory. 
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Summary of Chapter I 

This chapter is mainly expository and should be reg'irded as an introduction to cyclic 

cohomology theory with a view towards entire cyclic cohomology. For our purposes in 

this thesis it is important to be familiar with different formulations of the theory and explicit 

maps between them. In this chapter we will present three different approaches to the 

subject. They are based on the cyclic complex [3], the cyclic bicomplex (also called 

Loday-Quillen-Tsygan bicomplex) [18] and finally Connes' (b,B) bicomplex |3], 

Our starting point, in Section 1.1, is a.periodic sequence relating the Hochschild and 

cobar complexes of an algebra [19]. This periodic sequence can be naturally interpreted as a 

bicomplex called the cyclic bicomplex of the given algebra. In Section 1.2 we define tne 

cyclic complex of an algebra as a certain subcomplex of the Hochschild complex and define 

the cyclic cohomology of the given al~ebra as the cohomology of this cyclic complex [3]. 

We then establish Connes' long exact sequence along the lines suggested in Quillen [19]. 

One merit of this approach is that the operators S and B appear naturally. 

In Section 1.3 we introduce the periodic bicomplex of an algebra [ 19] and prove that its 

cohomology with infinite support vanishes. We then use this result to link the cyclic 

complex with the cyclic bicomplex approach. Connes' (b,B) bicomplex is introduced in 

Section 1.4. Here, to get off the ground, we need a technical lemma of Connes which says 

the E2 term of the first spectral sequence of the (b,B) bicomplex always vanishes ([3|, 

Lemma 36; the fundamental lemma). We give a straightforward proof of this important fact 

and use it, in a way similar to Section 1.3, to link the cyclic complex approach to the (b,B) 

bicomplex approach ([3], Theorem 40). 

At the end of this section we prove a certain map, defined in Loday-Quillen j 18], from 

the cyclic complex to the (b,B) bicomplex is a quasi-isomorphism. An extended form of 

this map and the associated comparison theorem, proved in Chapter II, plays an important 

role in later chapters. Section 1.5 deals with periodic cyclic cohomology as a jumping 

board for entire cyclic cohomology. We prove that the original definition, obtained by 

1 
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inverting the operator S , coincides with the cohomology of (b,B) ([3], Theorem 40) and 

the periodic bicomplex. This section ends with an example which illustrates the effect of 

growth conditions in the context of deRham cohomology. 

Summary of Chapter II 

This chapter starts with recalling the definition of entire cyclic cohomology of unital 

Banach algebras from Connes' paper [4]. As it is shown in [4], this theory (like its 

ancestor, ordinary cyclic cohomology) can be paired with topological K-theory. In Section 

2.2, starting from Connes' formula in [4], we will derive a formula for this pairing which 

unlike the formulas in [4] and [12] does not require any technical conditions to be satisfied 

by the entire cocycle. In Section 2.3 we prove a comparison theorem which shows that the 

complex of entire cochains in Connes' (b,B) bicomplex is homotopy equivalent to the 

complex of entire cochains in the periodic (Loday-Quillen-Tsygan) bicomplex. This result 

allows us to extend the entire cyclic cohomology functor to the category of non-unital 

Banach algebras and plays an important role for the rest of this thesis In Section 2.4 we 

show how one can use the above comparison theorem together with a result from 

Loday-Quillen [18] (extended to the entire case) to prove that inner derivations act trivially 

on entire cyclic cohomology groups. A Cartan type formula, due to Getzler and Szenes 

[ 12] plays an important role here. At the end of this section, we use the above result to 

prove, via more-or-lcss standard methods, Morita invariance and additivity theorems for 

entire cyclic cohomology groups. 

Summary of Chapter HI 

In this chapter we prove that any (continuous) derivation from one Banach algebra into 

another induces the zero map between entire cyclic cohomology groups. As a result of this 

we can prove a homotopy invariance theorem for entire cyclic cohomology which shows the 

theory is invariant under smooth deformations. The proof works in finite dimensional case 
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as well and implies, as a special case, a. theorem of Goodwillie [13] which says that 

derivations act like zero on periodic cyclic cohomology groups. The proofs are however 

very different and based on entirely different ideas. There is little wonder here since the 

proof in [13] does not generalize to the infinite dimensional (i.e. entire) case 

Our proof is based on the theory of infinite dimensional cycles [4] and makes use of the 

comparison theorem together with some reductions on the type of the cocycles. In [111 (st-'e-

also Cuntz' papers [10] and [9] for announcements and earlier versions) Cuntz and Quillen, 

working in the context of Cuntz algebras QA and traces on them, characterize all those 

traces (normalized cocycles) which correspond to coboundaries. This is a remarkable result 

and clearly indicates the power of the Q-approach (Cuntz algebras) to cyclic cohomology. 

The main result of this chapter can also be deduced from this result of Cuntz and Quillen. 

I 



Introduction 

The goal of A. Connes' noncommutative geometry ([3], [4], [5]) is to study 

noncommutative — or quantum - spaces and their invariants. Cyclic cohomology is a 

theory of invariants, of differential geometric nature, for these spaces. Entire cyclic 

cohomology, which the study of some aspects of it is the subject of this thesis, is an infinite 

dimensional version of cyclic cohomology. Before discussing the content of the thesis in 

detail, let us review, in broad terms, the general program of noncommutative geometry. 

Let us start with the notion of a noncommutative space first. A key idea towards 

understanding this concept is the well-known relation between a (classical) space and the 

(commutative) algebra of functions on that space. This idea is made precise by, for 

example, Gelfand's theorem in the theory of C*-algebras which shows that the category of 

locally compact topological spaces is anti-equivalent to the category of commutative 

C*-algebras; or by the so-called geometrization functor in algebraic geometry which defines 

an anti-equivalence between the category of affine schemes. Based on these facts one can 

think of a noncommutative algebra as a first approximate to a new kind of space, a 

noncommutative space. 

On the other hand it is also well known that in quantum mechanics the commutative 

algebra of classical observables, i.e. functions on the phase space, is replaced by the 

noncommutative algebra of quantum mechanical observables, i.e. operators on a Hilbert 

space. In other words, at least one approach to quantization, namely the canonical 

quantization, amounts to replacing functions by operators and commutative algebras by 

noncommutative algebras (some extra conditions must of course be satisfied e.g. the 

Poisson brackets should be preserved etc....). 

To sum up, we see that one can think of dropping the commutativity assumption on the 

algebras involved as a first step in passage from classical, commutative spaces to quantized, 

noncommutative spaces. We refer the reader to [3] and [5] for some interesting examples. 

4 
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Now, a general method to find the noncommutative analogue of various notions of 

geometry and topology suggests itself. Namely, one has first to replace the space X by the 

commutative algebra A of functions (of a suitable type) on X and then try to define the 

concept involved in terms of A only and without any reference to the commutativity of A . 

Based on this new definition one can then try to generalize the concept at hand to an 

appiopriate class of noncommutative algebras. It should however be mentioned that this 

method has only been partially successful. Moreover in some cases, like deRham 

cohomology, the right generalization, which is cyclic cohomology, was discovered in an 

indirect way and through other considerations. We will discuss the cyclic cohomology and 

its origins later in this introduction. But before that, let us consider two examples of the 

success and failure of the above mentioned method. 

An interesting example of the success of the above mentioned method is K-theory. 

This theory was originally formulated for topological spaces only. To extend the K-functor 

(at least in degree zero) to arbitrary algebras one can use a theorem of Serre and Swan 

which shows that vector bundles on a topological space C are in one-to-one 

correspondence with finitely generated projective modules on the algebra A = C(X) of 

continuous functions on X . Based on this result and the definition of the K-theory of X 

as the Grothendieck group of the semi-group of (isomorphism classes) of vector bundles on 

X, one can then define the K-theory (in degree zero) of any algebra A to be the 

Grothendieck group of the semi-group of finitely generated projective modules over A . In 

this way one obtains an important invariant, namely the topological K-theory, for 

noncommutati 'e C*-algebras. Closely related to vector bundles and K-theory is 

Chern-Weil theory of characteristic classes where one constructs invariants of bundles using 

connection-curvature approach. We refer the reader to [3] and [20] where an analogous 

noncommutative theory is developed. 

For the second example let us discuss a situation where a satisfactory definition of a 

noncommutative analogue of a classical concept has not been found yet. Ironically, this is 

I 
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concerned with the very notion of a smooth quantum space itself. Recall that von-Neumann 

algebras (respectively C*-algebras) can be regarded as the noncommutative analogue of 

measure spaces (respectively topological spaces) and this idea has played an important role 

in the development of these two fields (see the introduction to [3] for more on this). 

However, up to now, no definition of a noncommutative geometric space (smooth 

manifolds, Riemannian manifolds, etc..) has been proposed. For more on this we invite 

the reader to consult Connes' article [5] where a purely operational definition of a metric 

(arising from a Riemannian metric) is acheived. 

After these rather general remarks on noncommutative geometry we would like to 

specify the rest of this introduction to a discussion of the cyclic cohomology and in 

particular entire cyclic cohomology. Cyclic cohomology has two origins. In the work of 

Tsygan [22] and also Loday and Quillen [18] cyclic cohomology appears as the primitive 

part of the Lie algebra cohomology of the algebra of matrices over a given algebra. We 

won't pursue this aspect of cyclic cohomology in this thesis. In the fundamental work of 

Connes [3], on the other hand, cyclic cohomology appears as a noncommutative analogue 

of deRham homology of currents for smooth manifolds and in particular as a target space 

for a chern character map *rom K-homology. In other words, in Connes' work cyclic 

cohomology appears as a basic tool of noncommutative geometry. Since K-homology 

plays an important role both in the definition and applications of cyclic and entire cyclic 

cohomology, in the next few paragraphs we will briefly explain K-homology and its impact 

on cyclic cohomology. 

Recall that K-homology is the dual of K-theory in the sense that there exists a natural 

and nontrivial pairing between the two. By general abstract arguments from algebraic 

topology one knows that such a K-homology functor exists. The important question was -

and still is! - to describe the K-homology cycles in a concrete form. By the work of Atiyah; 

Brown, Douglas and Fillmore [1]; and Kasparov, one can say, roughly speaking, that 

K-homology cycles on X are represented by abstract elliptic operators on X and while 
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K-theory classifies vector bundles on a space X , K-homology classifies elliptic operators 

on X . Moreover, the required pairing now takes the form ([D],[E]) = index of the elliptic 

operator D with coefficients in the vector bundle E . Now, one good thing about this way 

of formulating the K-homology is that it is operational and hence extends to a non­

commutative setup. The corresponding cycles are called Fredholm module by Connes [ ]. 

More precisely, a (unbounded, odd) Fredholm module over an algebra A is a pair 

(H,D) where H is a Hilbert space and D is a selfadjoint operator on H together with a 

representation 71: A > £(H) such that (i) (1+D2)"1 is a compact operator and (ii) for 

all ae A , [D,7t(a))] is a bounded operator. The Fredholm module is said to be finitely 

summable if for some p , (1+D2)"P is a trace class operator. As is discussed in [ ], finite 

summability, in commutative case, is a characteristic of finite dimensions and one should 

expect that it fails in infinite dimensional examples. Let D be the Laplacian on flat n-torus. 

The spectrum of D is easily calculable and one can check that (1+D^)"P is a trace class 

operator iff p > — and hence the failure of finite summability in infinite dimensions). The 

question of existence of finitely summable Fredholm modules over highly noncommutative 

C*algebras is investigated in [5] and very general negative results is obtained. As a simple 

example, it is easy to see that some naturally defined Fredholm modules over group 

C*-algebras of discrete groups in which the (word) length function is not of polynomial 

growth fail to be finitely summable (see [5]). However in all of these examples a weaker 

<.r-\2 

summability condition is satisfied, namely the heat operator e'lu is trace class for all 

t > 0 . These Fredholm modules are called 6-summable by Connes. Remarkably enough, 

the rigorously defined Wess-Zumino model of A. Jaffe et al. in quantum field theory [14], 

[15] can be interpreted as defining a 0-summable Fredholm module over the infinite 

dimensional manifold loopspace of S' (see [5]). The operator D in this model is a Dirac 

operator on this loop space. A quantum algebra in the sense of Jaffe et al. in [ 15] is, more 

or less, a O-summable Fredholm module. 
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Next recall that the chern character, in its smooth version, is a natural transformation 

between K-theory and deRham cohomology theory. In [3] Connes extends this chern 

character to a noncommutative setup. More precisely for each finitely summable Fredholm 

module (H,D) over an algebra A a cocycle ch(H,D) in the periodic cyclic cohomology of 

A is defined. Several definitions of the cyclic cohomology of algebras is given in [3]. In 

particular, for any algebra A a bicomplex, called Connes or (b,B) bicomplex of A , is 

defined and the periodic cyclic cohomology of A is defined as the cohomology of this 

bicomplex. See [3] or chapter I of this thesis for definitions. In [4] it is observed that if, 

instead of cochains with finite length in the total complex of (b,B) bicomplex, one 

considers cochains with infinite length which also satisfy a certain growth condition then 

one obtains a cohomology theory which is an infinite dimensional analogue of periodic 

cyclic cohomology. This is called entire cyclic cohomology. With this cohomology theory 

at hand, the definition of chern character can be extended to the infinite dimensional case, 

i.e. to 0-summable Fredholm modules. Indeed there are two such definitions due to 

Connes [4] and Jaffe, Lesniewski, Osterwalder [14]. In [6] it is shown that the two 

cocycles are indeed rohomologous. 

There are some major technical differences between cyclic and entire cyclic cohomology 

groups that makes it much harder to prove general results about the latter. For example, an 

important role in cyclic cohomology is played by the Connes long exact sequence relating 

cyclic and Hochschild theory (see [3] or chapter I of this thesis). Since Hochschild 

cohomology is a derived functor, this makes all the techniques of homological algebra 

available. In particular in all of the known calculations of cyclic cohomology one first 

calculates the Hochschild cohomology, using a convenient resolution, and then uses the 

above result to calculate the cyclic cohomology (see the examples at the end of [3]). There 

are no long exact sequences or even spectral sequences relating Hochschild and entire cyclic 

cohomology. This means that new methods and ideas, particularly designed for entire 

cyclic cohomology are needed and partly explains the lack of a good supply of examples 
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whete entire cyclic cohomology is completely Liown. On the other hand to establish certain 

properties, like Morita invariance (in a restricted sense) and additivity, it is enough to know 

that inner derivations act as zero on entire cyclic cohomology. In this thesis we prove the 

most general result of this sort, namely any continuous derivation act as zero on entire cyclic 

cohomology. This result is of course the infinitesimal form of homotopy invariance of 

entire theory under smooth deformations. There are certain technicalities about the use of 

normalized cochains in entire theory and also non-unital algebras. We prove a comparison 

theorem which shows the complexes of entire cochains in (b,B) bi-complex is homotopy 

equivalent to the complex of entire cochains in Loday-Quillen-Tsygan bicomplex. This 

result proved to be quite useful in getting around the above-mentioned technicalities. A 

detailed summary of chapters will follow. 



Chapter 1 

1.1. The Cyclic Bicomplex 

In this section we will first introduce the Hochschild and the cobar complex of an 

algebra. Using an action of cyclic groups on these complexes, we then define chain maps 

between them resulting in a periodic exact sequence of Hochschild and cobar complexes. 

This periodic sequence can be interpreted in a natural way as a bicomplex, called the cyclic 

bicomplex of the algebra. The cyclic bicomplex was first introduced by Loday and Quillen 

in [18] based on Tsygan's work [22]. There are two important technical facts about this 

cyclic bicomplex that are used very often in this thesis: The rows of the cyclic bicomplex 

are exact and, for unital algebras, the odd columns, which are all equal to the cobar 

complex, are exact too. We will provide the standard proofs. Finally it should be 

mentioned that in the next section we will only use the periodic sequence, and not the cyclic 

bicomplex, to prove some basic facts about cyclic cohomology. The cyclic bicomplex will 

be used in section 1.3 to give an alternative definition of cyclic cohomology. 

Let A be an algebra and for n > 0 let Cn(A) be the space of (n+l)-linear functionals 

on A. When there is no danger of confusion we will simply write Cn for Cn(A). We 

set C n = {0} for n < 0 . Elements of Cn are called n-cochains or cochains of degree n. 

Define maps b,b': O1 > C n + 1 by 

0 n+1 v j 0 j j+1 n+1 n+1 n+1 0 n 
b<Ka ,...,a )= L (-l)<Ka aa ,...,a ) + (-l) <|>(a a a ) 

j=0 

0 n+1 v J 0 jj+l n+1 
b'<j>(a ,...,a ) = 2, (-1) <Ka aa ,...,a ) . 

j=0 

We have b 2 = b'2 = 0 , i.e. b and b' are coboundary maps. The map b is the 

Hoclischild coboundary. We will refer to the cochain complex C(A) = (C*(A),b) as the 

Hochschild complex of A and to B(A) = (C*(A),b') as the cobar complex of A. 

When A is unital the cohomology of the Hochschild complex 

10 
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i. QO t> >Q1 _Ljrj2 > 

is the Hochschild cohomology of A with coefficients in the A - A bimodule A* 

(= C^(A)). We will use Hn(A,A*), to denote the cohomology of the Hochschild complex 

in degree n for A unital or not. 

Recall that a cochain complex (Cn,d) is said to be acyclic if it admits a contracting 

homotopy operator i.e. a map s: Cn -» Cn - 1 such that ds + sd = id. 

Lemma 1.1.1. The cobar complex 

> c 0 _hl»c l _ h ^ c 2 > 

of a unital algebra is acyclic. 

Proof. When A is unital there is a contracting homotopy operator s : Cn+* —" Cn 

defined by 

s<Ka°,...,an) = <])(l,a0,...,an) 

which has the property b's + sb' = 1; this proves the acyclicity of the cobar complex of a 

unital algebra. • 

Remark. If A is not unital, the cobar complex need not be acyclic. As an example, 

take any algebra with zero multiplication. The b' operator (as well as b) is then equal to 

zero and the cobar complex has nonzero cohomology in all degrees. However, there are 

interesting examples of non-unital algebras where the cobar complex is still acye'ic. These 

algebras are called H-unital by M. Wodzicki and play an important role in his study of 

excision in cyclic homology [23]. 

Let A, be the canonical generator of the cyclic group 2/n+l. This group acts on the 

space of n-cochains Cn by 

ma°,...,an) = (-l)n(|>(an,a0,...,an-1) . 
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We have A.n+* = 1. The corresponding norm operator on Cn is defined by 

N = 1 + 1 +... + Xn 

and we have N(l-X) = (1-X)N = 0 . 

Lemma 1.1.2. The periodic chain complex 

is acyclic. 

Proof. Proof of this lemma makes use of the characteristic zero hypothesis. Define 

N': Cn — » C n by 

N , = - - I 7 ( l + 2 k + 3X' + ...+(n+1) A,") . 
n+1 

It is easily verified that (l-X) N' + — - N = 1 , so that the complex is acyclic. • 

The next lemma records two important facts in cyclic cohomology. 

Lemma 1.1.3. The maps 14,:C(A) > B(A) andN:B(A) >C(A) are chain 

maps. That is, (1-X)b = b'(l-X) and Nb' = bN. 

Proof. See Connes [3] or Loday-Quillen [18] for the purely combinatorial proof. 

a 

Combining Lemmas 1.1.2 and 1.1.3 we obtain aperiodic exact sequence 

J i ^C(A) - H B(A) - ^ C ( A ) - H (1.1.4) 

relating Hochschild and cobar complexes. This exact sequence and especially its 

by-product, the cyclic bicomplex, to be introduced shortly, plays an important role in the 

whole subject of cyclic cohomology. For example in the next section we will see how one 

can use the periodic sequence (1.1.4) to define the S-operation on cyclic cohomology and to 
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obtain the Connes long exact sequence. 

Recall that a bicomplex (Cn'm,di,d2) is defined by a family of linear spaces C n ' m ; 

(n,m) e Z 2 , and differentials dj : C n ' m -> C n + 1 ' m , d2 : C n ' m -> C n ' m + 1 such that 

d i z = 0 , d 2
z = 0 and d ^ + d2d} = 0 . 

By changing the sign of differentials in (1.1.4) appropriately we obtain the cyclic 

bicomplex, also called the Loday-Quillen-Tsygan bicomplex, of the algebra. We make this 

precise in: 

Definition 1.1.5. Let A be an algebra. The cyclic bicomplex of A , C+(A), is the 

following first quadrant double cochain complex 

T T T 
b -b' b 

c 2 _ i ^ c2-®-> C2 * 
T T T 

b -b' b 

C1_LA c 1 - ^ C 1 — > (1.1.6) 
T T T 

b -b' b 
QO^LA, COJ£L+ C 0 > 

where the even columns are all equal to the Hochschild complex while the odd columns are 

equal to the cobar complex, with th sign of the differential changed. 

It follows from Lemma 1.1.3 that vertical and horizontal differentials in (1.1.6) 

anticommute, so that C+(A) is a bicomplex. We sometimes simply use C + for the 

cyclic bicomplex of the algebra under consideration if there is no chance of confusion. 



14 

1.2. The Cyclic Complex and Cyclic Cohomology 

The cyclic cohomology of an algebra was first defined by A. Connes [3] (and 

independently by Tsygan [22]) as the cohomology of the cyclic complex of the algebra. In 

this section we introduce this cyclic complex and prove some basic facts about cyclic 

cohomology. There is an important operation on cyclic cohomology, the so-called 

S-operation. Following Quillen [19,20] we define this operation using an exact sequence 

relating the cyclic, Hochschild and bar complexes. This exact sequence is itself a 

consequence of the periodic exact sequence (1.1.4). We show that up to a scalar factor this 

definition of S coincides with Connes' definition in [3]. A fundamental result in cyclic 

cohomology is Connes' long exact sequence relating the cyclic and Hochschild cohomology 

groups. The proof given here is straightforward and is again based on the periodic 

sequence (1.1.4). Making the maps in the long exact sequence explicit is the last thing we 

do in this section. Here one naturally encounters Connes B-operator which is of 

fundamental importance for cyclic cohomology. A deeper study of B will be undertaken in 

section 1.4 where we introduce Connes' (b,B) bicomplex. 

Let A be an algebra. A cochain <]> e Cn(A) is called cyclic if (l-?i) <j) = 0 . Let 

CCn(A) be the space of cyclic n-cochains on A . It follows from the relation (1-A.) b = 

b'(l-A,) in Lemma 1.1.3 that if (j) is cyclic so is b<j). This means that we have a 

subcomplex CC(A) = (CC*(A),b) of the Hochschild complex. It is called the cyclic 

complex of A . Using the periodic exact sequence (1.1.4), we obtain the following exact 

sequence relating the cyclic, Hochschild and cobar complexes of an algebra: 

0 > CC(A) -L-* C(A) -L2>B(A) - J^CC(A) > 0 . (1.2.1) 

Definition 1.2.2. The cyclic cohomology HC*(A) of an algebra A is the 

cohomology of its cyclic complex CC(A). 
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Cyclic cohomology is a functor: a homomorphism f :A »B induces a moiphism 

of complexes f*: CC(B) * CC(A), f*(<|>) = <H for all (j) e Cn(B), hence linear 

maps f* : HC*(B) > HC*(A). 

There is a fundamental operation of degree 2 on cyclic cohomology called the 

S-operation. Connes' definition of S in [3] is based on his theory of cycles over algebras 

and their tensor products: using cycles he defines a canonical operator S of degree 2 on 

cyclic cocycles which induces the operation S on cyclic cohomology. Following Quillen 

[19] we will give a straight- forward definition of S on the level of cyclic cocycles and 

show that up to a numerical factor it coincides with Connes' S . Let us recall the exact 

sequence (1.2.1). Given a class [<J>] e HCn(A) we can use exactness to solve the 

equations 

N4>' = <)) , (1-X)<j)"=b'(|>' , I 'dS = bd>" (1.2.3) 

for (j)', (j)" and ^ successively. One defines S [<)>] = [ 4>] e HCn + 2(A). It follows 

easily from the exactness of (1.2.1) that S : HCn(A) —»HCn + 2(A) is a well-defined 

map. A homomorphism f: A > B induces a morphism between the exact sequences 

(1.2.1) of B and A and it is easy to check that S is natural with respect to such 

homomophisms, so that S is an operation of degree 2 on cyclic cohomology. This 

definition of S is similar to the definition of the connecting homomorphism in a long exact 

sequence associated to a short exact sequence of complexes. Here we are working with a 

four term exact sequence, hence we have a "connecting" homomorphism of degree 2. 

To compare this definition of S with Connes' definition, it is useful to have a formula 

for S on the level of cyclic cocycles. Let [<])] e HCn"*(A). Using the fact that 0 is 

cyclic and the formula in the proof of Lemma 1.1.2 it is seen that 

4>" = — 4> , <j>" = N'bty' = - N'b'<l> , V b f = - bN'b'i]) 
n n n 
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solve the equations (1.2.3), so that 

S[())] = I[bN ,b'(|)]e HCn+ (A) . (1.2.4) 
n 

Here N': Cn > Cn is the operator introduced in Lemma 1.1.2. Let <j> s Cn_1 be a 

cyclic cocycle. Let us define S(j> e Cn+* by 

Sd>=ibN'b'<b = - } „ b(l + 27, + 3A, + ... + (n+1) x") b'<j) . (1.2.5) 
n n(n+l) 

It is easy to see that S0 is again a cyclic cocycle. This is our formula for S on the level of 

cyclic cocycles. 

Connes'definition of S in [3] is based on his theory of cycles over algebras. There 

is no need for us to review this tlieory and Connes' definition of S in detail. It suffices to 

say that given any cyclic cocycle ([> € Cn"l(A), one defines a linear functional 

0 :Q n - ! (A)—> <C by WW.-.da 1 1 - 1 ) =<|>(a0,...,an"'1) and ^(da1..^11-1) =0 . 

Here Dn"^(A) is the space of non-commutative differential forms of degree (n-1) over A. 

Connes' formula for S is ([3], part II, Prop. 12) 

Sc<b = b\}/, (1.2.6) 

where 

0 n v k+1 . 0 1 k-1 k k+1 n 
V(a ,...,a )= L (-1) <Ka da ...da a da ...da ) . (1.2.7) 

k=l 

Note: The formula in [3] contains a normalization factor of 27ti which we neglect here. 

In order to compare Connes' formula 1.2.6 for S with the above formula (1.2.5), we 

need some notation and facts. 

Let j : Cn"l > Cn be the operator defined by 

j<t>(a°,...,an) = (-l^CanaOa1,...^11"1) (1.2.8) 

we have b = b'+j and 



17 

a-(k+1)j^k(J))(a0,...,an) = (-l)k(|)(a0,...,akak+l,...,an) , 0 < k < n - l . (1.2») 

Since ~kn+^ = 1, we can write (1.2.9) as 

a n - k j^)(a° , . . . ,a n ) = (-l)k(j)(a°,...,akak+1,...,an). (1.2.10) 

We are now ready to prove: 

Lemma 1.2.11. Let (be Cn_1 be a cyclic cocycle. Then (1 + 2X + 3A2 +...+ 

(n+l)^,n)b'(|) = -\i/\ where y is defined from (b by (1.2.7). 

Proof. Since <b is a cyclic cocycle we have \§ = <b and b(b = 0, so that 

b'(j) = (b-j)cp = -j<b and 

, , 2 , n , v ,n-k k 
-(1 + 2A.+-3X +...+ (n+l)A< ) b*(b= X (n+l-k) X jA. (b . 

k=0 

Using (1.2.10), the value of this cochain on (a^,...,an) is 

v 1 k 0 k k+1 n n n 0 1 n-1 
L (-1) (n+l-k)<b(a ,...,a a ,...,a )+ ( - l ) <b(a a ,a ,...,a ) 

k=0 

= (n+1) WaVda^.da11) - n 0 (a°d(a1a2)...dan) +... 

+ (-l)n <j) ( a ^ d a 1 .hnA). 

Using d(ab) = da»b + a»db , this last sum simplifies to 

^(aVda^.da1 1) - <j> (a°da1-a2-da3...dan) +... 

+ (- l)n + 1 0 ( a ^ a ' - d a ^ - a " ) = v(a°,....,an). 

The lemma is proved. • 

Combining Lemma 1.2.11 with the definitions of S and Sc we find that 

- 1 Q 
S " 'nTnTiT Sc • 

Next, we would like to establish Connes' long exact sequence. As mentioned earlier 

our main tool is the periodic exact sequence (1.1.4) and its various ramifications. Consider 
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first the short exact sequence 

0 * CC(A) » C(A) > C(A)/CC(A) » 0 

and its derived long exact sequence 

> HCn(A) > Hn(A,A*) > Hn(C(A)/CC(A)) • * HCn+1(A) > 

(1.2.12) 

When A is unital we can identify the cohomology groups Hn(C(A)/CC(A)) as follows: 

Lemma 1.2.13. Let A be a unital algebra. Then HCn(A) « Hn+1(C(A)/CC(A)) for 

all n. 

Proof. From the periodic exact sequence (1.1.4) and the definition of the cyclic 

complex we obtain a short exact sequence 

0 » C(A)/CC(A) - H B(A) - ^ C C ( A ) > 0 (1.2.14) 

and its derived exact sequence 

* Hn(C(A)/CC(A)) • Hn(B(A)) • HCn(A) * Hn+1(C(A)/CC(A)) » 

(1.2.15) 

The cobar complex of a unital algebra is acyclic, so that Hn(B(A)) = 0 for all n ; and hence 

HCn(A) * HCn+1(C(A)/CC(A)) as asserted. • 

Combining this lerrma with the long exact sequence (1.2.12) we obtain the diagram 

>HCn(A) > Hn(A,A*) > Hn(C(A)/CC(A)) > HCn+1(A) > 

HCn_1(A) 
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and hence canonical maps B : Hn(A,A*) > HCn_1(A) and S : HCn"1(A) —» 

HCn+*(A). Using these maps, the long exact sequence (1.2.12) can be written in the form 

>HCn(A) -*-» Hn(A,A*) -2-* HC^^A) - ^ H C ^ A ) > (1.2.16) 

This is the Connes long exact sequence relating the cyclic and Hochschild cohomology 

groups of a unital algebra A . This sequence is natural: given a uniti i homomorphism 

f: A > B there is a chain map from the Conges sequence of B to the Connes sequence 

of A. This follows easily from the namrality of the long exact sequence associated to a 

short exact sequence of complexes. 

Remark. As we will see in the next few paragraphs the map S that appears in the 

Connes sequence (1.2.16) is exactly equal to the S we defined earlier in this section. 

Similarly we will show that the map B is induced by the B-operator so that the long exact 

sequence (1.2.16) is the same as the one established by Connes in [3] except for some 

reseating in S . 

The rraps I, B, S entering the Connes sequence (1.2.16) can be described as 

follows. The map I is the easiest of all to describe: I is induced by the canonical inclusion 

CC(A) * C(A) of cyclic cochains into Hochschild cochains. Let us show the map S in 

(1.2.16) is the same as the S-operation on cyclic cohomology defined earlier in this section. 

Indeed S is the composition of the connecting isomorphism HCn_1(A) ^ 

Hn(C(A)/CC(A)) in Lemma 1.2.13 and the connecting homomorphism Hn(C(A)/CC(A)) 

> HCn+*(A) from (1.2.12). Hence, S is the composition of two connecting 

homomorphisms defined from short exact sequences 

0 —» C(A)/CC(A) - H B(A) -B-* CC(A) > 0 

0 —> CC(A) » C(A) —> C(A)/CC(A) — » 0 
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which is the same as the degree 2 connecting homomorphism defined from the exact 

sequence (1.2.1), i.e. the S-operation. 

To describe the map B we have to go back to Lemma 1.2.13 and describe the inverse 

of the connecting isomorphism HCn(A) ^ Hn+1(C(A)/CC(A)). Recalling the proof of 

exactness of the derived long exact sequence of any short exact sequence of complexes, we 

see that a class [<b] e Hn+1(C(A)/CC(A)), <j) e Cn + 1(A), is sent to [Ns(l-?i)<b] e 

HCn(A) under the inverse isomorphism Hn+1(C(A)/CC(A)) ^ HCn(A). Here s is the 

contracting homotopy operator defined in Lemma 1.1.1. Now, going back to Connes' 

long exact sequence (1.2.16) and the way n was defined, we have B[<b] = [Ns(l-X)(b] e 

HCn_1(A), for any Hochschild class [<b] £ Hn(A,A*). 

The operator B = Ns(l-X): Cn(A) > Cn"^(A) that appeared naturally in the above 

discussion was first defined by Connes in [3] and is a fundamental operator of cyclic 

cohomology. In many respects it can be regarded as a noncommutative version of the 

deRham coboundary operator of differential forms. We note that Connes's approach to B 

is quite different from the above and is based on bordism of cycles. The next lemma shows 

B is a boundary map and (up to a sign) a chain map with respect to b . 

Lemma 1.2.17. One has B 2 = bB + Bb = 0 . 

Proof. We have B 2 = Ns(l-?i)Ns(lA) = 0 . Also bB + Bb = bNs(l-k) + 

Ns(l-X)b = Nb's(l A) + Nsb'(l-X) = N(b*s + sb')(l-X) = N(l-\) = 0 . Here we have 

used the observation before Lemma 1.1.2, Lemma 1.1.3 and the proof of Ltmma 1.1.1. 

• 

Let B 0 : C
n — » Cn_1 be the operator defined by BQ = s(l-X). We have 

B = NBQ . We end this section with the following very useful identity: 
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B0b + b'B0 = 1-X . (1.2.18) 

Indeed, B0b + b'B0 = s(l-A)b + b's(l-^) = (sb' + b's)(l-X) = l-X. 

1.3. Cyclic Cohomology via Cyclic Bicomplex 

The purpose of this section is to present an alternative definition of cyclic cohomology 

due to Loday and Quillen [18], to compare this definition with our original definition in 

section 1.2 and to establish Connes's long exact sequence in this approach. In [18] Loday 

and Quillen defined cyclic cohomology of an algebra as the (total) cohomology of the cyclic 

bicomplex of the algebra. One nice thing about this approach is that the operator S 

introduced in section 1.2 appears naturally as the result of the degree 2 periodicity of cyclic 

bicomplex and also Connes's long exact sequence can be proved in a straightforward way. 

However, more important for us are the applications we have in mind of this approach to 

entire cyclic cohomology. See chapters II and III for more on this. 

To compare this definition of cyclic cohomology with the one in section 1.2 based on 

the cyclic complex, Loday and Quillen construct a chain map between relevant complexes 

and using a spectral sequence argument they show this chain map is a quasi-isomorphism. 

For reasons to be explained later in this section we decided to give a direct (i.e. spectral 

sequence free) proof of this result. In order to do so it is better to introduce the periodic 

bicomplex of an algebra and to prove a lemma about the vanishing of its cohomology with 

infinite support The periodic bicomplex and this lemma are of independent interest later 

when we study entire cyclic cohomology. 

The organization of this section is as follows. We first introduce the periodic 

bicomplex of an algebra and prove that its cohomology with infinite support vanishes. Next 

we show that the chain map defined by Loday and Quillen is a quasi-isomorphism. Finally 

we define the operator S using this approach, compare it to the original definition of S in 

section 1.2 and indicate a second proof of Connes's long exact sequence. Let us start with 
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Definition 1.3.1. The periodic bicomplex of an algebra A is the following double 

cochain complex in the upper half plane 

T T T 
_» rO. N ? Q2 1-X> Q2 » 

T T T 
-b* b- -b' 

C(A) > C1 ̂  C1 - ^ C1 > 
T T T 

-b* b -b" 
> C

0JL* c 0 - 1 ^ C° > 

We note that the periodic bicomplex, C(A), is obtained from the periodic exact sequence 

1.1.4 by changing the sign of the differentials suitably. Also, the cyclic bicomplex C+(A) 

is obtained from C(A) by replacing the negative columns by zero. 

Let us recall the definition of the total complex of a bicomplex and, at the same time, 

various types of cohomologies one can define for a bicomplex. The total complex of a 

bicomplex C = (CP,(l,dj,d2) with horizontal and vertical differentials 

dx: dPA —> CP+lA, d2 : cP'Q > cP»<l+1, d i 2 = d2
2 = dxd2 + d ^ = 0 , is 

defined by TotC = ( © C ' ,9) where 3 = d1 + d~ is the total differential. By the 
p+q=n x L 

cohomology of a bicomplex we mean the cohomology of its total complex. A cochain of 

degree n in TotC is a string of elements ^ q)p+q=n > ^p q e ^ ' ^ such that <bpq = 

0 for all but a finite number of indices. Such cocnains are said to be of finite support or 

finite length and cohomology of TotC is called cohomology with finite support. 
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If in the definition of the total complex we use direct products instead of direct sums, 

we obtain a second complex ( f~l C ' , d) where the differential 9 is the same as above. 
p+q=n 

A cochain of degree n in this complex is a sequence (<bp q)n+n=n '•> ^n q G C^L That 

is, cochains are allowed to have infinite length and the cohomology of this complex is 

therefore called the cohomology of C with infinite support. It is to emphasize this 

difference that the usual cohomology of C is sometimes referred to as the cohomology 

with finite support. 

Finally, if CP'^'s are normed spaces a third possibility arises. Namely, instead of 

considering arbitrary cochains (<bp q)p+n=n w*m infinite support, we can consider only 

those cochains with ll(bp qll satisfying certain growth conditions. The entire cyclic 

cohomology of Banach algebras is an example of such a theory. To study this tlieory in 

detail is the object of this thesis. 

We can compare these three types of cohomology of a bicomplex with analogous types 

of de Rham cohomology of noncompact manifolds: one has, for instance, de Rham 

cohomology with compact support, de Rham cohomology with arbitrary support and L -de 

Rham cohomology. 

Techniques from homological algebra, especially spectral sequences, are often useful 

in the study of cohomology of bicomplexes. This is in part because here one is working 

with cochains of finite length. However when we consider cohomologies of infinite 

support or of the third type, spectral sequence arguments are inapplicable and we have to 

resort to more explicit or totally different methods. For this reason we have decided to 

avoid spectral sequence arguments altogether, even when they are applicable. As a result of 

this some of our proofs are longer than usual, but at the same time less technical and more 

constructive. 

Let us consider the periodic bicomplex of an algebra A and its total complex with 

infinite support 
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a 
,,cv -sOdd 

>C >C > (1.3.2) 

where C = (1 C (A). This is aperiodic chain complex of period 2. We have 
n>0 

Proposition 1.3.3. The cohomology of the periodic complex (1.3.2) is zero, i.e. the 

cohomology with infinite support of the periodic bicomplex of any algebra vanishes. 

Proof. Let <b = (<bn)n>o be an even cocycle. We construct a cochain \\r = 

(\|/n)n>0 such that 9°""\|/ = <b. This will prove that the even dimensional cohomology 

group is zero. The proof of the odd case is completely similar. Now, 3ocl<:i\jr = <b is 
equivalent to 

NV2n+bV2n-l=(l>2n a n d d ' ^ n + l " b>2n = <!>2n+l • n * ° • (1-3-4) 

First note that there are \|/Q , \]/j sptisfying (1.3.4) for n = 0,1 . Indeed, we can simply 

take \|/Q = (bo, tnen \|/j must satisfy (1-X) \\r± = b'\|/Q + <bi = b'(bo + <bi . From the 

cocycle condition 9ev<b = 0 it follows that N(b'<b() + <bi) = bN<bQ + N(b^ = 

b(bQ + N(bi = 0 , so that by Lemma 1.1.2, b'<))Q + <b]_ is in the image of 1-X and we can 

take \|/j = N'(b'(bo + <t>i) • 

In general, assume we have defined \J/Q ,...,y2k+l satisfying equations (1.3.4) for 

n = 0,...,k . We prove there are cochains V2k+2 ^ V2k+3 s u c n m a t YO ¥2k+3 

satisfy (1.3.4) for n = 0,...,k+2. Note that this finishes the proof. Now, N\ j / 2 k + 2 + 

bV2k+l = <t)2k+2 c a n b e s ° l v e d for V2k+2 D e c a u s e 

( l - W 2 k + 2 - b¥2k+l) = (!"*•) *2k+2' b'(1"?l) V2k+1 

= (l-^)<b2k+2-b '(bV2k + <l)2k+l) 

= ( l-?l)(b2 k + 2-b '( l)2 k + 1=0 

by the cocycle condition devtp = 0 . Once Y2k+2 *s f°unci> we can find Y2k+3 t 0 

satisfy the equation (1-A,) Y2k+3 " bY2k+2 = ^ k + 3 • T h i s i s P o s s i b l e because 
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N((l)2k+3 + bV2k+2) = N{f>2k+3 + bNV2k+2 

= N^k+3 + b^2k+2 ~ bV2k+l) 

= N(f)2k+3+b<!)2k+2 = { ) ' 

where we used the cocycle condition dev(f> = 0 in the last equality. By Lemma 1.1.2, we 

can take Y2k+3 = ^ ' 0 ^ + 3 + b'¥2k+2^ • The proposition is proved. • 

Definition 1.3.5. A morphism a : C > D of (cochain) complexes is called a 

quasi-isomorphism if it induces an isomorphism of cohomology groups. 

We are now ready to prove that the cohomology of the cyclic bicomplex is canonically 

isomorphic to the cyclic cohomology. 

Let us consider the map i : CC(A) » TotC+(A), i(<b) = (0,0,...,(b), (b € Cn(A), 

defmedby Loday and Quillen [18]. It is easy to see that i is a cochain map. The following 

theorem is proved in [18] using a spectral sequence argument. The proof we give here 

makes no use of spectral sequences, but is much longer. That's the price we have to pay. 

Theorem 1.3.6. The map i is a quasi-isomorphism. 

Proof. Let us prove the surjectivity first. Let (b = ((})Q,...,(j)n) be an n-cocycle in 

Tot ( C + ) . We can consider <b as a cocycle with infinite support. By Proposition 1.3.3 

there exists a cochain with infinite support, \|/ = (Vk)k>0 ' s u c b t n a t ^V - $ • Equating 

the n-cochains in this identity, we have 

NYn + bYn-l=<bn . (1.3.7) 

On the other hand, since <b = ((bo,-)<bn) is a cocycle, we have 
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b<j)n = 0 . (1.3.8) 

It follows from (1.3.7) and (1.3.8) that N\|/n is a cyclic cocycle. Next, we will show that 

i[N\|/n] = [((j)0....,<bn)]. Indeed, it follows from 9\|/ = <b that (<bQ,...,(bn) - (0,...,N\|/n) 

= a(\(/0,...,yn.1),sothat [(<br>..,<bn)]
 = iW m H n ( T o t C + ) . Hence i is 

surjective. 

Next we will prove the injectivity. Let [(bn] e HCn(A) be such that i[(bn] = 0 . This 

means there is a cochain \j/ = (\j/o,...,ij/n_i) in Tot C + such that 3\|f =(0,...,(bn). We 

will use induction to show there exists a cyclic cochain yn_i such that "Yn_i=<|>n *-e> 

[<bn] = 0 . This is quite obvious for n = 0 ,1 . Let us assume the assertion is true for 

n = 0,...,k-l and consider a cyclic cocycle (bk such that 

(0,..,(bk) = a(v0 , . . . ,Yk„1). (1.3.9) 

It follows from (1.3.9) that N\j/k_2 + b\|/k_3 = 0 , so that Nyk_2 is a cyclic cocycle. It 

also follows from (1.3.9) that 

(0,..,N\|rk_2) = d (\|/0,...,\|/k_3). 

By the induction hypothesis there exists a cyclic cochain \|/k_3 such that b\|/k_3 = Ny k . 2 . 

Ut Vk-2 = % 2 ' FT b' *k-3 • W e h a v e N % 2 = NVk.2" F2 N b ' ^k-3 = 

N \ - 2 " k~2 b N ^k-3 = N ^ k - 2 " b ^k-3 = ° * U s i n g ^k-2 i n s t ead o f \-2 ' w e c a n 

reduce (1.3.9) to 

(0,...,(bk) = 3 (0,...,vk_2, \ | /k_i). (1.3.10) 
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This is equiv. 'ent to 

b\|/k_i = <bk, (1-X) \|/k_j - b'\|/k_2 = 0 , N\|fk_2 = 0 . (1.3.11) 

By Lemma 1.1.2, N\|/k_2 = 0 implies there exists Vk-2 s u c n m a t Yk-2 = U-^V'k-2 • 

We claim \[rk_ ̂  = \|/k_i - b\|/'k_2 is a cyclic cochain such that b\|/k_^ = <bk . Indeed, 

(1-X) \fk_! = (1-X) \|/k_! - (1-X) b\|/'k.2 = (1-X) Vk-1" b 'd-?0 V'k-2 = Cl-^) ¥k- l " 

b'i]/k_2 = 0 by (1.3.11). This shows Yk-1 is a cyclic cochain. Finally b\|/k_i =b\}/k_i 

= (bk by (1.3.11). This completes the proof of the injectivity and the proposition. D 

This proposition shows that the cyclic cohomology of an algebra can be defined as the 

cohomology of the cyclic bicomplex of the algebra. One immediate application of this 

approach is an alternative definition of the operator S . In particular, as we will see, the 

existence of C is a consequence of the degree 2 periodicity of the cyclic bicomplex. We 

need some notation first. Given a complex C , let C[2] be the complex obtained by 

shifting C two steps forward: 

C[2]n = Cn"2 . 

There is a degree 2 embedding S of Tot C+(A) into itself 

S : Tot C+(A)[2] * Tot C+(A) 

defined by S ((bQ,...,(bn) = ((bg <bn,0,0). The periodicity of the cyclic bicomplex 

implies that S is a chain map, so that one has the induced maps S : Hn(Tot C+) — * 

Hn+2(Tot Cjj . We have the following diagram 

i 
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S 

Hn(Tot C+) * H n + 2 (Tot C+ ) 

T T 
i i (1.3.12) 

S 
HCn(A) > HC n + 2 (A) 

Proposition 1.3.13. The diagram (1.3.12) anticommutes. 

Proof. Let [(bn] e HC n (A) . Recalling formula (1.2.5) for S , we have iS[<bn] = 

[(0,.. . ,0,0, - L b N ' b ' O and S i [<bJ = [(0,..., 6 , 0, 0 ) ] . We have to show 
n+1 n n n 

(0 ,..., 0 ,0, - L b N ' b ' ( b n ) + (0 ,..., <|>n,0,0) = a\|/ (1.3.14) 

for some (n+1) - cochain y = (V0'-»¥n+l) m Tot C + . Let \|/k = 0 , 0 < k < n - 1 , 

\if = — - A and w t 1 = — - N'b'd) . We claim, with this choice of \y, (1.3.14) Tn n+1 Yn Tn+1 n +l Yri Y 

holds. Indeed, bvn+1 =-L-bN'b'(bn . Also, (1-X)¥j>fl - b> n = -L(l-X)N'b'<bn 

1 1 
b'<b . Using the formula (1-X) N'+ —— N = l , from Lemma 1.1.2, this is 

equal to - L (1 - J - N ) ^ \ ~ b \ = 0 . FinaUy, N ¥ n = ̂ _ N ^ = ^ , since 

(bn is cyclic. Hence (1.3.14) holds and the proposition is proved. • 

The next and last thing we would like to do in this section is a derivation of Connes's 

long exact sequence starting from the cyclic bicomplex. To do this, let X) be the 

bicomplex obtained by replacing all, except the first two, columns of the cyclic bicomplex 

by zero. 
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T T 

c 2 - ^ c 2 — • 0 
T T 

b -b' 
X) C1 - ^ C1 —> 0 

T T 
b -b' 
C° - ^ C° > 0 

The cobar complex of a unital algebra is acyclic. This implies the following. 

Lemma 1.3.15. Let A be a unital algebra. Then the complex Tot X) is quasi-

isomorphic to the Hochschild complex of A. 

Proof. Define a map TC : Tot X) > C(A) by % (<bn^n-l) = ^n • One cnecks 

easily that % is a cochain map. We will show that % is a quasi-isomorphism. To prove 

the surjectivity let [(b] be a Hochschild class and consider the cochain (<j), s(l-X)<b) in 

Tot X) . Using the homotopy formula b's + sb' = 1 from Lemma 1.1.1, and b<b = 0, we 

see that ((b,s(l-X) <b) is a cocycle in Tot X). Since 7t(<j>, s(l-X) <b) = (b , % is surjective. 

Let us prove the injectivity of % . From % [((bn,(bn_i)] = 0 we have (bn = b\|/n.j for 

some cochain \ | / n . j . Let \(/n_2 = s(-<pn_j + (1-X) \(/n.i). Again, using the above 

homotopy formula one checks that 3(\]/n.i, Yn_2) = (<bn, <bn_i) so that, [((bn, <bn.j)| = 0 

in Tot X) . Here d is the total differential of the bicomplex X). The lemma is proved. 

• 

Now consider the short exact sequence of complexes 

0 * Tot C, [2] -^-» Tot C, > Tot X) > 0 . (1.3.16) 
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Using the canonical isomorphisms TC : Hn(Tot X) > Hn(A,A*) and 

j-i . Hn(Tot C+) —> HCn(A) from Lemma 1.3.15 and Proposition 1.3.6 respectively, 

we see that the derived sequence of (1.3.16) is related to Connes' sequence in the following 

way 

n „ s n+2 te n+2 . n+1 w 
» H (Tot C J > H (Tot C.) > H (Tot X) * H (Tot C J —> 

n ^ S n+2 I n+2 ^ B n+1 ̂  
> HC (A) —> HC (A) —> H (AA*) * HC (A) —> 

By Lemma 1.3.13 the squares involving S anticommute. This shows that the canonical 

shift S in the periodic bicomplex induces the (negative of) S-operation. It is easy to see 

that the squares involving I commute. Finally note that the squares involving B also 

commute. Indeed, given a Hochschild cocycle (b, we can represent it in H*(Tot X) by 

(s(l-X) <b,<b;. The connecting homomorphism in (1.3.16) sends this cocycle to 

(0,...,Ns(l-X) 0,0,0) in H*(Tot C + ) . This of course shows that the square commutes 

i.e. the connecting homomorphism in the first exact sequence is induced by B . 

1.4. The (b,B) Bicomplex 

We will continue our introduction to cyclic cohomology in this section by first proving 

a fundamental lemma of Connes in [3] which shows that the b cohomology of the complex 

ker B/Im B is 0 . Then we introduce the (b,B) bicomplex of an algebra, first defined by 

Connes in [3], and prove that its cohomology with infinite support is trivial. We prove that 

the cohomology of the (b,B) bicomplex in the first quadrant is canonically isomorphic to 

the cyclic cohomology of the algebra. This naturally leads to a third definition of the cyclic 

cohomology in terms of the (b,B) bicomplex and hence a definition of the S-operation and 
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a proof of the Connes's long exact sequence in this setting. Finally we will study a map 

between the cyclic and (b,B) bicomplexes defined by Loday and Quillen [18] and using 

only elementary methdos show that it is a quasi-isomorphism. Throughout this section all 

algebras are unital (and over a field of characteristic zero) unless stated otherwise. 

Let A be an algebra. Let us recall the two differentials b:Cn(A) * Cn+l(A) and 

B : Cn(A) > Cn"l(A), introduced earlier in this chapter. Since B = Ns(l-X) we have 

Im B C Ker(l-X). The following lemma shows that indeed the equality holds. 

Lemma 1.4.1. We have Im B = Ker(l-X). 

Proof. (Connes [3], part II, Lemma 31). We only have to show Ker(l-X) C Im B. 

Lee (b e CCn(A) be a cyclic cochain, choose a linear functional <j>o on A with <b()( 1) = 

1, and let 

\|/(a° ,..., an+1) = (b0(a°) §(a.1 ,...,an+l) 

+ (-l)n <K(a° - <b0(a
0)l), a1,...^11) (b0(an+1). 

One has \j/(l,a°,...,an) =(t(a° an) and 

V(a0,..., a11,1) = <b0(a°) ty(a.l,...,a.n, 1) + H ) n <b(a0,..., an) 

+ (-l)n+1<b0(a°)<b(l,a1,..,an) 

= (-l)n0(a°,... ,an). 

Thus B 0 y = 2(b and (b e Im B . • 

The next lemma that we would like to prove is the fundamental lemma of part II of [31. 

Together with another lemma, it forms tlie basic technical tool upon which the proof of the 

long exact sequence and the (b,B) bicomplex approach to the cyclic cohomology in [3] 
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rests. Since we have already established the long exact sequence in section 1.2. We will 

need this result only to link the cyclic complex with the (b,B) bicomplex. As for the 

proof, we note that the proof given in [3] is indirect and is based on another technical 

lemma. The proof presented here is straightforward and is motivated by the proof of 

Lemma 6 in [4]. To start, note that from the relation bB + Bb = 0 in Lemma 1.2.17 it 

follows that b descends to a differential (of degree -1) on the graded vector space Ker 

B/ImB. 

Lemma 1.4.2. (Fundamental lemma of [3], part II). The b cohomology of the 

complex KerB/ImB is trivial. 

Proof. Let [<bm] be a cocycle in Ker B/Im B . From B(bm = NBg<bm = 0 , using 

Lemma 1.1.2, it follows that there is a cochain Ym-1»not necessarily in Ker B , such that 

(l-X)\j/m_j = BQ(bm . Let us show that b\i/m_j - (bm e Im B . In view of Lemma 1.4.1 

this is equivalent to cyclicity of b\|rm_i - (bm. Using the formula Bgb + b'Bfj = 1-X from 

section two, we have 

(l-X)(b\|/m.r(bm) = (1-X) b ^ . x - BDb(bm - b'B0(bm. 

Since [<bm] is a cocycle in Ker B/Im B , we have b(bm e Im B and hence Bob<bm = 0 , 

so that the above cochain is equal to 

= ( l - X ) b ¥ m . i - b ' ( l ^ ) ¥ m - l = 0 . 

Next, let us show that with this choice of ym„\ we have b'BrjYm-l = 0 • Indeed 

b'B0Vm-l =b ' s(l-^)Vm-l 

= (l-sb')(l-X)\|/m.1 

= (l-X)\|/m.1-s(l-X)b4fm.1 
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= B0(bm - B0((bm + <b) , (b e Im B 

= 0 . 

Now, sine* b'BQ\|/m_i = 0 , we can conclude, using Lemma 1.1.1. that there is a cochain 

Vm-3 s u c b m a t B0¥m-1 = bVm-3 • The c o c b a m N\j/m_3 is cyclic and hence by Lemma 

1.4.1 there is a cochain \|/m_2 such that Bym_2 = N\|/m_3 . Let us show Ym_i + 

b V m - 2 e K e r B : 

B(Vm- i + bVm-2) = NBo^m-l + B bYm-2 

= NbVm .3 + Bb\|fm.2 

= b N v m . 3 - b B V m . 2 

= b ( N V m . 3 - B V m . 2 ) 

= b(0) = 0 . 

It follows that the cochain Ym-1 + bVm-2 represents a class in Ker B/Im B . We 

have 

MVm-1 + b¥m-2l = WVm-l] = [b¥m-l] = [ V 

where we have used the fact that b\|/m_i - (bm e l m B , established at the beginning of the 

proof. We have shown that every cocycle in Ker B/Im B is a coboundary. The lemma is 

proved. • 

Corollary 1.4.3. Let (be CCn(A) and <b = b\|/ where B\|/ = 0 . Then [<b] = 0 in 

HCn(A). 

Proof. From Lemma 1.4.1 we have b\|/1 Im B . It follows that \|/ is a cocycle in 

Ker B/Im B so that by Lemma 1.4.2 there exists \|/ such that \j/ - b V e Im B . We have 

(b = by e b(Im B) hence [(j)] = 0 in HCn(A). D 
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There is an equivalent formulation of Lemma 1.4.2 which is also useful for our 

purposes in this section. Consider the exact sequence of complexes 

0 » Im B » Ker B > Ker B/Im B > 0 . 

By Lemma 1.4.1 ImB is the cyclic complex CC(A) so the derived long exact sequence is 

of the form 

* HCn(A) > Hn(kerB) > Hn(kerB/ImB) > HCn+1(A) > . 

By Lemma 1.4.2 Hn(ker B/Im B) = 0 for all n . Hence we have the following: 

Corollary 1.4.4. The obvious map from HCn(A) to ker B fl ker b/b(ker B) is 

bijective. • 

Definition 1.4.5. The (b,B) bicomplex of a unital algebra A is the following double 

cochain complex. 

T 

C° - ^ C1 > 
T T 

B B 

P(A) C0ji-> C 1 J j -^ C2 > 
T t T 

B B B 

C 0JL_> cl_h_. C 2 J L ^ c 3 > 

T T T T 

More precisely, fj(A) = ( pP.q, b, B) where pP'Q = CP-q, and b : pPfl > pP+1»q, 

B : (3P'C1 * pP'cl+l , for all (p,q) e 2 , are the horizontal and vertical differentials. 
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Note that pP>3 = {0} if p-q < 0 . 

Remark. In [3], Connes defined the (b,B) bicomplex in the same way as above except 

that instead of the differentials b , B , he considers certain scalar multiples of them. This is 

to make sure that the S-operation as defined from the (b,B) bicomplex be exactly equal to 

the S defined in [3], using the theory of cycles. We will see that if we use the above 

definition of (b,B) bicomplex, the resulting 5-operation coincides (up to a sign) with our 

original definition in section 1.2. 

The following proposition is a consequence of Lemma 1.4.2. 

Proposition 1.4.6. The cohomology with infinite support of P(A) is zero. 

Proof. We will prove the even case. Let (b = {<b2nln>0 ' ^ = ^ ' b e a n e v e n 

cocycle. Let us find a cochain V={V2n+l^n>0 s u chthat 3\|/ = (b,i.e. 

b¥2n-1 + BY2n+1 = ^ n ' n ~ ° • (XA1) 

By Lemma 1.4.1, there is a cochain \f\ such that B\)/̂  = <J>Q . Assume there are cochains 

^2n+l , 0 < n < k , satisfying (1.4.7) for 0 < n < k . We can then find Y2k+1 a n d 

\ | /2 k +3 such that \f\,\'i,..., V2k+l'V2k+3 satisfy (1.4.7) for 0 < n < k + l . Note 

that this finishes the proof since we can repeat this argument to find a sequence 

^f~ {V2n+l^n>0 which satisfies (1.4.7) for all n . Now, to find V2k+1 a n d xl;2k+3 > 

consider the cochain (b2 k + 2 - b\|/2k+i • We have 

B((!)2k+2' bY2k+l) = B ( hk+2 + b BY2k+l = B<f>2k+2 + b(b2k = ° > a n d 

b(<t)2k+2" b^2k+l) = b(f)2k+2 = "B<l>2k+3 e I m B -

k^nce (b 2 k + 2 - b\ | /2 k + i represents a cocycle in ker B/Im B . It follows from Lemma 

1.4.2 that there are Y2k+1 Pai^ Y2k+3 s u chthat 

BV'2k+l = 0 a n d (<t>2k+2 " b¥2k+l) bV'2k+l = B^2k+3 • ^.4.8) 
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Let Y2k+1 = V2k+1 +V2k+1 • F r o m < 1 A 8 ) ' w e s e e t h a t tVl- Y3 >-, V2k+1» 

\j/2k+3] satisfy (1.4.7) for 0 < n < k + l , as we wanted. • 

The (b,B) bicomplex is most useful when we study the periodic cyclic cohomology 

or entire cyclic cohomology of algebras. For the purpose of cyclic cohomology itself, the 

part of the (b,B) bicomplex which is in the first quadrant is more relevant. We denote this 

bicomplex by P+(A). 

T 
B 

C° -b-^ C1 -*>-> 
T T 

B B 

p+(A) C° -&-> C1 -k-» C2 - ^ 

Next we would like to show that the cohomology of P+(A) is canonically isomorphic 

to the cyclic cohomology of A . To do this, consider the chain map j : CC(A) > 

Totp+(A) defined by 

j((bn) = (0,...,(bn) , (bneCCn(A). 

The following proposition should be compared with Proposition 1.3.6. 

Proposition 1.4.9. The map j is a quasi-isomorphism. 

Proof. Let us prove the injectivity first. Let [(b2n] e HC2n(A). j[(b2n] = 0 

means there exists a cochain \j/ - (\\f\,..., Y2n-l) e T o t P+(A) such that 

3(¥l.-.,¥2n-l) = (°'-'<l)2n) • (1-4.10) 

From this we have b\|/2n-l = $2n • B ^ Corollary 1.4.3, if B\|/2n_i = 0 then [<j>2n] = 0 
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in HC2n(A) and we are done. Let us show that there is a cochain \j/ = (\|/j,..M\|/2n_i) 

with B\j/2n_i = 0 which satisfies (1.4.10). Indeed, it follows from (1.4.10) that B\t/i = 0 

and bxj/j e Im B so that by Lemma 1.4.2 there are cochains 0Q , 02 such that \|/j - b9() 

= B02 . Now let Y3 = \|/3 + b02 . We have b y% = by 3 and B xj^ = B\\r$ + Bb02 = 

-b\|/^ + byj = 0 and hence \|/=(0, Y3> Y5>---> Y2n-l) satisfies (1.4.10). By repeating 

this argument we find a cochain of the fomi \|/ = (0, 0,..., 0, Y2n-l) satisfying (1.4.10). 

This proves the injectivity of j . The proof of the surjectivity follows a similar pattern as 

proof of Proposition 1.3.6. Let <b = ((bg, <b2,—, <t>2n) be a cocycle in Tot P+(A). From 

Proposition 1.4.6 we have (b = ch|/ where Y = (V2k+l)k>0 and we consider <b as a 

cocycle of infinite support. From b\}T2n+j + B\j/2n+3 = 0 we have b(B\)/2n+j) = 

-B(b\i/2n+i) = "B r2n+3 = 0 . It follows from Corollary 1.4.4 that Bv|/2n+j represents 

a cyclic cocycle. In other words, there is a cyclic cocycle (b2n such that By2 n +^ - <})2n 

= b\|/'2n_1 where B\|/*2n_i = 0. L e t Y2n-1 = Y2n-1 + Y2n-1- We have by 2 n- l = 

b¥2n-l + b¥'2n-l = b^2n-l + B ¥2n+1" fen = fen " fen a n d B V2n-1 = B^2n-1 + 

B ¥ '2n- l = B V2n- l • It follows from (b = 3\|/ that (<b0, <|>2,..., <b2n" fen) = 9(Vl»-. 

V2n-3> Y2n-l) s o t h a t Jtfej = K^O' fe'-' fen)!» a n d h e n c e t h e surjectivity of j is 

proved. D 

This proposition shows that the cyclic cohomology of a unital algebra A can be 

defined as the (total) cohomology of the bicomplex P+(A). Parallel to our discussion in 

section 1.3 we will now proceed to define the S-operator in terms of the bicomplex P+(A). 

First we need to find a new formula for S. Let <b s CCn"l(A) beacyclic(n-l)-cocycle. 

1 1 
In section 1.2, formula (1.2.5), we defined S(b=b(- N'bVb). Let \i/ = - N'b'<b . 

n n 

Then 
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B\I/ = INS(1-A.) N'b'tb 
n 

4N s [ 1-^rN l b '» 
4Nsb'*-*si)NsNb'*-

Since NsNb'<b = NsbN(b = 0 for any cyclic cocycle (b , we have 

B\|r = lNsb'<b = iN(l-b 's)<b=<b-ibNs <b=(b + bB0 
n n n 

for some cochain 0 . Now let \\r = \|f + b0 . We then have 

B v = By + Bb0 = B\|/ - bB0 = <b . 

We can summarize the above calculation as follows: given any cyclic (n-l)-cocycle (b 

there is an n-cochain \(/ such that 

b\j/ = S<b and B\j/ = <b . (1.4.11) 

From the picture of P+(A) it is clear that the canonical degree 2 shift 

S : Tot p+[2] > Tot P+ 

is a cochain map and hence induces a map 

S : Hn"l(Tot p+) * Hn+!(Tot p+) . 

Using formula (1.4.11) we can easily show that S is the negative of the S-operation. 

Consider the diagram 
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n-1 „ <T n+1 
H (T0tP+) * —-» H (T0tP+) 

T T 
j j 

HC^CA) S —> HCn+1(A) 

where j is the isomorphism in Proposition 1.4.9. 

Lemma 1.4.12. The above diagram anticommutes. 

Proof. Let [(b] e HO1" 1(A). We have 

(Sj+jS)[(b] = [(0,...,0,(b,S(b)] . 

Let \|r be the cochain in formula (1.4.11). We have (0,..., (b, S<b) = 9(0,..., 0, \\r) so 

that [(0,..., 0, (J), S(b)] = 0 and hence the diagram anticommutes. • 

Remark 1. From the picture of p+(A) it is clear that the Hochschild complex of A , 

C(A), and Tot P+ fit into a short exact sequence 

S 
0 —> Tot p+[2] —» Tot p+ —» C(A) —> 0 

whose long exact sequence is the Connes long exact sequence (1.2.16) with the sign of S 

changed. Since the argument is similar to the one in section 1.3, we leave the details to the 

reader. 

Remark 2. Formula (1.4.11) can be used to prove the formula S = bB'l due to Connes 

([3] , part II, page 121). We follow Connes's presentation: given (b e CCn"l(A), a 

cyclic cocycle, we can write <b = B\|/ for some M/. This uniquely defines b\|/ e ker b D 

ker B/b(ker B) and hence an element of HCn+l(A), using the isomorphism in Corollary 
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1.4.4. Now, to see that this is equal to S[<b], we can choose \}/ = y as in formula 

(1.4.11). 

Finally, we want to study a map from Tot C+(A) to Tot p+(A). In [18], Loday and 

Quillen define (the dual of) a map I : Tot C + > Tot p + by I(<b)2j = <t>2i + Nsfei+1 i f 

<b = ((b0,..., <b2n). and K ^ i + l = fei+1 + Nsfei+2 i f <t> = (<l>o-- fen+l) • U s i n § 

the basic formulas of section 1.1 it is easy to see that I is a chain map. The following 

proposition is proved in [18] using a spectral sequence argument. Our proof is elementary 

and is based on two key results in sections 1.3 and 1.4. 

Proposition 1.4.13. The map I is a quasi-isomorphism. 

Proof. Consider the maps 

CC(A) -^-» Tot C + (A) » Tot P+(A) . 

Here i : CC(A) —> Tot C+(A) is the quasi-isomorphism in Proposition 1.3.6. 

Inspecting the definition of I above shows that I°i is the quasi- isomorphism in 

Proposition 1.4.9. Since i is a quasi-isomorphism, it follows that I is a 

quasi-isomorphism too. D 

1.5. The Periodic Cyclic Cohomology and Beyond 

In section 1.2 we defined the S-operator, also called the periodicity operator, on cyclic 

cohomology groups. In [3] Connes defines a pairing between cyclic cohomology and 

K-theory of an algebra and shows that this pairing is invariant under the action of S . This, 
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and other facts e.g. the calculation of de Rham homology of a manifold in terms of cyclic 

cohomology of algebra of smooth functions on the manifold ([3], Theorem 46), shows that 

as far as K-theory, index theory and in general topology/geometry are concerned the 

relevant groups are direct limits of cyclic cohomology groups under S . In this section we 

show that this periodic theory is most naturally defined in terms of either the (b,B) or the 

cyclic bicomplex and set the ground for the next stage in the development of this theory, 

namely entire cyclic cohomology. 

Definition 1.5.1. The periodic cyclic cohomology of an algebra A is the inductive 

limit of the system (HC*(A),S). 

We denote the periodic cyclic cohomology of A by HCper(A). Since S is of 

degree 2, this group has a natural Z/2 gradhg: 

ev L 2n odd 2n+l 
HC (A)=lim HC (A) and HC r(A) = lim HC (A) . 

S S 

As we saw in Sections 1.3 and 1.4, cyclic cohomology can be defined as the 

cohomology of the bicomplex C + or the bicomplex p + . The identification of the 

S-operator as the degree 2 shift in either of these two bicomplexes leads to the following 

two propositions. 

Proposition 1.5.2. The periodic cyclic cohomology of an algebra A is canonically 

isomorphic to the cohomology of its periodic bicomplex C(A). 

Proof. This is a consequence of Propositions 1.3.6 and 1.3.13. Let us define a 

ev ev 
map i : HC (A) —> H (Tot C) by sending a periodic class represented by, say, 

JJCl 

k* 
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[$2n]e HC2n(A) to (0,...,(b2n,0,0,...). By Proposition 1.3.13 i is well defined and by 

1.3.6 i is an isomorphism. There is a similar map between odd groups which is similarly 

proved to be an isomorphism. • 

Similarly we have: 

Proposition 1.5.3. The periodic cyclic cohomology of a unital algebra A is 

canonically isomorphic to the cohomology of its (b,B) bicomplex p(A). • 

The quasi-isomorphism I: Tot C+(A) > Tot P+(A) defined in Section 1.4 

naturally extends to a map I : Tot C(A) > Tot P(A). Now, this new I is a 

quasi-isomorphism too. Indeed, using Propositions 1.5.2 and 1.5.3 above, the method of 

proof of Proposition 1.4.13 extends to show that the above map I is a quasi-isomorphism. 

We record this in 

Proposition 1.5.4. There is a canonical quasi-isomorphism I: Tot C(A) > 

Tot p(A). • 

According to Proposition 1.4.6 the cohomology with infinite support of the (b,B) 

bicomplex of any algebra is trivial: given any, say even, cocyclce (b = (<}>2n)n>0 >one c a n 

always solve the equations 

(b=d\|/ (1.5.5) 

to find a cochain \|/ = (Y2n+l)n>0 t n a t bounds it. The basic observation in [4] is that if 

A is a normed algebra and we consider only those cochains (b = ((bm) for which the 

growth of ll(bmll is restricted, then in general we cannot solve (1.5.5) to obtain a \|/ which 
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satisfies the same growth conditions. Moreover, in this way one obtains a reasonable 

theory based on cochains with infinite length. Now, Proposition 1.5.3 shows that such a 

theory is of the type of periodic cyclic cohomology. We will study this theory, called entire 

cyclic cohomology, in detail in the next chapters. 

We will end this section with a simple example which nicely illustrates tlie effect of 

growth conditions in the context of de Rham cohomology of non compact manifolds. We 

consider three different de Rham complexes for the real line (R and show that the 

dimension of their cohomology groups (in dimension one) is zero, one and uncountable! 

The first complex that we consider is the standard de Rham complex of IR 

0 > Q°(R) - ^ Q!(!R) >0 . 

Here O^iR) is th space of smooth i-forms on IR . As is well known the cohomology of 

this complex in dimension one is trivial: given any 1-form w = f dx on [R , define the 

x 

smooth function g(x) = J f(t) dt, then g e Q. (IR) and dg = w . 
0 

Next, let us consider the de Rham complex of !R with compact support 

0 —> 0PC (IR) - ^ Q ^ (IR) —> 0 

where Q^c (IR) is the space of smooth i-forms on IR with compact support. Again it is 

well-known and easy to see that w e Q.' (IR) is exact if and only if J w = 0 and in fact 

IR 

the map [w] •-» [w defines an isomorphism from H (IR) to IR .where H „(IR) = 
J C O 

IR 

Q l c (\R)/dQPc (IR) is the de Rham cohomology group of IR , in dimension one, with 
compact support. 
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The last complex that we consider is the so-called bounded de Rham complex defined 

by Roe (see [21], Section 3). Let M be a Riemannian manifold. Let O ^ M ) be the 

Banach space completion of the space of smooth i-forms which have finite p-norm, where 

llwllp = sup{llw(x)ll + lldw(x)ll; x € M] . 

Here the norms inside the bracket are induced from the inner products on the tangent 

spaces. The exterior derivative extends to Q*g(M) and we obtain the bounded de Rham 

complex 

0 —* Q°p(M) - ^ fi!p(M) -*-> .... - ^ Qnp(M) —> 0 

where n = dim M . 

Definition 1.5.6. ([21], Section 3). The p-cohomology groups of a Riemannian 

manifold M are defined to be the groups 

HP(M) = ker(d:f lP » Qp+l) / [closure of Im(d : fiP"1 > Q P )] . 
P P P P P 

Note the difference with the usual definition of cohomology groups: instead of 

dividing by exact forms one divides by the closure of exact forms. As a result of this the 

corresponding cohomology groups are Banach spaces in their own, right. 

Now, let us consider the special case of M = IR . The following is our main lemma in 

finding dim H* R (IR) (I am indebted to I. Putnam for discussions which led me to this 

useful lemma). By II11^ we mean the usual sup-norm. 

Lemma 1.5.7. Let f be a bounded function on IR and let A be a positive real number. 

Assume for every integer n there is an interval In of length n such that either f(x)>A 
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for x s UIn or f(x)<-A for x e U I n . Then llf-g'H^A for all bounded 

differentiable functions g on IR . 

Proof. Assume f(x) > A for x e U In . Let e > 0 be given and let g be a 

bounded differentiable function on IR . We claim there is a point XQ e U In such that 

g'(xQ) < e . Indeed, if this is not the case, letting In = [an, an+n], we can write 

a +n n 

g(an+n) - g(an) = J g'(t) dt> e-n for all n . 
an 

That is g(an+n)>g(an) + en>-llgll00 + n«e for all n . This obviously contradicts the 

boundedness of g . Now, for such a point XQ we have llf-g'lloo > If(xQ) - g'(xQ)l > A - e . 

Since e is arbitrary we have llf-g'lloo > A as claimed. There is a similar proof for the case 

where f(x) < -A for x e U In . • 

Corollary 1.5.8. Let w = fdx be a smooth 1-form on IR such that f satisfies the 

conditions of the above lemma. Then w represents a non-trivial cohomology class in 

Hlp(IR). 

Proof. By the above lemma, we have llw-dgllp, = llf-g'lloo ^ X for all g e oPa(IR) 

fl C°°(IR). This shows that w cannot be approximated by exact forms and hence 

represents a nontrivial class in H1 R (IR). • 

Next, we utilize this corollary to prove that HIR (IR) is infinite dimensional. Fix an 

integer N > 3 . For each integer k > l divide the interval [N ,N^+1] into N closed 

subintervals of equal length E^j ,..., Ekjsj. For each i , i < i <, N , choose a bounded 

smooth function f± such that fj(x) = 0 for x e EK , j * i , k > 1 and f}(x) = 1 on a 

subinteral l \ of E ^ , k = 1,2,.... We claim that the differential forms Wj = fj dx, 

1 L < i < N , represent linearly independent elements in HXR (IR). Indeed, for a sequence 
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N 
of real numbers X-, ,..., A*T where A. * 0 for some j , the 1-form V A-w- satisfies the 

I N j J • i l l J i=l 

conditions of the Corollary 1.5.8 with A = lA;l and In = I n j , and hence represent a 

nontrivial class in HIR (IR). Since the integer N in the above argument is arbitrary, we 

have, in effect, shown that the (vector space) dimension of H I R (IR) is infinite. 

Now, as mentioned before, the bounded cohomology groups H^R (M) are Banach 

spaces. A simple application of Baire category theorem shows that the (vector space) 

dimension of an infinite dimensional Banach space is uncountable. This fact combined with 

the above paragraph shows that H I R ( I R ) has uncountable dimension. We summarize 

these results in: 

Proposition 1.5.9. The (vector space) dimension of the bounded cohomology group 

H I R ( I R ) is uncountable. • 

Note that this is in sharp contrast with the first two cases where the cohomology 

groups were either trivial or 1-dimensional. 



Chapter 2 

2.1. Definition of Entire Cyclic Cohomology 

In this section we give the original definition of the entire cyclic cohomology due to 

Connes and elaborate an instructive example from [4]. In the last part a trace map is studied 

which plays an important role for many things to come. 

Let A be a unital Banach algebra over C . Instead of arbitrary multilinear functionals 

on A , we will work only with continuous ones in this chapter. So, for any non-negative 

integer n , let Cn = Cn(A) be the space of continuous (n+l)-linear forms on A. For 

n < 0 we set Cn = {0} , as usual. The Banach space norm on each Cn is defined by 

lkbll = sup{kb(a°,...,an)l;llaill<l} . (2.1.1) 

All of the operators that we defined in Chapter 1, in particular b and B , send a 

continuous cochain to a continuous one, and are actually bounded. We have the following 

easy estimates for the norms of some of these operators. 

Lemma 2.1.2. For (bn in Cn we have: llb(bnll < (n+2) \%\\, ll(l-A) (bnll < 2H<bnll, 

lls(bnll < \%\\ , IINV < (n+1) lkbnll and \\b%\\ < (n+l)ll(bnll. 

Proof. Obvious. • 

Since B = Ns(l-A), from the last three inequalities we have 

IIB(bnll < 2nlkbnll . (2.1.3) 

Everything we did in Chapter 1 naturally carries over to the category of Banach 

algebras provided everywhere we use continuous cochains instead of arbitrary ones. 

Therefore, for a Banach algebra one can define continuous Hochschild, bar and cyclic 

complexes and continuous Hochschild and cyclic cohomology groups. In particular there is 

a (b,B) bicomplex P = P(A) = (pn'm,b,B) defined for any unital Banach algebra A , 

where pn>m = Cn"m(A) for all n , m in 2 . By Proposition 1.5.3 in Chapter 1, the 

47 
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cohomology of the bicomplex p(A) is isomorphic to the continuous periodic cyclic 

cohomology of A . On the other extreme, Proposition 1.4.6 shows that the cohomology of 

the complex of cochains in P(A), with infinite support, is zero. The basic observation of 

[4] is that if we control the growth of ll<bmll in a cochain ((|>2n)n>0 o r (fen+l)n>0 OI" 

the (b,B) bicomplex then v/e get a nontrivial cohomology theory of deRham type for 

Banach algebras, i.e. of the type of cyclic cohomology theory. Let Ce v = {(§2ri)n>Q ' 

fen 6 c 2 n ) a n d c ° d d = {(<b2n+i)n>o ; fen+1 e C2n+1} be the spaces of even and 

odd cochains with infinite support in P(A) and let d = b+B be the boundary operator 

which maps Cev to C o d d and Co d d to Cev . We shall use the following growth 

condition: 

Definition 2.1.4. (Connes [4]). An even (resp. odd) cochain (<l>2n)n>0 (resP-

(fen+1 )n>0) is called enn're iff the radius of convergence of the power series 

V (2n) ! iu ,i n < V ( 2 n + 1 ) ! i.* i, n , • • - .. 
2, __||{j) Hz (resp. 2J ~—,— % _ , , II z ) is infinite. 
n>0 n! / n n>0 n ! / n + i 

The space of even (resp. odd) entire cochains will be denoted by Ce
ev(resp. 

CE
odd). 

Lemma 2.1.5. If <b is an even (or odd) entire cochain, then so is 9<b = (b+B) (b. 

Proof. Let 9cb = \|/. We have \|/m = b(bm. i + B(bm+i hence by Lemma 2.1.2 and 

fonnula (2.1.3), ll\|/mll < (m+1) ll<bm.ill + 2(m+l) H(j>m+i II. This shows that \)/ is entire 

if <b is. D 
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The above lemma shows that we have a periodic complex of entire cochains for an_\ 

Banach algebra A: 

> CF
e v -2-» C P

o d d -*-* CP
ev > . (2.1.6) 

Definition 2.1.7. Let A be a unital Banach algebra. The entire cyclic cohomology of 

A is the cohomology of the above periodic complex of entire cochains. 

We will use H£
ev(A) and H£

odd(A) to denote the even and odd entire cyclic 

cohomology groups of A . A finite cochain, (<i>m)m>0 > ^m = 0 for m large enough, is 

obviously an entire cochain. This implies (using proposition 1.5.3) that there is an obvious 

map from (continuous) periodic cyclic cohomology groups HC Der(A) to H*£(A), 

* = even or odd. 

As an example we calculate the entire cyclic cohomology groups, H£
ev and H £

d , 

for the simplest Banach algebra i.e. A = (D . As we will see this example is instructive in 

many ways. First note that an (m+l)-linear functional on C is of the form 

(bm(a ,...,am) = A J J ^ ... am , where Xm = (bm(l,...,l) and li(bmll = lAml. A simple 

calculation then shows that 

bfem = Bfem = 0 . (b(b2m+i)(a0,..,a2m+2) = ^ m + i a 0 . . . a 2 m + 2 

and finally 

(B^2m+i)(a°,...,a2m) = 2(2m+l) A 2 m + 1 a°...a2m . 

Let E be the space of entire functions on the complex plane. We have the obvious (vector 

space) isomorphisms C£
ev(C) = E , where a sequence (A2n)n>Q is sent to the entire 
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function £ "^T~^2nZ ' a n d C£ ( C ) ~ E , where ^2n+Pn>0 i s m a PP e d t 0 

(2n+l)! 
Y - — _ - A~ ,. Z . From the calculation of b and B in above, we have 3(C ) = 0 
^ n n! 2n+l e 

d[ E a Z =2(Z+1) X anZ for an odd cochain Y. aZ in E. 
U > 0 n I ln>0 n j rt>0 n 

n>0 

and 

We, therefore, have an isomorphism of complexes 

-» Q e v(C) - ^ Ceodd(C) -*-* Ccev(C) 

E -Q_> E -22fcll* E (2.1.8) 

Some elementary analytic function theory reveals that 

ImO: C£
o d d > C£

e v)« {feE; f = 2(z+l)g, geE) = {feE ; f(-l) = 0} 

ker@ : C£
o d d —> C£

e v)« {feE ; 2(z+l)f = 0} = {0}. 

Based on this we have 

odd ev 
o d d KerO:C - C ) {Q} 

H e ( C ) =
 a ev odd = W = ( 0 ) 

Im(3: C - C ) l 

e e 

ev odd 
ev K e r < 3 : C

e - C ) E 

H (C)= = -
e ^ ; .. _.odd ev {fe E; f(-l) = 0} 

« C 
Im(8:C C e » 

where the last isomorphism is defined by evaluation at -1 : [f] > f(-l). We have 

proved the following proposition in [4], 

Proposition 2.1.9. We have H°dd((C) = {0} and H£
ev(C) = C with isomorphism 
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given by o ^ ) ^ ) = X (-1)° ^ <b2n(l,...,l) . D 

It is quite instructive to calculate the periodic cyclic cohomology of C along the same 

lines. Indeed, all we have to do is to replace the complex of entire cochains C£ (C) by the 

complex of finite cochains Cf (C) ,* = even or odd and to replace the space of entire 

functions E by the space of polynomials in one variable, P . The isomorphism (2.1.8) 

should then be replaced by n 

> Cf
ev(C) - ^ C f

odd(C) -2-* Cf
ev(C) > 

> p _Q_> p 2(z+l) > p > 

odd ev 
and we obtain HC (C) = 0 and HC (C) = C, We note that, in this example, the per per 

ev ev 
natural map HC —> H is an isomorphism. That is so because the cocycle z 

ev 
which is a generator of HC ((C) is mapped to z which is also a generator of 

UC1 

H£
ev((D). 

Finally, we should remark that the space of even (or odd) cochains wiih infinite 

support in p(C) is naturally isomorphic to the space, F, of formal power scries in one 

variable. The isomorphism (2.1.8) is then of the form 

* Cev(C) - a-» Codd(C) -a-> Cev(C) > 

> p JL^ p 2(z+l) p > 

Now, (1+z) is invertible in F so, unlike the other two cases, the cohomology of the 

above complex is trivial in both even and odd degrees. This is of course a very special case 
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of Proposition 1.4.6 which is true for any algebra. What we have done is to trace this back 

to a fact about formal power series. Similarly, the "reason" for a nontrivial cohomology in 

the first two cases is the non-invertibility of (1+z) in E or P . 

For q a positive integer and A any algebra, let Mq(A) = Mq(C) ® A be the algebra 

of qxq matrices over A. There is an important trace map Tr : Cn(A) > Cn(Mq(A)) 

defined by Tr (b = (b^, where 

(b^u0 ® a°,...4in <S> a11) = tr(p:°...p:n) <b(a°,...,an) . (2.1.10) 

Here tr: Mq(C) » C is the usual trace of matrices. As an example, let (j) e C^(A) be 

a linear form on A. Then (b̂  is the linear form on Mq(A) given by 

q 
q V XJ 

<b ((a--))= ZJ <Ka-;) • Indeed, letting e e M ((C) be the elementary matrices, we have 
y i = 1 n q 

(bVjj)) = (bq(X e1J <8> ay j = £ tr(elj) fta^ = X ( j^) . 

The following lemma shows that Tr is a chain map in a very strong sense of the word. 

Lemma 2.1.11. We have b°Tr = Trob, A°Tr = Tr<>A and s°Tr = Tr«s. 

Proof. This is a consequence of trace property of tr. We prove only the first 

relation, since the proof of the rest is quite similar. Let (be Cn . We have 

b(Tr (b)(|i° ® a0 ,..., p.n + 1 ® an+1) = 

V , j q 0 0 j j j+1 j+1 n+1 n+1 
2 , (-1) «l> (M- ® a - - . P- ® a • |I ® aJ ,..., u. ® a ) + 
j=0 

(-l)n + 1 ( b % n + 1 ® an + 1 • \i° ® a0 ,..., \in ® an) 
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n 
Z O n+1 j 0 j j+1 n+1 

tr(|i ,..., u. ) (-1) (b(a ,..., a a ,..., a ) + 
j=0 

(-l)n + 1 tr(|in+1 p:0 ,..., p.n) <b(an+1 a0 ,..., an) 

= tr(|i°,..., | in + 1) (tx|>) (a0,..., an+1) 

= Tr(b<b) (|i° ® a0 ,..., | i n + 1 ® a n + 1 ) . 

This proves the equality of both sides as applied to elementary tensors. By multilinearitv 

we have the equality. • 

It follows from this lemma that N°Tr = Tr°N and consequently B °Tr = Tr^B . 

Hence we have the following 

Corollary 2.1.12. The map Tr : P(A) > p(Mq(A)) is a map of bicomplexes. 

• 

Next, for A a Banach algebra, let us define a Banach algebra norm on Mq(A; by 

q 
defining ll(a..)ll= 2J l'a--ll for any qxq matrix (a..). This is a convenient norm to work 

y i ) j = 1 y y 

with and is equivalent to other standard norms on Mq(A). We should mention that the 

concept of an entire cochain on a Banach algebra depends only on the equivalence class of 

the norm we are using (recall: 11*11, II • II' are equivalent if there are constants C and C 

such that 11*11 < CII'll' < C'll*ll) hence the choice of a norm for ML(A), as long as it is 

equivalent to the above one, is a matter of convenience. 

Lemma 2.1.13. We have 11(̂ 11 < Ikbll for all <$> e Cn . 
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Proof. We prove this only for n = 1 . The general case is completely similar, we 

have, with e1-) denoting the elementary matrices 

^ ( ( a y 0 ) , (ay1))! = 1(^(1 ey x a i j° , 1 ek* x a U
J ) l = 

11trfeij . e k ^ ) ^ j 0 ^ 1 ) ! ^IX<t>(aij°, a k ^ ) l * 

114)11 X Ha^ll Ilaj^1!! = Ikbll (S Ha^ll) ( 2 Ha^H) = 

Ikbll IKa^-0)!!!!^1)" • • 

It follows that if (b = (<t>2n)n>0 (resP- ^ = (<l)2n+l)n>0) i s a n e v e n (resP- o d d ) e r m r e 

cochain then the cochain (t>q = (<bq2n)n>0 (resP- ^ = (^2n+l)n>0) o n Mq(A) i s a l s o 

entire. This fact combined with the previous corollary proves the following 

Lemma 2.1.14. The map <b * Tr (b is a morphism of the complexes of entire 

cochains. • 

2.2. Pairing with Topological K-Theory 

Many of the applications of (ordinary) cyclic cohomology to questions in analysis and 

topology depend on the fact that this theory can be paired with K-theory. In [3], through 

explicit formulas, it is shown how to define the pairings KQ(A) ® HC2n(A) > C and 

K i ( A ) ® H C 2 n + 1 ( A ) — * C . Here KQ and Kj are algebraic K-theory functors and A 

is an arbitrary algebra. This pairing is then shown to be invariant under the action of the 

S-operator on cyclic cohomology groups and as a result of this we have pairings between 
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K-theory and periodic cyclic cohomology groups: K*(A) ® HC*per(A) — -• C , * = 0,1 . 

Moreover, in topological situations e.g. when A is a Banach algebra, one can show that 

the same formulas define a pairing between topological K-theory and continuous cyclic 

cohomology of A . 

In this section we are interested in the pairing KQ(A) ® H£
ev(A) -—» C where A 

is a unital Banach algebra. The existing formulas for this pairing are due to Connes [4] and 

Getzler and Szenes [12]. In both of these formulas one has to assume that the cocycle 

satisfies certain technical conditions. In this section we will show that it is possible to 

derive a formula for this pairing which assumes no conditions on the type of the entire 

cocycle and generalizes the above two formulas. More precisely we show, using the 

normalization lemma in [4], that it is possible to express Connes' formula in terms of the 

original cocycle and we will prove that the resulting formula actually defines a pairing 

between KQ and H£
e v . Let us start with 

Definition 2.2.1. (Connes [4]). A cocycle (<|>2n)n>0 (resP- (<t)2n+l)n>()) *s 

normalized iff BQ<j>2n (resp. BQ(J)2n+i) is a cyclic cochain for all n . 

The concept of a normalized cocycle is important in entire cyclic cohomology. As is 

emphasized in [4], only normalized cocycles have a natural interpretation as traces on Cuntz 

algebras or as infinite dimensional cycles on universal differential graded algebras. We will 

come to this point later. Part of the usefulness of this notion is because of the following 

lemma, referred to afterwards as the normalization lemma. 

Lemma 2.2.2. For every entire cocycle there is a normalized cohomologous entire 

cocycle. 

Proof. See Connes [4], Lemma 6 or the remark after Lemma 3.2.1 in this thesis. D 
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Now, let ee A be an idempotent and (b = (<|>2n)n>0 a normalized entire cocycle. The 

following formula is used in [4] to define a pairing between H£
ev(A) and KQ(A) : 

K- n (2n)! 
<<b,e> = X (-1) ~ - (b2n(e,...,e) . (2.2.3) 

n>0 n ! z n 

More generally, if ee ML (A) is an idempotent, then one defines 

<<b,e> = <Tr <b, e> = X (-1)" ^j- ^ ( e . - . e ) . (2.2.3)' 
n>0 n ! ^ 

Note that the series are absolutely convergent thanks to the entire condition on the cocycle 

(b . In order to show that (2.2.3) and (2.2.3)' define the required pairing one has to check 

the following: 

(a) if (b = dy where (b is normalized and \|/ is an odd entire cochain then (<b,e) = 0 

for all idempotents eeA; 

(b) if e t , 0 < t < 1 , is an smooth path of idempotents in A then ((b,eQ) = (<b,ej); 

(c) additivity: if e = f©g where feMq(A) and geMp(A) then <(b.e) = ((b,f) + ((b,g). 

As for the proofs of these statements, we note that (c) follows quite easily from the 

definition of Tr: Cn(A) — » Cn(Mq(A)), (a) follows from Lemma 2.2.6 below and we 

refer the reader to [4], Theorem 8, for the proof of statement (b) above. We start off by 

showing that (2.2.3) can be expressed in terms of the original cocycle. 

Lemma 2.2.4. Let (b = (<|>2n)n>0 De an entire cocycle and <b' = (<b'2n)n>0 a 

normalized entire cocycle cohomologous to (b . If eeA is an idempotent, then 

X n (2n)! v^ n (2n)! 1 

n = 0
( 4 ) •4r<t,'2n(e'"-e) = nS(-l) LJ-{(b2n(e,...,e)--B0(t)2n(e,...,e)}. 
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Proot. By Lemma 7 in [4] or 2.2.6 below the value of the left hand side depends 

only on the class of the normalized cocycle (b' in H£
ev(A). A careful look at the proof of 

the normalization lemma reveals that we can choose <b'2n = <b2n" D^2n-1 where 

- 1 2 2n-l 
9~ . = N'e~ n = — (1 + 2A + 3A +...+ 2nA ) 9~ . and zn-l zn-1 2n 2n-l 

©2 i = Br, (ju - — NBQ <b2 . Now with this choice we have 

(b'2n(e,...,e) = (b2n(e,...,e) - e2n_i(e,...,e). 

But 

e2n4(e,... ,e) = - i - ( l - 2 + 3 - . . . + (2n-l)-2n)e2n_1(e,...,e) 

= 2e2n_1(e,...,e) = 2 W e ' - e ) - 4 B W e e ) ' 

Using the fact that (<j>2n)n>0 *s a cocycle> w e have B(b2n = -b$2n-2 a n d hence 

B<|>2n(e,...,e) = -b<b2n.2(e,...,e) = 0 . 

As a result of this we have 

e2n.1(e,...,e) = ̂ B0(b2n(e,...,e) . 

and finally 

<b'2n(e,...,e) = (b2n(e,...,e) - - BQ(b2n(e,...,e) 

we should remind the reader that this last equality holds only for a particular choice of 

normalized cocycle (<b'2n)n:>0 » namely the one we defined above. For this choice the two 

series are equal term by term and hence their sums are equal. Since, as we mentioned at the 

beginning of the proof, the value of the left hand side depends only on the cohomology 

class of (b' we are done. • 
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As a result of this lemma it seems natural to define a pairing between any entire cocycle 

(b and an idempotent e by the formula 

(<fce) = X(- l ) n ^ { W e ' " - ' e ) 4 B 0 < t , 2 n ( e ' - " > e ) } • (2-15) 

In order to show that this defines a pairing H£
ev(A) ® KQ(A) > C we have to repeat 

the steps (a), (b), (c) as before. The following lemma is part (a) of this plan. 

Lemma 2.2.6. (Compare Lemma 7 in [4]). Let (b = (<|>2n)n>o De an entire cocycle on 

A. If <p is a coboundary, then we have 

J i / " ^ ^ T {t2n(eJ-5e)-iB^2n(e,...,e)}=0 

for any idempotent ee A . 

Proof. Let \|/ = (Y2n+l)n>0 ^e m (odd) entire cochain such that 3\|/ = <b. We 

thus have <j>2n = b\|/2n-l + B\|/2n+l f°r ^l n . Recalling the formula b'BQ + BQb = 1 - A 

from section 1.2, we have B Q ^ = ^Q(W2TI-1
 + BY2n-l = (1_A) V2n-1" b B 0 Y2n-1-

It follows, since e2 = e, that 

BQ(t>2n(e,...,e) = 2V2n-l(e>-'e)" B0Y2n-l(e>->e) • 

Next we have 

(b2n(e,...,e) = (b\|/2n_i + B\|/2n+i)(e,...,e) = \i/2n.1(e,...,e) 

+ (2n+l) B0v2 n + 1 (e,...,e) . 

From these two relations we obtain 

<b2n(e,...,e) - - B0<b2n(e,...,e) = (2n+l) B0\|/2n+1(e,...,e) 

+ ~B0Vl /2n-l (e '-'e) • 
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Let a n = BQ\(r2n+j(e,...,e). We have 

oo 

<<b,e> = 0V,e>= X (-Dn ^ { ( 2 n + l ) a + i c t t } = 0 
n=0 n! n 2 n-1 

and the lemma is proved. D 

Next let e t , 0 < t < 1 , be a smooth path of idempotents. We have to show that 

<(b,eQ) = ((b,ei) where the bracket ( , ) is defined using (2.2.5). Let <b' be a normalized 

cocycle cohomologous to (b . Then by Lemma 2.2.4 (<b',et) = (<b,et) where the left hand 

side is defined by formula (2.2.3). Since (<b',eQ) = (<b',ei) ([4], theorem 8), we have 

((b,eo) = (<b,ei). This proves (b). Finally, we note that condition (c), namely the 

additivity of the pairing, follows directly from the definition of Tr . 

To summarize: we have shown that formula (2.2.5) defines a pairing between 

H£
ev(A) and KQ(A) which is the same as the pairing defined in [4]. We also note that 

Getzler and Szenes* formula [12], namely (<b,e) = X ("1) —r~ $o (e" -% > e,...,e) , 
n=0 n ! / n 2 

which works only for normal cocycles, is a special case of formula (2.2.5). This is clear 

since BQ<b2n(e,...,e) =(b2n(l,e,...,e) if (j)2n is a normal cochain. 

Remark. A cochain (beCn is called normal if (b(a^,a1,...,aI1) = 0 whenever a*=l 

for some i > 0. Loday-Quillen ([18], section 1) call such cochains normalized but we 

decided to call them normal and use normalized for cocycles which are normalized a la 

Connes i.e. in the sense of Definition 2.2.1. Note that a normal 0-cochain is just an 

ordinary 0-cochain. A cochain (b = ($2n)n>0 (resP* ^ = ^2n+l)n>0) m ^ ' B ) 
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bicomplex is said to be normal if each component (bm is normal. It is easy to see that the 

space of normal cochains is closed under the operators b and B and hence normal 

cochains form a subcomplex of the (b,B) bicomplex which we denote by P(A) n o r m . 

2.3. A Comparison Theorem 

In this section we prove a comparison theorem which shows that entire cyclic 

cohomology can be formulated in terms of the periodic bicomplex. A careful look at the 

definition of the periodic bicomplex reveals that there is no need to assume the algebra is 

unital. As a result of this we can extend the entire cyclic cohomology functor to the 

non-unital category. 

Let A be a unital algebra and let us recall the Loday-Quillen chain map 

I : Tot C(A) > Tot (3(A) defined in Section 1.5 by the formulas 

(I(b)2n = <|>2n +Ns<l)2n-1 tf 4> = (ViteO is an even cochain 

Whn+1 = (l)2n+l + Ns<b2n+2 i f * = (VnSO i s a n o d d cochain 

In [17] C. Kassel defines (the dual of) a map J: Tot p(A) > Tot C(A) by the formulas 

(J(t>)2n = (b2n , (J«P)2n-l = B0<l>2n tf ^ = ( ^ n ^ O is an even cochain 

W 2 n = B0(!)2n+1 » (J<W2n-l = <t)2n-l tf $ = W>2n+l)n>0 is an odd cochain. 

It is easy to see that J is a chain map. The following lemma and its proof is due to Kassel 

117]. 

Lemma 2.3.1. J is a left homotopy inverse to I . 

Proof. Define a homotopy operator (of degree 1) h : Tot C(A) > Tot C(A) by 

the formulas 
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(h<b)2n =
 s(b2n+l ' ^ ^ n - l = ^ if <b is an even cochain 

(h(b)2n = 0 , (h(b)2n-l = s^n ^ § is a n o d d cochain . 

It is easy to check that 

J°I = id + h9 + dh 

where d denotes the coboundary of Tot C(A). This of course shows that J is a left 

homotopy inverse to I . • 

The question of whether there exists a nice homotopy between I© J and identity is 

crucial for entire cyclic cohomology and is not answered in [ 17]. In the following lemma 

we show that such a homotopy indeed exists. 

Lemma 2.3.2. J is a right homotopy inverse to I . 

Proof. Let us define a homotopy operator (of degree 1) h : ToP(A) > Top (A) 

by the formulas 

( h(b)2n = Ns2BQ^2n+3 tf § = (§2n+l)ri>0 is an odd cochain 

( h(b)2n+i = Ns2BQ(j)2n+4 if <J> = (<t>2n)n>0 i s a n e v e n cochain . 

We have to show that IoJ = id + 9 h + h9 , where 9 = b+B is the coboundary of 

Tot P(A). Let <b = (<b2n+l)n>0 ^ a n o d d cochain in Tot P(A). It is easy to see that 

W)2n+1 = N s B 0 <t>2n+3 + (l)2n+l • 

On the other hand we have 



(O h + h0)(b)2n+l = b( h<b)2n +
 B< h<b)2n+2 + Ns2B0O<b)2n+4 

= b(Ns2Bo^2n+3) + B(Ns2B0(b2n+5) 

+ Ns2B0(b(b2n+3 + B(b2I1+5) • 

But BN = BQB = 0 and hence the above sum is equal to 

= bNs2B0(b2n+3 + Ns2B0b(b2n+3 

= Nb'ssB0(b2n+3 + Ns2B0b(b2n+3 

= N(l-sb')sBC(b2n+3 + Ns2B0b(b2n+3 

= NsB o0 2 n + 3 - Ns(l-sb')s(l-A)(b2n+3 + Ns2Bob(b2n+3 

= NsB0<b2n+3 - Ns2(l-A)4>2n+3 + Ns2b's(l-X)<b2n+3 + Ns2Bob<b2n+3 

= NsB0*2n+3 " Ns2(1"A)(l)2n+3 + Ns2(l-sb')(l-A)^2n+3 + Ns2B0b^2n+3 

= NsB0*2n+3 " Ns2sb'(l-A)(b2n+3 + Ns2B0b(b2n+3 

= NsB0(b2n+3 

where we have used the homotopy formula b's + sb' = id together with the relations 

Nb' = bN and b'(l-A) = (l-A)b all from Section 1.1. This shows that 

IJ(b = (id + 9 h + h9)(b for any odd cochain <b. The proof for even cochains is 

completely similar. • 

Lemmas 2.3.1 and 2.3.2, combined together, show that the Loday-Quillen map 

I: Tot C(A) —> Tot P(A) is a homotopy equivalence with homotopy inverse J . In 

particular this shows that I is a quasi-isomorphism i.e. induces an isomorphism between 

cohomology groups and provides a new proof for propositions 1.4.13 and 1.5.4. The 
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important thing is that this proof, unlike our first one, easily extends to the case of entire 

cyclic cohomology. 

We impose the following growth condition on the norm of cochains in the periodic 

bicomplex. Let A be a non-unital Banach algebra. 

Definition 2.3.3. An even (or odd) cochain (<bn)n>0 m ^(A) is called entire iff 

X n! n 
Il(bn II z is an entire function of z. 

n>0 A , 

In the above definition (—) = k if n = 2k or n = 2k+l . It is easy to see that entire 

cochains form a subcomplex of the complex of cochains with infinite support in C(A). It 

is the cohomology of the entire cochains in C(A) that we would like to compare to entire 

cyclic cohomology. Note that the maps I and J send entire cochains to entire cochains 

and hence are morphisms of the complexes of entire cochains. Similarly the homotopies h 

and h respect the entire growth conditions and proofs of Lemmas 2.3.1 and 2.3.2 extend 

word for word to the case of entire cochains. The upshot is the following: 

Theorem 2.3.4. (Comparison Theorem). Let A be a unital Banach algebra. The map 

I is a homotopy equivalence between the complexes of entire cochains in the periodic and 

(b,B) bicomplexes of A. • 

We utilize this comparison theorem to extend the definition of entire cyclic 

cohomology to non-unital Banach algebras. 
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Definition 2.3.5. Let A be a non-unital Banach algebra. The entire cyclic cohomology 

of A is the cohomology of the complex of entire cochains in the periodic bicomplex C(A). 

We will use the same notation, H* e , to denote this functor. A non-unital continuous 

homomorphism f: A > B induces a map of bicomplexes from C(B) to C(A) in an 

obvious way. Using continuity of f we can check that entire cochains are mapped to entire 

cochains and hence we get a map f*: H*£(B) > H*£(A). 

There are certain obvious compatibility questions that must be addressed. First, let us 

check that the new functor extends the old one. For this let f: A > B be a unital 

homomorphism. Then we h we a commutative diagram 

Tot C(B) - ^ Tot C(A) 

I I 

Tot p(B) - ^ Tot p(A) 

Combined with the comparison theorem, this shows that the two definitions of H*£ 

coincide on unital Banach algebras. 

Next, let f: A > B be a non-unital homomorphism between unital algebras. Then 

If*J : Tot p(B) > Tot P(A) is a morphism of complexes and non-unital homorphisms 

act on cocycles in (b,B) bicomplex in this way. On the other hand from [4] and [7] it is 

clear that non-unital homomorphisms act on normalized cocycles in a direct way. Indeed 

(cf. [4], Proposition 3) normalized cocycles on A correspond to traces or super-traces, 

depending on parity, on the algebra QA defined by Cuntz (or to infinite dimensional cycles 

on the universal differential graded algebra Q.A). A non-unital homomorphism f: A > B 
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induces a homomorphism from QA to QB (or QA to QB). Hence traces on QB (or 

cycles on QB) can be pulled back to traces on QA (or cycles on QA). This is the real 

motivation for the following lemma and its proof. Recall that a cocycle 

$ = ((l)2n)n>0 (resP- $ = (fen+l^o) is said t o ^e normalized if, for all n > 0 , B()02n 

(resp. BQ (b2n+i) is a cyclic cochain. 

Lemma 2.3.6. Let f: A > B be a non-unital homomorphism of unital algebras. Let 

$ = ( ^ n ^ O (resP- $ = (^n+lWo) ^ e a normalized even (resp. odd) cocycle on B . 

Then f*<J> = (f*02n)n>O (resP- f*<b = (^^n+Pn^O) is a (normalized) cocycle on A. 

Proof. It suffices to prove the even case. Let us first show that BQf*<b->n= 

f*BQ02n. This is rather surprising since f need not be unital. We have BQf*(b2n = 

s(l-A) f*(j)2n = sf*(l-A) (j>2n = sf*(BQb + b'BQ) (|>2n . By the cocycle condition for $ , 

we have BQb<|)2n
 = ^ a n d hence 

B0f*(b2n(a
(),...,a2n-1) = sf*b,B0(b2n(a

0,...,a2n-1) 

= f*b'B0(b2n(l,a0,...,a2n-1) 

= b'B0(b2n(f(l),f(a0),...,f(a2n-1)). 

But bBQ(b2n = 0 since 0 is normalized, so that the above term is equal to 

= -BQ^CfCa211-1) f(l), f(a°),...,f(a2n"2)) 

= -BQ^nfffa2"-1), f(a°),...,f(a2n-2)) 

= B0(b2n(f(a
()),...,f(a2n-1)) 
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= f*B0<b2n(a0,..,a2n-1). 

From B Q P ^ O = f*B()(b2n we conclude that BQf*(b2n is cyclic and also Bf*(b2n = 

NBQf*<b2n = f*NBQ<b2n = f*B(b2n • I I remains to check the cocycle condition. But this is 

trivial since bf*<b2n + Bf*<b2n+2 = f*(b<l>2n + B(l)2n+2) = ° • W e h a v e shown that 

f*<j) = (f*02n)n>() *s a normalized cocycle. D 

Using above lemma we can derive a simple formula for f*: H*£(B) > H*£(A) 

when f is non-unital. 

Lemma 2.3.7. Let f: A > B be a non-unital homomorphism of unital algebras and 

let (b be a normalized cocycle on B. Then If*J<j> is cohomologous to the normalized 

cocycle f*<b. 

Proof. Assume (b = (02n)n>O ^s a n e v e n cocycle- We have 

(If*J(t»2n = f*<b2n + Nsf*Bo(b2n+2 

= f*(b2n + NsB0f*(b2n+2 

where we have used the proof of Lemma 2.3.6 above. By the same lemma 

f*(b = (f*<b2n)n>0 *s a cocycle and hence by Lemma 2.3.2, NsBQf*(b2n+2 a r e ^ 

components of a coboundary. This shows that f*(b and If*J(b are cohomologous. O 

Finally, we would like to show that I (and J) send normalized cocycles to normalized 

cocycles. But first 

i 
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Definition 2.3.8. (Cuntz [10]). An even (resp. odd) cochain <b = (<bnWo ' n m e 

periodic bicomplex is called normalized iff <f>2n-t-l (resP- <!>2n) is a cyclic cochain for all 

n > 0 . 

Now, assume <b is a normalized cocycle in C(A). It is easy to see that I<b is a 

normalized cocycle in P(A). Indeed, assuming (b is even, we have 

B0(I(b)2n = B0(4>2n + Ns<b2n+1) = B0(b2n . 

By the normalized cocycle condition on (b we have 

(l-A)(b2n+l = 0 > (l-X-)<|)2n " h'^n-l = ° a n d N<l)2n+1 + b<*)2n = ° • 

Hence b(b2n = -(2n+2)<b2n+i so that b(b2n+i=0. Now, B()(j)2n = s( l-A.)(J>2n = 

sb'(|>2n-i • ^
e m u s have 

B^2n(a
0,...,a2n-1) = b'^^Ua0,...^-1) 

= - (hn- l^" 1 ^ 0 ' - -^ 2 1 1 " 2 ) = $2n-i(A:AZn-1) 

where we have used the fact that b(b2n_i=0. Thus BQ(b2n = <b2n_i and is cyclic. We 

also note that J(b is normalized if (b is normalized. 

2.4. The Vanishing of Lie Derivatives and its Consequences 

In this section we prove, in full generality, that inner derivations act trivially on the 

entire cyclic cohomology groups. As a consequence of this we can prove that inner 

automor- phisms induce the identity morphism on the entire cyclic cohomology groups. 

This in turn implies Morita invariance and additivity of the theory. 
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Let A be a unital algebra. At the end of Section 2.2 we defined the notion of normal 

cochains. A closely related concept is that of a reduced cochain (cf. [18], Section 4). An 

n-cochain (beCn , n > 0 , is said to be reduced iff <b(a^,...,an) = 0 whenever a1 = 1 for 

some i > 0 . A 0-cochain <b is reduced iff (b(l) = 0 . Note that for n > 0 reduced and 

normal cochains are the same. It is easily checked that the operators b and B send 

reduced cochains to reduced cochains and hence we have a subcomplex P(A)re(j of (b,B) 

bicomplex. Tlie cohomology of this bicomplex is called the reduced cyclic cohomology of 

A ([ 18], Section 4). If A is a Banach algebra we can consider reduced entire cochains on 

A and hence the reduced entire cyclic cohomology of A can be defined. 

For an algebra A , let A be the algebra obtained by adjoining a unit to A . For 

every n > 0 , we have an isomorphism of vector spaces Cn(A) © Cn"^(A) =* Cn( A)re(j 

where a pair (<bn,<bn_1) is sent to the reduced cochain <b defined by: 

0 ( a °,..., a n) = <bn(a°,...,an) + AQ^.^a1,...^11). 

We can then define a map 0 : Tot C(A) > Tot p( A)re(j by sending a, say even, 

cochain <b = (<bn)n>0 t 0 $ = (^2n)n^0 where (j>2n = (i)2n® ^ n - l and similarly for 

odd cochains. 0 is obviously an isomorphism of vector spaces. The fact that it commutes 

with coboundary operators is the content of the following important proposition in [18], the 

proof of which is a direct calculation. 

Proposition 2.4.1. The map 6 : Tot C(A) > Tot P( A) r e d is an isomorphism of 

chain complexes. 

Proof. See Loday-Quillen [18], Proposition 4.2. • 
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By a derivation of an algebra A we mean a linear map 6 : A —•* A which satisfies 

8(ab) = a*8b + Sa*b . One should think of derivations as infinitesimal homomorphisms. 

Homomorphisms act on cochains (by pullback) and this action commutes with many of the 

operators of the theory. The infinitesimal version of this is the action of derivations on 

cochains and the corresponding commutation relations (Lemma 2.4.1 below). More 

precisely, given a derivation 8 we can define a map ([3], part II, page 340) 

Lg : Cn(A) > Cn(A) by 

n 
T , , 0 n . V A / 0 s i n . 
Lx<b(a ,...,a )= ZJ <Ka ,..., 5a ,...,a ) . 

5 i=0 

The map L§ is the Lie derivative associated to derivation 8 . The proof of the following 

lemma is a straightforward computation and we skip it. As mentioned before it is the 

infinitesimal version of the corresponding result for homomorphisms. 

Lemma 2.4.2. Let 8 : A > A be a derivation of an algebra A. The following 

commutation relations hold 

(i) bLs = Lgb 

(if) b'Lg = Lgb' 

(iii) ALg = LgA 

(iv) sLg = Lgs . • 

It follows from the above lemma that BLg = LgB and hence Lg defines a morphism 

of the (b,B) and periodic bicomplexes. Moreover, it is easy to see that Lg sends a 
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normal (or reduced) cochain to a cochain of the same type and hence descends to a map of 

normal (or reduced) bicomplexes. 

If A is a Banach algebra and 8 is a continuous derivation of A , then it is clear that 

Lg<b = (Lg<bm) is an entire cochain if <p = ((bm) is entire. In this way we see that 

continuous derivations act on the various types of entire cyclic cohomology groups that 

have been introduced. 

Recall the homotopy equivalences I and J in the comparison theorem (Theorem 

2.3.4). The following lemma shows that these maps behave well with respect to Lie 

derivative. The proof is a simple consequence of definitions and Lemma 2.4.2 above. 

Lemma 2.4.3. We have Lgl = ILg and JLg = LgJ. D 

In [3] part II, Proposition 5, Connes, working with the cyclic complex, shows that 

inner derivations act trivially on ordinary cyclic cohomology. Later on, Goodwillie [13], 

working with the bicomplex P(A)n o r m , generalized this result to all derivations. However 

his proof is highly nonconstructive and cannot be extended to the case of entire cyclic 

cohomology. For our purposes in this chapter it is enough to prove that inner derivations 

act like zero on entire cyclic cohomology groups. To do so we modify a result of Getzler 

and Szenes [12] (see also [4], proof of theorem 8) to show that inner derivations act trivially 

on p(A) red. We then combine this with Proposition 2.4.1. and comparison Theorem 

2.3.4 to prove the desired result. 

Recall that the inner derivation defined by an element a e A is the derivation 8a 

defined by 8a(b) = [a,b] = ab - ba for all b e A. We use La to denote the Lie derivative 

of 8q . 
a 
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Proposition 2.4.4. (Getzler and Szenes [12], see also [4], proof of theorem 8). Inner 

derivations act trivially on the cohomology of P(A)n o r m . 

Proof. Define an interior multiplication operator ia : C
n(A) v Cn"*(A) by 

L^a0,...^11-1) =-(b(a°,a,a1,...,an-1) +<b(a°,a1,a,...,an-1)... 

+ (-l)n (Xa0,...^11-1^). 

The identity 

iab + bia = La (2.4.5) 

can be verified straightforwardly. Moreover ia sends normal cochains to normal cochains 

and we have 

Bia + iaB = U (2.4.6) 

which is true only for normal cochains. From (2.4.5) and (2.4.6) we have 3ia + iad = La 

where d = b + B is the coboundary of P(A)n o r m . This of course shows that inner 

derivations act trivially on the cohomology of P(A)n o r m . D 

Remark. Let x be a vector field on a smooth manifold. Cartan's formula in differential 

geometry tells us that dix + ixd = L x . Here Lx is the Lie derivative with respect to x , ix 

is the interior multiplication with respect to x and d is the exterior derivative of differential 

forms. We see that the formula 9ia + ia8 = La in the above proof, which is true only for 

normal cochains, can be regarded as a noncommutative analogue of Cartan's formula. 

Corollary 2.4.7. Inner derivations act trivially on the chomology of P(A)recj. 
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Proof. Note that the operator ia is not a map of P(A)re(j (for (b e C , ia<b(a )̂ = 

-c]>(â ,a) and hence ia(b(l) could be different from zero even if <b is reduced). This 

problem is easily overcome by noticing that ia(b is reduced if (b is a reduced cocycle. 

Indeed for (b = (<b2n+l)n>0 a reduced cocycle we have B<bi =BQ<J)I=0 and hence 

<bl(l,a°) + <bi(a°,l) = 0 . But (|>i(a0,l) = 0 since <b is reduced. It follows that 

(bi(l,a^) = 0 i.e. ia<bi is reduced and hence ia(b is reduced. We then have La(b = 

9ia(b for any reduced cocycle (b. This shows that inner derivations act trivally on the 

cohomology of P(A)recj. • 

Note that ia(b is entire if (b is entire and hence the proof of the above lemma and its 

corollary continue to hold when A is a unital Banach algebra. 

Next we would like to transport this result to the periodic bicomplex C(A) using 

Proposition 2.4.1. We have to make sure that the isomorphism 0 behaves well with 

respect to Lie derivatives. Note that a derivation 8 : A > A extends uniquely to a 

derivation on A denoted also by 8 and defined by 8(a + Al) = 8(a). 

Lemma 2.4.8. We have 0Lg = Lg0 , where 0 is the isomorphism in Proposition 

2.4.1. 

Proof. Let <J> = (<bn)n>Q be an even cochain in Tot C(A). We have 

(0Lg(b)2n( a
0,..., ; 2 n ) = (Lg<b)2n (a°,...,a2n) + A0(Lg(b)2n.i(a

1 a 2 n ) , and 



2n 
(L§0<)))2n(a ,..., a n ) = zZ C 6 ^ ( a >•••< Lg a a"n) 

2n 
= ( e ( b ) 2 n ( L 6 a ° , ; 1 , . . . , l 2 n ) + z] (0<b)2n(a0,..., L 5 a k , . . . , a 2 n ) 

2n 

^ ( L ^ . a 1 ' - ' a 2 n ) + S {<t)2n(a°'-' 4 ^ ""' ^ } 

+ ^0^2n-l^a '•"' L8 a ""'a n ^ 

2n 2n 

= I Q <S>2n(a° - L § a k '"•' a 2 n ) + 0̂ jj^n-l ( a l ' - ' L 8 a k •-' l 

= Lg <b2n(a°,..,a2n) + AQ Lg ( ^ ( a 1 , . . . * 2 0 ) 

= (Lg 4»2n (a°,...,a2n) + X0(L8<|>)2n„1(a
1,...,a2n). 

Thus, we see that the two sides are equal. • 

Now we have a commutative diagram 

Tot C(A) -±> Tot £(A) 

T o t P ( A ) r e d ^ T o T P ( A ) r e d 

From Corollary 2.4.7 and the fact that 0 is an isomorphism we can conclude 

Proposition 2.4.9. Inner derivations act like zero on the entire cyclic cohomology of 

non-unital Banach algebras. • 
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When the Banach algebra is unital we know that the entire theory can be formulated in 

terms of the (b,B) bicomplex. By Lemma 2.4.3 we have a commutative diagram 

La 
Totp(A) - ^ T o t p ( A ) 

IT TI 

Tot C(A) - ^ ToT C(A) 

By Theorem 2.4.3 (comparison theorem) I is a homotopy equivalence. This proves 

Proposition 2.4.10. Let A be a unital Banach algebra. Inner derivations act trivially 

on the cohomology of entire cochains in P(A). • 

The fact that inner derivations act trivially on entire cyclic cohomology groups is the 

infinitesimal manifestation of another fact: inner automorphisms induce the identity 

morphism on entire cyclic cohomology groups. Integrating the first result yields the 

second one. We adopt the method of proof of Proposition 5 in [3], part II, where the same 

results for ordinary cyclic cohomology are proved. We give the full details here since the 

exposition in [3] is rather brief. 

Lemma 2.4.11. The inner automorphism defined by an element of square one induces 

the identity morphism on entire cyclic cohomology groups. 

Proof. Let 0(x) = uxu"1 be the given inner automorphism. Since u2 = 1, we can 

write u = -i exp ^-u . Consider the family of invertibles u = exp ̂  u = cos -y- • 1 + 

Ttt -1 

i sin — • u , 0 < t < 1, and let 0 (x) = u xu be the associated family of inner 

automorphisms. Note that 9Q = id and 8^ = 6. Let <b = (<bn)n>Q be an, say even, 



entire cocycle in periodic the bicomplex. We have 

d * 0 n H 0 n 

i e t v a >-'a>=iMeta '--v) 

= |0^n(9ta0'-49taJ'-'e 

= f X VV°,...,5u0ta
J 

2 j=0 

7ri * O n 
H 0 t L u < b n ( a ,...,a ) . 

In short we have: — 0. © = —- 0. L 6 
dt t • 2 t uY 

By Proposition 2.4.9 Lu <b = d\|/ for an entire cochum \|/. Now 

1 
e > -<p = e1*(P-e0*(j>=. J A et*<p-dt 

o 

0 

1 

f d J" et v. dt 
0 

Ttl -f3^-

We have to show y is an entire cochain. Indeed 
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1 
0 n 

lyn(a a")! = l j Yn(0 ta ,..., 6t a") dt I 

<II\|HI sup TT l l e ,a J | 1 

0<t<l j=o 

n 

2 
but Il0tall= l l e x p - ^ u - a - e x p - ~ u l l < (1 + llull) Hall andhence 

ll\|/nll < (1 + llull)2n+2 \\\\fn\\ . this estimate is enough to show that \j/ = (\|/n) is an entire 

cochain. The lemma is proved. D 

Next, we can get rid of the technical condition on u by a matrix trick as in [3], part II, 

Proposition 5. 

Proposition 2.4.12. Inner automorphisms induce the identity morphism on entire 

cyclic cohomology groups. 

Proof. Let 0(x) = uxu" * be the given inner automorphism. Recall the maps 

Tr: He*(A) > He*(M0(A)) and i* : H£*(Mq(A)) > H£*(A). We have 

i**Tr = id. Let (be He*(A). We have 0*(b -(b = i*Tr 9*<b - i*Tr <b. Let 

fu 0 ^ fu 0)( 
U = ( Q u-lJ . We have U = UjU2 where U{ = IQ J l 

u 0U0 lWu'1 0 
J i ~ \o i j u o;vo 1/ ' 

fO l\ 2 2 
U-, = I j Q J and Uj = U2 = 1 . It is easy to see that i*Tr 0*<b = i*0*Tr <b , where 

0 is the inner automorphism of M2(A) defined by U . Hence it is enough to prove that 

0* = id. But this is a consequence of previous lemma since 0 * = 0 j o 0 2 where 0^ 

and ©2 are inner automorphisms induced by elements of square 1. • 
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Now we turn to the question of Morita invariance of entire cyclic cohomology. Let A 

be a unital Banach algebra and i: A * Mq(A) the (non-unital) homomorphism that puts 

A in the upper left corner of Mq(A). Let i* : H£*(Mq(A)) — * H£*(A) be the 

morphism induced by i . Morita invariance (or stability) of entire cyclic cohomology is the 

verification of the statement: i* is an isomorphism. 

In [18] this has been established, for ordinary cyclic cohomology, by using Morita 

invariance of Hochschild cohomology. One uses the Connes long exact sequence relating 

Hochschild and cyclic cohomology groups to deduce the former result from the latter one. 

This approach doesn't work for entire cyclic cohomology simply because there is no 

spectral sequence from Hochschild theory to entire theory. However there is an alternative 

method of proof, used also in algebraic k-theory as well as ordinary cyclic cohomology, 

which deduces Morita invariance from invariance of the theory under inner automorphisms. 

Let Tr : p(A) > P(Mq(A)) be the trace map introduced in Section 2.1. As we saw 

there, Tr induces a map between entire cyclic cohomology groups which we will denote by 

Tr: H£*(A) > H£*(Mq(A)). We obviously have 

i*°Tr = id • (2.4.13) 

This of course shows that i* is surjective. Proving the injectivity is harder. For this 

consider the algebra A <8> Mq ® Mq , where Mq = Mq(C). Let 0 : A ® Mq ® Mq 

A ® Mq <S> Mq be the automorphism which interchanges the last two factors. Since all 

automorphisms of matrix algebras are inner, we know that 0 is inner as well. 

Lemma 2.4.14. We have Tr ° i';- = id 
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Proof. Consider the pentagon 

H£*(A®Mq) - ^ H£*(A®Mq®Mq) 
i* / 
/ 

H£*(A) 

Tr 
H£*(A®Mq) *£- H£*(A®Mq®Mq) 

where (to simplify the notation) we have used the same symbols to denote different maps. 

This diagram commutes. More precisely we have Tr o i* = i* o 0* o Tr. To see this let 

(b e Cn(A®Mq). We have 

Tr i*<b(a°®u°,..., an®p:n) = tr(u°... jin) <b(a°®e00,...., a
n®e00) 

and 

i*0*Tr (b(a°®p.°,..., an ®|in) = 0*Tr (j>(a° ®\i° ®e00,..., a11 ®|in ®e00) 

= Tr (b(a° ®e00 ®p.° a11 ®e0 0 ®|in) 

= tr (|i° ,..., u.n) (b(a° ®e00,..., an ®e0 0) . 

We see that the two sides are equal. Here CQQ is the elementary matrix with 1 in position 

(1,1) and 0 elsewhere. Since 0 is inner, by Proposition 2.4.12, we have 9* = id. 

Using (2.4.13) we have Tr ° i* = i* ° 0* ° Tr = i* ° Tr = id. n 

The above lemma and formula (2.4.13) conspire to prove 

Corollary 2.4.15. (Morita invariance). Let A be a unital Banach algebra. For all 

q > 1 , the map i* : He*(Mq(A)) > H£*(A) is an isomorphism with inverse given by 

Tr. • 
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Remark. More generally let 1 < p < q and let ip : A —•* Mq(A) be the homomorphism 

which puts A in the (p,p) position in Mq(A). The same proof shows that 

ip* : H£*(Mq(A)) > H£*(A) is an isomorphism with inverse given by Tr . As a 

corollary we have ip* = i* for all 1 < p < q. 

The next and last thing we do in this section is to establish additivity of entire cyclic 

cohomology. Let Ai and A2 be unital Banach algebras. Consider the obvious 

homomorphisms i^ : A^ > Aj © A2 and TC^ : A^ © A2 > A^ , k = 1,2 . These 

homomorphisms can then be used to define maps a: H£*(A\®A2) » H£*(Ai) © 

H£*(A2) and p : H£*(A1) © H£*(A2) » H£*(A1©A2). 

Lemma 2.4.16. We have ot°P = id. 

Proof. We have 

a°p(x,y) =a(7t1*(x) + 7C2*(y)) 

= (i!*^!*(x) + 7C2*(y)) , i 2 * ( V W + «2*W)) = ( x ^) 

where wt ha\ -. used the relations 7t2°*l = 0 > Kl °*2 ~ ® a n d rck°*k = *d • a 

Showing p°a = id is harder, consider the algebra of 2x2 matrices over Aj©A2, 

M2(Ai ©A2) = M2(Aj) © M2(A2) • and the automorphism 

0 : M2(A1©A2) » M2(A1©A2) 
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~ (o 1W0 i \ 

defined by 0(x,y) = (x, y) where y = h O j y l l 0 J • N o t e that y HH> y is an 

inner automorphism and hence 0 is inner too. 

Lemma 2.4.17. We have P°a = id. 

Proof. One can easily verify that the following diagram is commutative i.e. 

p°oc = i* ° 0* ° Tr. 

H£*(A1©A2) - ^ He*(M2(A1©A2)) 

5°cc 0* 
I i 

H ^ A ^ A ^ *2- H£*(M2(A1©A2)) 

The automorphism 0 is inner and hence by 2.4.12, 0* = id. By Morita invariance 

(Corollary 2.4.15), i* ° Tr = id and hence P°a = id. D 

Lemmas 2.4.16 and 2.4.17 combined together show that a is an isomorphism with 

inverse P . This is, of course, the additivity of the theory. 

Remark. As far as author knows, the question of Morita invariance for non-unital Banach 

algebras is open. More precisely, we don't know if, for a non-unital Banach algebra A , 

the map i* : H£*(Mq(A)) —> H£*(A) is an isomorphism. It is probably wrong in 

general and is true only for a suitable class of Banach algebras containing all (non-unital) 

C*-algebras. This is suggested by the case of ordinary cyclic cohomology. Indeed, in [24] 

it is shown that Morita invariance (in ordinary cyclic cohomology) holds for all Banach 
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algebras with a bounded approximate unit. The proof consists of establishing an excision 

theorem for such algebras (and more generally for H-unital algebras, see [23]) and applying 

it to the (split) exact sequences 

0 * A » A 

i I 

0 >Mq(A) >Mq(A) 

It is needless to say that the proof of excision theorem in [23] does not generalize to the case 

of entire cyclic cohomology and one needs a new approach to this question in this case. 

Finally, we would like to mention that the problem of additivity of the entire theory, 

for non-unital Banach algebras, also remains open. Indeed our proof of this property in the 

unital case makes use of Morita invariance which is not settled yet in the non-unital case. 

* C * 0 

i 

-> Mq(C) > 0 . 



Chapter 3 

3.1. Infinite Dimensional Cycles 

In order to penetrate deeper into cyclic cohomology one has to bring in more 

sophisticated formulations of the theory. For example, as we saw in Chapter 1, ordinary 

cyclic cohomology of an algebra, which is originally defined as the cohomology of the 

associated cyclic compleesx, can also be formulated as the (total) cohomology of the (b,B) 

or periodic bicomplex of the given algebra. This is, more or less, equivalent to a central 

result for ordinary cyclic cohomology, namely Connes' long exact sequence and is also 

crucial for the definition of entire cyclic cohomology. 

In this section we will quickly review Connes' theory of cycles over algebras and 

especially look at its infinite dimensional form. The goal is to make a formal analogy 

between cyclic cohomology and deRham's homology of currents on manifolds. More 

precisely one wants to interpret a periodic cyclic cocycle as a kind of current - or integral -

over the algebra of (non-commutative) differential forms. As we will see in the next 

section, this will enable us to prove, in full generality, that derivations act trivially on all 

kinds of cyclic cohomology groups and in particular on entire cyclic cohomology. 

By a differential graded algebra (DG algebra) we mean a graded algebra Q= (B Q 
i>0 

together with a graded derivation d of degree 1 with d2 = 0 . More precisely we have 

(1) Q[. Q) C Qi+J 

(2) da1 C Q i + 1 , d ^ w2) = do)! . co2 + (-l)deg " l c^ • da^ , d2 = 0 . 

An important example of such algebras is of course (£2(M),d): the algebra of differential 

forms on a manifold M together with exterior derivative. Note that this example is 

(graded) commutative. A non-commutative example is the algebra of matrix valued forms 

on M with the obvious extension of d . 

82 
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Now let A be an algebra. We can associate to A its universal DG algebra . This is a 

DG algebra (QA,d) together with a homomorphism A * QPA , which is universal: 

given any DG algebra Q and a homomorphism A • Q-', there is a unique morphism 

of DG algebras n : QA > Q such that the following diagram commutes 

QA 

A % 

Q 

A nice way to think about, and construct, the universal DG algebra (QA,d) of an 

algebra A is as follows. Let QA be the graded algebra obtained by adjoining elements 

[da;aeA] to A subject to the relations 

d(ab) = adb + da-b , d(a+Xb) = da + Xdb 

deg a = 0 and deg da = 1 , 

for all a,b e A and scalars X. We then have Q^A = A and QnA , n > 1 , is generated 

(as a vector space) by elements of the form a" da* ... dan , da* ... da11, a' € A . Note that 

this is a construction in the non-unital category: QA is not unital even if A is unital, and 

Ida * da. The graded derivation d is defined by 

d(a°da1 ... dan) = da0... dan and dfda1 ... dan) = 0 . 

It is popular to think of (QA,d) as the algebra of non-commutative differential forms 

on A . This analogy, although sometimes useful, is nevertheless superficial. On a 

technical level, as many examples suggest, it is more appropriate to think of Hochschild 

cohomology groups as the space of differential forms on A and to think of the operator B 

as the right generalization of the exterior derivative. 
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In [ 3], Connes introduced the notion of cycle as a starting point of (ordinary) cyclic 

cohomology. More precisely, given an algebra A , an n-dimensional cycle on A is a 

linear form J : QA »C , supported on QnA , which satisfies the two conditions 

J do) = 0 and J [ooj, 002] = 0 (graded commutator). 

Given an n-cycle on A one can define its character, which is an n-cochain on A , by 

(b(a0,...,an) = Ja°da1 . . .dan . 

Now, it is easy to check, using the above two conditions for cycles, that the character of an 

n-cycle is a cyclic n-cocycle, i.e. we have 

b(b = 0 and (1-Jt)<|> = 0. 

Conversely, given a cyclic n-cocycle (b on A , we can define an n-cycle J : QA * C 

by 

J atW.-.da11 = <b(a°,...,an), J da1... dan = 0 and J* co = 0 if co e QnA . 

In this way, we have a canonical one-to-one correspondence between n-dimensional cycles 

on A and cyclic n-cocycles on A. 

Now, by Proposition 1.4.9, a cyclic cocycle on A corresponds to a cocycle of finite 

length in the (b,B) bicomplex. A natural question that arises is: how to interpret a cocycle 

of infinite support in (b,B) bicomplex e.g. an entire cocycle, in terms of cycles. The 

answer is given by the following definition and the proposition that comes after. 

Definition 3.1.1. (Connes [4]), An even (resp. odd) infinite dimensional cycle over 

an algebra A is an even (resp. odd) linear form J: QA > C such that 

/[©!, co2] = (-l)de§w1 Jd©! • dco2 (3.1.2) 

for all co j and a>2 in QA . 

In the following proposition the algebra A is unital, 
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Proposition 3.1.3. (Connes [4]). Let (¥2n)n>0 • ^ n e c ~ n ^resP- W2n+l\i>0< 

Y2n+1 6 C2n+1) be such that 

(a) b y m = B0\i/m+2 Vm, 

(b) BQ\(/m is cyclic Vm. 

Then the functional J: QA > C defined by 

(a) J a0da !... dam = vm(a°,...,am) 

(P) Jda 1 . . .dam = B0vm(a1,...!a
m) 

(Y) J co = 0 if deg co is odd (resp. even), 

is an infinite dimensional even (resp. odd) cycle. 

Proof. We prove the even case. Note that suffices to check the cycle condition 

(3.1.2) only for cô  of the form a or d a , a e A , and arbitrary co2 . Let us check 

(3.1.2) for coj = a and co2 = a^da*... da2n . We have 

[col5co2] = C0JC02 - (-l)deS °>rdeg "2 co2a>i = aa°da1...da2n-a°da1...da2n-a, 

= aa0da!... da2n - a°da] ... d(a2na) + a^a 1 ... d(a2n_1a2n)-da -.... 

- a^aMa2... da2n • da. 

It follows that 

J [co1;co2] = -b\|/2n(a
0,...,a2n,a) = -B0\fr2n+2(a°,...,a2n,a) 

= B0V2n+2(a 'a°'-'a2n) = i"da' d a ° - d a 2 n 

= J dcoj dco2 . 
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If CO] = da and co2 = a^da1... da2""1 , then 

[coj.o^j = da- a W - d a 2 " - 1 + a°dal... da2n_1 • da 

= d(aa°) da^.da2114 - ada^a1... da2""1 + a°da! ... da2n_1da . 

Since bBQ\jrm = bb\j/m_2 ~ 0 >w e nave b'BQ\(/2n(a
0,...,a2n"1,a) = 

-BQ\}/2n(aa^,a^,...,a2n"^). Using this, we have 

I [ a ^ ] = -b'BQXi/^a0,...^211-1^) + (1-X) y2n(?P,...,a2n-l,a). 

Using the identity b'BQ + BQb = 1 - X from Section 1.2, we can write 

J [Wl,w2] = B0bY2n(a°,...,a2n-1,a) = B0B0v2n+2(a0,...,a2n-1,a) = 0 

since BQ\j/m is cyclic. 

These two cases are the only non-trivial cases. In view of the comment at the beginning 

of the proof, the proposition is proved. • 

Conversely, given an even (resp. odd) infinite dimensional cycle on A, one can define 

cochains \jrm by 

\|rm(a^,...,am) = J a^da* ... da m , m = even (resp. odd) 

and the same proof shows that y - (Vm)m>0 satisfies conditions (a) and (b) of the above 

proposition. 

Finally, we should mention that b\|/m = BQ\|/m+2 is not quite the same as the cocycle 

condition in (b,B) bicomplex. Define universal constants X2n = (-l)n(2n)(2n-2)...2«l, 

n > 0 . Given a normalized even cocycle <b = (<b2n)n>Q, define \|/ = (Y2n)n>0 by 
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V2n(a°,..,a2n) = X2n<b2n(a°,...,a2n) . 

It is easy to see that \\r = (Y2n)n>0 satisfies (a) and (b) if and only if <b = (02n\i>() ' s a 

normalized cocycle in (b,B) bicomplex. Thus Proposition 3.1.3 defines a one-to-one 

correspondence between normalized cocycles in P(A) and infinite dimensional cycles on 

A. As it is emphasized in [4], this is the reason for the importance of normalized cocycles: 

they have a natural geometric interpretation. 

The rescaling constants X2n become important in the next section. For future 

reference, we note that 

X2n+2 

l2nT2)X^ 
= -1 . (3.1.4) 

3.2. A Vanishing Theorem 

In this section we prove, in full generality, that any continuous derivation of a Banach 

algebra induces the zero homomorphism on the entire cyclic cohomology groups. We use 

the language of cycles together with reduced cochains to achieve this. 

Let A be a non-unital algebra. Recall from Section 2.3 that an even (resp. odd) 

periodic cocycle <j> = (<bn)n>o is said to be normalized if (1-X) §2n+\ = 0 (resp. 

(l-A,)(J)2n = 0) for all n > 0 . The following normalization lemma is the analog of 

normalization Lemma 2.2.2. Its proof however is considerably simpler. This is due to the 

fact that we work in the periodic bicomplex. Moreover, as we will see, using the 

comparison theorem, it implies Lemma 2.2.2. 

Lemma 3.2.1. Every periodic cocycle is cohomologous to a normalized cocycle. 
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Proof. Let (b = (§n)n>Q be an even cocycle in C(A) and let 02m-1 = ^ m - l " 

—-Nd>~ , . We have N0~ < =0 and hence by Lemma 1.1.2 there is a cochain 
2m Y2m-1 2m-1 

^2m-l s u c h t n a t (1_^)^2m-l = e2m-l f o r au" m > 0 . Let us define a cocycle 

<t>' = (<t>'m) by the formulas <j>'2m = <b2m - b§2mA and (b'2m-i = 4>2m-i - 02m-1 • 

(b* is obviously normalized. Let us show <j>' is cohomologous to <b . To see this define 

the (odd) cochain Y = (Ym)m>0 bY V2m = 0 a n d Y2m-1 = ^2m-l • We have 

0\ | /)2 m = N y 2 m + b v 2 m . i = b G ^ i and @Y)2m-i = (1-^) Y2m-1" b>2m-2 

= (1-X) V2m-1 = ^2m-l • **ere ^ *s l^e tota* (°dd) coboundary of the periodic bicomplex. 

It follows that <J>' = (b - 3v|/ and hence <b' is cohomologus to (b. There is a similar proof 

for the odd case. • 

Note that if A is a Banach algebra and (b is an entire periodic cocycle on A (cf. 

Definition 2.3.3) then the normalized cocycle (b' in the above lemma can be chosen to be 

entire. Indeed, from the proof of Lemma 1.1.2, it is clear that we can choose 

z- -1 . 2m-1 „ 
%™ i = T T - ( 1 + 2 ^ + ... +2mk )0O . . T h u s we have zm-i 2m zm-i 

i i e ^ n < (m+i) i i e^ i i < 2^+1)11^.^1. 

It follows that y and hence (b1 are entire cochains. 

Remark. Let A be a unital Banach algebra. The homotopy equivalences I and J send 

a normalized cocycle to a cocycle of the same type (cf. discussion at the end of Section 2.3). 

This shows that the above lemma combined with the comparison Theorem 2.3.4 proves the 

normalization lemma of Connes (Lemma 2.2.2): for every entire cocycle in P(A) there is a 
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normalized cohomologous entire cocycle. This is another example of the usefulness of the 

comparison theorem. It is sometimes easier to prove or to see the results in the periodic 

bicomplex picture. We can then transport these results to the (b,B) bicomplex, without 

worrying about the entire growth conditions, using the comparison theorem. 

Let A be a non-unital Banach algebra and 8: A > A a continuous derivation. We 

would like to show the Lie derivative Lg acts trivially on the entire cyclic cohomology of 

A. Let us recall the map 0 : Tot C(A) >Tot P(A)re(j defined by 

,fl,< , ~ 0 ~2n. , , 0 2n. , « , , 1 2n. 
(0(b)2n( a ,..., a ) = <|>2n(a ,..., a ) + XQ (b2n t(a ,..., a ) 

if (b is an even cochain, and similarly for odd cochains. By Proposition 2.4.1, 9 is an 

isomorphism of chain complexes. 

Lemma 3.2.2. The map 0 sends normalized cocycles to cocycles of the same type. 

Proof. Recall Defintiion 2.1.1 of a normalized cocyle in the (b,B) bicomplex. For 

an even normalized periodic cocycle <J> = ((bn)n>Q, we have to show B()(0<b)2n is a cyclic 

cochain for all n > 0. We have 

Bo(0(b)2n( a° ,..., a2*"1) = (0(b)2n(l, a0 ,..., a2""1) 

-(-l)2n(9(|))2n(a0,...,a2n"1,l) 

= <|)2n(0,a0,...,a2n-1) + (b2n-l(a0,..., a2""1) - <b2n(a
0,.., a2""1^) 

= (b2n.i(a°,..,a2n-1). 

This shows that BQ(0(b)2n is cyclic and hence 0(b is normalized. D 
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Theorem 3.2.3. Let A be a unital Banach algebra and 5 : A * A a continuous 

derivation. Let (j) be a reduced and normalized entire cocycle on A. Then there is a 

canonically defined reduced and entire cochain f on A such that Lg<b = chy , where c) is 

the (total) coboundary of (b,B) bicomplex. 

Proof. Let us prove the even case. Let <b = (<!>2n)n>0 ' b e t n e g i v e n ev^n cocycle 

and J : QA >C be the corresponding cycle. Let us define an odd cochain 

V = (¥2n+l)n>0 bY 
2n+l . , , 

. 0 2n+l, v / ivJ"1 f 0 . 1 s j . 2n+l 
V 2 n + i ( a >•••> a )= 2 J (-1) J a da ... 8aJ... da 

2n+l . , . 
V / J " 1 J / 0 2n+l , 

= 1 (-D Y2n+1 (a ••- a ) • 

We would like to show that \y - (V2n+l)n>0 is a reduced cochain and estimate the 

norms of its components. First note that J da*... dar^ = 0 if aa = l for some i . Indeed, 

in this case, 

Jda^ .da 2 * =X2kB0<|>2k(a1,...,a2k) 

= X2k($2k(l,aK...,a2k) - (^(a1 , . . . , a2k ,l)} = 0 

in view of the fact that <j> = (<b2n)n>0 is reduced. Now we have 

JCOT • dl» co2 = ± jco2coidl ±Jdco-^ dl« dco2 = 0 

for all cô  and co2 in QA, This shows that each cochain Y-^n+l is redu^d and hence 

V = (¥2n+l)n>0 *s reduced, To estimate the norms of Y2n+l >n ~ ^ > n o t e m a t we can 
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write, using d(ab) = adb + da«b, each cochain Y^n+l *n t e r m s 0I* fen+1 • This gives 

us the following estimate 

MjZn+l"*Ja2n' "*2n»ll511 • 

2n+l . , 
Using y 2 n + 1 = 2 . (-1) YJ

2n+] , we obtain 

ll\j/2n+1H < a2nl (n+l)(2n+l) ll(b2nll II5II . (3.2.3) 

Next, we will calculate BQ\j/2n+j and show that it is cyclic. Using the relation 

Ida0 = da° - dl • â  , we can write 

J" Ida0... 8aH ... da2n = Ida0... 8aH ... da2n - Jdl- a0... 8aH ... da2n 

= Jda°...8aH...da2n. 

It follows that 

B0Vj2n+l(a°'-.a2n) - Vj2n+l(l.a°...^2n) + V l2n+l(a0.-^2n.1) 

= j Ida0... 8aH ... da2n = J da0... 8aH ... da2n . 

From this we have 

0 2n 2^!"1 j-1 f 0 p j-1 2n 
V 2 n + l ( a ' - ' a ) = J ( - 1 ) Ida ... 8aJ ...da . (3.2.4) 

This is a cyclic cochain. Indeed a straightforward calculation shows 
2n+l 

V2n+l= N V 2 n+l • (3-15) 

Let us calculate the Hochschild coboundary of Y2n+1 • We bave, by definition 
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-. 0 2n+2 2 v X k : 0 k k+1 2n+2 
b Y2n+l ( a ' - ' a )= 2/ H) VJ2n+l(a — a a a ) 

Jv— U 

+ ( - l ) 2 n + 2 V 2 n+l ( a 2 n + 2 a°>-' a 2 n + 1 ) • 

Using the relations d(ab) = adb + da«b and 8(ab) = a«8b + 8a«b , we see that all .he terms 

in the above sum cancel except 

= - J aPda1 ... 8aJ... da2n+1 • a2n+2 + J a2n+2 a°dal ... 8aJ... da2n+1 

= - Jd(a°da1... 8aJ... da2n+1) • da2n+2 

= - J aa° da1... 8aJ... da2n+1 • da2n+2 

+ (-1)J j a W . . . dSaJ... da2n+1- da2n+2 . 

We thus have 

0 2n+2 2 v l j r 0 i 2n+l 2n+2 
b\}/2n+1(a ,..., a ) = ZJ (-1) J d a - 5a ... da • da 

2V !f 0 1 0 j 2n+l 2n+2 
- 2/ J a da ... d8a ... da -da . (3.2.6) 

j=l 

Now, we have 
0 2n+2 , 2 v 2 0 c j 2n+2 

^2n+2L8<t)2n+2(a -"»a } = X2n+2 \ (')2n+2(a ••-S a - • * } 

J=0 

f 0 0 1 2n+2 f 0 1 2n+l , 2n+2 2£!" \ 0 1 i 2n+2 
= J 8a da ... da + J a da ... da • dSa + 2Li J a da ... doa ... da 

j=l 

Combining this with the formulas (3.2.4) and (3.2.6) we get 
bV2n+l = B0V2n+3" *2n+2 L8 4>2n+2" X2n+2 tt-2-?J 

where the cochains %2n, n > 0 , are defined by 

%2n(a°,..,a2n) = J d(a°da1... da2n+1 • 8a2n+2). 
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To proceed further we need a lemma about infinite dimensional cycles. 

Lemma 3.2.8. Jdlco^o^l^O for all 0)} and co2 in QA. Here [,] is the super-

bracket. 

Proof. Let 9} = deg COJ . We have 

1 d[co1,co2] = J dojj • ©2 + (-1)31 <aidco2 - (-1)S192 dco2- tflj - (-1)(91+1)32 o)2dco1 

= J" (do)} • o)2 - (-1) <a1+1)92 (o2dco1) + (-1) 311 (0)! • do>2 - (-1)31$2+1) ^ . Q>1 

= J d2t0j • dffl2 + (-1)311 dcoj • d2o)2 - 0 since d2 = 0. D 

Now, using the above lemma, we can write X2n a s m e coboundary of a suitable 

cochain and hence bring the equation (3.2.7) to the desired form. Define the cochains 

Y*2n+l> n S 0> by 

V*2n+l(a°.->a2n+1) = I d ( d a ° dal - da2n ' Sa 2 n + 1 ) . 

Note that V*2n+1 *s reduced and BQ\j/*2n+l = ° • Indeed, we have 

B0\if*2n+1(a
0,..., a2n) = J d(dl da0... da2*'1 • 8a2n) - 0 . 

To estimate ll\j/*2n+i II, note that 

Y*2n+1(a°,..., a2n+l) „ - %M B 0 42n+2(a0,..., a2n ,5a2 n + 1) , 

and hence 

l lV*2n+l l l^%n+2 l^2n+2 l l l |8 |1- (3-2-9) 

We also have to calculate the Hochschild coboundary of ^*2n-i • After obvioius 
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cancellations, we have 

bV*2n-l(a°>->a2n) = J" d ( a ° d a l - d a 2 n _ 1 * 8 a 2 n " da0^1 . . . da2""2 8a2""l • a2n 

+ a2" da0... da2"'2- 8a2""1 + da2"- a°da.1... da2""2- 8a2""1). 

By the previous lemma, the two middle terms cancel and we get 

bY*2n-l(a°'->a2n) =Jd(a°da1 ... da2""1- 8a2n) -. Jd^da 1 . . . da2""2- 8a2""1- da2") 

Thus we have 
2n-l 

^Vr^n'̂ n-l 
2n-l 

or b ( r 2 n 4 + V2n- l ) = X 2 n -

Using this we can write (3.2.7) in the form 
- 2n+l 

b ^ 2 n + l + ^*2n+l + ^ n + P = B 0 ^ n + 3 " X2n+2 L
5 *2n+2 • (3-2'10> 

2n+l 
Now let x|/2n+1 = V 2 n + i + V*2n+1 + ^2n+l • W e h a v e ' s i n c e B0 ^*2n+l = ° a n d 

using (3.2.5), 

B^2n+3 = (2n+3) B0V2n+3 + B0¥2n+3 = <2n+4) B0V2n+3 • 

We can thus write (3.2.10) in form 

1 ~ 
;2n+l " 2n+4 V2n+3 " "2n+3 ^8 v2n+2 ' b ^ i =-^—7 B V , n 4 . , - ^ n , , L s <|>7n.7 . (3.2.11) 

Finally, if we define the required cochain \|/ = (V2n+l)n>0 by 

_ -1 ~ 
v2n+l ~ A2n+2 ^2n+l ' 

the equation (3.2.11) transforms to 

^n+2 b^2n+l" 2n+4 X2n+4 B^2n+3 = "X2n+2 L8 ̂ n+2 

or, 
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b\ | /2 n + 1 + Bxj/2n+3 = -L5 (t)2n+2 

which is the required equation. 

We have to show \|/ is an entire cochain. Using the estimates (3.2.3) and (3.2.9), we 

have 
-1 - 2n+l 

1 ' W - ' W <" W ! + ll^2n+l"+"W 

< ((n+2)ll(j)2nll + II<P2n+2")ll511 • (3.2.12) 

This of course guarantees that \j/ is an entire cochain. The theorem is proved. • 

Corollary 3.2.13. Let A be a non-unital Banach algebra and 8 : A —> A a 

continuous derivation. Then Lg : H*e(A) > H*g(A) is the zero homomorphism. 

Proof. Since A is non-unital we have to work in the periodic bicomplex. Let <j> be 

an entire periodic cocycle. By Lemma 3.2.1 (|) is cohomologous to a normalized entire 

cocycle and hence we can assume it is normalized. Now recall the commutative diagram 

Tot C(A) -—-> Tot C(A) 

0 9 
L8 

Tot P(A)red • Tot P(A)red 

The cocycle B<^> is reduced and normalized. By die above theorem there is a reduced entire 

cochain y such that L§0<]) = d\|/. We thus have Lg(j) = 99" V and the corollary is 

proved. • 

In the next section we are going to need explicit estimates for ll(0"l\|/)nll. We have, 

using (3.2.12), 
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" ( 6 - V W 1 1 - ' ^ n + l 1 ' * {(n+2)ll(9((>)2llll + ll(9<|))2n+2ll} II5II 

2n+2 
<(n+2)( X H l̂OllSl (3.2.14) 

i=2n-l l 

and similarly for ll(9"^Y)2nll . 

3.3. A Homotopy Invariance Theorem 

To prove the homotopy invariance theorem we have to generalize the notion of Lie 

derivatives a little further and prove the analogue of Theorem 3.2.3 in this context. So, let 

A and B be algebras and f: A > B a homomorphism beiween them. A linear map 

8: A > B is called a derivation if 

S(ab) = f(a)8(b) + S(a)f(b) for all a,b in A. 

Given such a derivation 8 , we can then define a Lie derivative 

L6 : C"(B) * C"(A) 

by the formula 

0 n v ° o i " 
L»<|>(a ,..., a )= Zu <Kf(a )»•••> 5 a >••., f(a )) . 

6 i=0 

One can easily check that the analogue of Lemma 2.4.2 holds i.e. the map Lg commutes 

with the operators b, b', X and s . As a result of this we obtain a map of bicomplexes 

Lg:C(B) > C(A) 

and also, in case f: A —> B is unital, 

Lg:P(B)—»P(A). 

The proof of the following theorem is completely similar to the proof of Theorem 3.2.3 

with obvious modifications. 
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Theorem 3.3.1. Let A and B be unital Banach algebras and f :A • B a 

continuous unital homomorphism with a continuous derivation 8: A —> B . Let 0 be a 

normalized, reduced and entire cocycle on B . Then there is a canonical reduced and entire 

cochain f on A such that Lg(J) = 9\j/. 

Proof, Let (J) be ev ,.i and let J : QB —* C be its associated cycle. The definition 

of \|/ is a modification of the corresponding definition in Theorem 3.2.3. For example 

\j/J2n+1(a° ...,a2n+1) = J ^ d ^ a 1 ) . . . 5J ... df(a2 n + 1), 1 <j <2n+l 

and similarly for Y*2n+1 etC- Theproof of Theorem 3.2.3 extends word for word to 

show that the cochain \\r = (V2n+l)n>0 def"med as before by V2n+1 = Y2n+1 

On-4-1 

+ Y*9 + i + ¥ o +I is areduced and entire cochain which satisfies L~(p = -3\j/ . Finally, 

we have the following estimate for lhK2n+l": 

"¥2n+l» * «"+2) I'^n" + ll(f>2n+2l!) "f||2n+1 »8» • • 

Corollary 3.3.2. Any continuous derivation between Banach algebras acts trivially on 

entire cyclic cohomology groups. 

Proof. Let A and B be the given (non-unital) Banach algebras, f: A > B a 

homomorphism between them and 8: A —> B a derivation. We have the following 

commutative diagram 

L 8 
Tot C(A) > Tot C(A) 

0 9 
LS 

Tot(3(B)red >TotP(A) red 
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We can now apply Theorem 3.3.1. The rest of the proof is similar to the pi oof of Corollary 

3.2.13. D 

Given a periodic, say even, cocycle <|> = (0n)n>Q ' u s m S m e above eoRillary, we can 

write L,g4> = d0~*\|/. Using the estimate in Theorem 3.3.1, we have 

. 2n+2 0 

'<e" V)2n+1»^"V2n+il^(n+2)( E IÎ IO llfll̂  *' - . (3.3.3) 
i=2n-i 

Next, let A and B be (non-unital) Banach algebras and ft: A ——̂  B . 0 < t < 1 , a 

1-parameter family of homomorphisms between them. Such a family will be called smooth 

iff 

(a) each f t , t s [0,1] , is continuous with HfJI < M , i.e. ft is a uniformly bounded 

family of continuous homomorphisms, 

(b) for all a e A , the map t n-» ft (a) from [0,1] to B is C 1 . Moreover, the 

corresponding family of derivatives 8 t : A > B is uniformly bounded. 

The derivatives 8 t : A > B are of course defined by 

f tJ a ) " ft(a) 
5(a) = lim -£3 L - . 

1 s->0 s 

since ft is a family of homomorphisms, we have 

8t(ab) = 8t(a)ft(b) + ft(a)St(b). 

This shows that each 8 t is a derivation with respect to ft. 
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Theorem 3.3.4. (Homotopy Invariance). Let ft: A » B , t e [0,1] , be a smooth 

family of homomorphisms between Banach algebras A and B . Then fQ and f j induce 

the same map between entire cyclic cohomology groups. 

Proof. Let S t , 0 < t < 1 , be the family of derivations defined by ft. By our 

assumptions, there are constants M and N such that llfj.il < M and II8JI < N , uniformly 

in t. Let <j) = (<!>n)n>o be a, say even, entire cocycle. We can assume (j) is normalized. 

We have 
9 0 n d 0 n 
_ f * t V a ,.. . , , ) = ¥ ^ n ( f t ( a ) , . . , f t (a)) 

n -
= S (f)n(ft(a),.., 8 a1,..., f (a11)) 

i=0 l 

0 n 
= Lg <l>n(a ,..., a ) . 

In short, we can write 

t_ Now, by Corollary 3.3.2, for each t e [0,1], there is a canonical entire cochain yl = 

(xj/^n+i) such that L,§. <|> = 3V • We can then write, at least morally 

U l t 1 t 

f*j«|»-f*0«|)=J4-i*t<|>-dt = J a v -dt = 3 JV dt , 
0 t 0 0 

which shows that the difference is a coboundary and hence f* j = f*Q on the level of 

cohomology. To make this precise, we have to show that the integral exists and defines an 

entire cochain. Fix a0,..., a" in A . Then our proof of Theorem 3.3.1 shows that 

V^a0 , . . , , an) is at least a continuous function of t e [0,1] (by the smoothness 

http://llfj.il
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hypothesis, for a e A , 8t(a) is a continuous function of t ) . Thus the integrals 

l 

j y dt exist (in the strong sense) and define the required cochains. To check the 
0 

entire growth condition, use (3.3.3) to get 

2n+2 

I K t /2n+l"- ( n + 2 ) ( X ll<piM) l l ft ' r ' ll5t!l 

i=2n-1 

2n+2 _ . 
, v-> v 2n+l 

^(n+2)( 2J "fylQM -N 
i=2n-l 

and similar formula for lh|/ 2n" • *n v * e w °^ *be ̂ act l b a t $ = ((l)n)n>0 ' s a n e n n r e cochain, 

1 

the above estimate certainly implies that ( J \j/ d t ) ^ is an entire cochain. • 
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