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ABSTRACT 

Air-sea fluxes of CO2 depend on the gas-transfer crefficipnt (A") and v.he air-

sea difference in the partial pressure of C0 2 ( \p). if A' ?nd Ap covary, the mean 

air-sea flux of CO2 will differ from the flux computed from means of A' and Ap. 

The difference is termed here the covariance term. Moreover, the partial pressure of 

CO2 in seawater (p) is a nonlinear function of several seawater properties, such as 

temperature (T), salinity (S), concentration • f dissolved inorganic carbon (C) and 

alkalinity (A). As a result of this nonlinearity, air-sea fluxes computed using mean 

values of p for a range of seawater conditions will differ from the fluxes calculated 

using p computed from corresponding means of X1, 5, C and .4. The difference is 

termed here the carbonate nonlinearity ttrm. Any study of air-sea fluxes of CO2, 

whether based on observations or models, should, ideally, select time and space 

scales such as to minimize both these terms. 

In this thesis, I quantify the covariance and the nonlinearity terms at various 

spatial and temporal scales and explore implications of these results for studies of 

air-sea fluxes of C0 2 . The spatial component of the nonlinearity term is examined 

using data collected during the Geochemical Ocean Sections S udy (GEOSECS). 

Standard deviation of p is a good indicator of the magnitude of the non' nearity 

term. Failing to consider the spatial fluctuations at the global scale may bias di­

rect estimates of global oceanic uptake of CO2 upward by 3.0 G t C y - 1 ( = 65c/( of 

total emissions of anthropogenic CO2 in 1973). Partitioning the global dataset into 

subsets representing high- and low-latitude waters reduces the bias to 1.4 Gt Cy" 1 . 

To study the temporal components of the covariance and the nonlinearity teims 

a new ecosystem model of the Labrador Sea is developed. The model is used to 

simulate the animal cycles of A", T, 5, C and 4. When the annual means of 

these properties are used to compute air-sea fluxes of C0 2 , both the covariance 

and the nonlinearity cerms are neglected. This results in overestimation of the air-
cea fluxes by 2.4molCm~2y~*1 (=300CX of the estimated total annual uptake of 

anthropogenic C0 2 for the Labrador Sea) compared with the best estimate from 

the ecosystem model. The overestimation would increase markedly in C02-rich 

environments. Partitioning the annual cycle into warm and cold seasoxis reduces 

the overestimation severalfold. 

The Labrador Sea model is used to rank the importance of various oceanic 

processes for air-sea CO2 flux. Effects of changes in these processes on the C0 2 flux 

would be larger in C02-rich environments. 

xi 
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average value of the partial pressure, //atm. 

partial pressure calculated from the average seawater properties, //atm. 

atmospheric partial pressure of C 0 2 , //atm. 

average atmospheric partial pressure of C 0 2 . //atm. 

preindustrial partial pressure of C 0 2 . /(atm. 

model estimate of pt, //atm. 

partial pressure in the mixed layer, //atm. 

true value of mean partial pressure in the global surface ocean, //atm. 

air-sea difference in the partial pressure of C 0 2 , = p„ —p. //atm. 

concentration of phosphates, //mol k g - 1 . 

primary production at depth z. nig C m - 5 h r - 1 . 

assimilation number, n igC (mgchl)""1 h r - 1 . 

daily primary production for a layer, m g C m ~2 d - 1 . 

coefficient of correlation, dimeiisioiiless. 

coefficient of determination, dimensionless. 

fraction of anthropogenic C0_> remaining m the atmosphere, 

dimensionless. 

specific respiration rate of phytoplankton d - 1 . 

dark respiration as a fraction of gross growth rate, dimensionless. 

enhancement of the dark lcspiration in light, uimensionless. 

specific maintenance respiration rate of phytoplankton (the rate 

when production is zero), d - 1 . 

isotopic ratio of H C to 1 2C, dimensionless. 

total number of regions per box b. 

s tandard deviation of a property A". 
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sr 

Sc 

si 
T 

V 

w 
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salinity, dimensionless. 

number of samples per region r. 

Schmidt number, dimensionless. 

silicate, pmolkg - 1 . 

temperature, °C. 

phytoplankton sinking velocity, m d - 1 . 

windspeed, m s - 1 . 

zooplankton biomass, v\ o l C m - 3 . 

Subscripts referring to the biogeochemical model of the Labrador Sea: 

1 surface layer. 

2 intermediate layer. 

3 deep layer. 

a atmosphere. 

i a given layer. 

j a layer below layer /', j = i + 1. 

o preindustrial. 

Superscripts: 

Single prime indicates fluctuating component, departure of individual value from 

the mean. 

Overbar indicates mean properties. 
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Chapter 1. 

General Introduction 

The oceans are an important component of the global carbon cycle. This was 

true historically, when the carbon cycle was undisturbed, and is true in the present, 

when the cycle is perturbed by the activity of man. The role of the oceans in the 

global carbon cycle has, therefore, been the subject of intense research involving 

observations and modelling. 

Observational studies contribute to our understanding of the carbon cycle in 

two ways. First, they provide direct estimates of the air-sea exchanges of C 0 2 

from the observed fields of oceanic partial pressure of C 0 2 and the gas transfer-

coefficient [Tans et al, 1990; Lefevre, 1995; Takahashi et al, .995]. Second, the 

observed seawater properties describing the carbonate system, as well as the distri­

bution of tracers, are used to constrain carbon models [e.g.. Oeschger et al, 1975; 

Siegenthaler, 1983; Shaffer and Sarmiento, 1995]. 

Models are constructed to test our understanding of the carbon cycle in the 

past and at present, and to predict the evolution of this cycle in the future. The 

first objective is achieved by diagnostic models, the second by transient models. 

Diagnostic models use sets of physical and biogeochemical constraints to iden­

tify important physical and biogeochemical mechanisms controlling carbon fluxes in 

the oceans [Rintoul, 1992]. Into this category fall the models of Knox and McElroy 

[1984], Sarmiento and Toggweiler [1984], Siegenthaler and Wenk [1984], Volk and 

Liu [1988], Taylor et al. [1991], and Shaffer and Sarmiento [1995]. The spatial 

resolution of diagnostic models varies from the local to the global. These models 

are not designed to examine the evolution of the carbon cycle over long time scales: 

their temporal coverage is limited to periods during which a quasi-steady state can 

be assumed. Therefore, diagnostic models describe either past periods in which 
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a quasi-stecidy state of the carbon cycle prevailed (e.g., the preindustrial and the 

glacial periods), or "snapshots" of the present carbon cycle. In the latter case, the 

premise is that the accumulation of anthropogenic C0 2 in the ocean-atmosphere 

system during the simulated period is very small and has a negligible effect on the 

carbon cycle. 

Processes crucial to the oceanic carbon cycle are identified and the spatial and 

temporal scales relevant to these processes are evaluated using diagnostic models. 

This information is then used to formulate another class of carbon models that 

examine transient changes in the carbon cycle. Transient models typically operate 

at the global scale and simulate periods from the preindustrial times to the present 

time, and are often extended into the 21sf century. 

These models range from simple ones with a few compartments, such as the 

box and box-diffusion models of Craig [1957], Keeling [1973], Oeschger et al. [1975], 

Hoffert et al [1981], Bacastow and Bjorkstrom [1981], Siegenthaler [1983], Peng 

and Broecker [1991], Joos et al. [1991], Craig and Holmcn [1995] and Jain et al 

[1995] to the three-dimensional (3-D), ocean general-circulation models (OGC'M) 

with a resolution of a few degrees latitude [e.g., Maier-Reimer and Hasselmann, 

1987; Toggweiler et al. 1989; Sarmiento et al. 1992; and Taylor, 1995]. Despite 

their superior spatial and temporal resolution, the 3-D models are not likely to 

replace simple box-models completely, because their complexity and computational 

requirements limit their applications, particularly when comprehensive sensitivity 

analyses are required [Shaffer and Sarmiento, 1995]. 

In spite of recent advances in this field, some aspects of the carbon cycle in 

the air-sea system have received little attention in the past. For example, we do 

not know how best deal with fluctuations in properties determining air-sea fluxes. 

All studies, whether they be based on observations or models, have to choose some 

minimal spatial and temporal scales and to ignore fluctuations in the studied quan­

tities at smaller scales. But to optimize the studies, it is important to select the 

scales of study such as to minimize errors from finer-scale fluctuations in the field. 
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In this thesis, I explore fluctuations in the ocean carbon cycle, the biogeo­

chemical processes responsible for these fluctuations and their implications for our 

understanding of the role of the oceans in climate change. 

Let us begin by looking at factors that influence the flux of CO2 across the 

ocean-atmosphere interface. Air-sea flux of C 0 2 (F) is driven by the air-sea differ­

ence in the partial pressure of C 0 2 (Ap), with the rate controlled by the gas-transfer 

coefficient (A"): 

F = AAp = A ( p a - p ) , ( 1 - 1 ) 

where pa and p are the partial pressures of C0 2 in air and in seawater, respectively. 

The gas-transfer coefficient K is primarily a function of windspeed. The partial 

pressure of CO2 in seawater is a function of several seawater properties, such as 

temperature (T), salinity (S), alkalinity (A), and concentrations of dissolved inor­

ganic carbon (C), phosphates (V) and silicates (Si): p = p(T, S, A, C, V, Si). (Note 

that other seawater properties may affect p indirectly, for example, a decrease in 

nitrate concentration increases alkalinity.) 

The dependence of p on these properties is nonlinear. As a result, the mean 

partial pressure of C 0 2 may be different from the partial pressure computed from 

the mean properties of seawater, with the difference termed here the nonlinear 

contribution c: 

c = p(T, S, C,..) - p(T, S, C,..) # 0, (1 - 2) 

where the overbars denote mean values. 

Spatial and temporal variability in A' and Ap introduces nonlinear effects in 

the air-sea exchange of CO2. To quantify these effects, instantaneous values of A" 

and Ap are first decomposed into into mean and fluctuating components: 

A = A + A' , ( 1 - 3 ) 

Ap = Ap + Ap', ( 1 - 4 ) 
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where, as before, the overbars denote means, and the primes denote fluctuating 

components. The quantity Ap can be further decomposed using equation (1-2): 

A^ = ( p a - / J ) = p 7 - p = p 7 - ( p ( T , 5 , . . . ) + c). ( 1 - 5 ) 

The average flux of CO2 can now be expressed as 

F = AAp 

= (A + A')(Ap~+Ap') 

= A A p 4 A 7 A p 7 • ( 1 - 6 ) 

= A [p7-p(T, £,.••)[+ ( - Ac) + A W 

In other words, the mean air-sea flux of CO2 is the sum of three terms: 

, is the term associated with the means: A" and T, 5, 

and so on; 

2. AF a = A''Ap' is the covariance term. If there is any covariance between A" 

and Ap, the mean air-sea CO2 flux will differ from the flux associated with 

average values of A" and Ap. 

3. AFf, = — Ac is the carbonate nonlinearity term. As a result of the nonlinearity 

in the carbonate system, the partial pressure of a uniform ocean would be 

different from the mean partial pressure of an ocean whose properties fluctuate 

in space and time, even if the averages of the seawater properties in both cases 

were identical. 

Estimates of air-sea flux of CO2 from surface-ocean data and from carbon 

models neglect AF a and, often, AF&. Little work has been done to quantify AF a 

or AF(,, or to evaluate strategies to minimize potential errors in estimated air-sea 

flux of CO2 associated with these two terms. 

The conclusions drawn from averaged observations may be misleading if the 

observations do not reflect variations in the relevant properties at all the pertinent 

1. Fb=K pa ~p{T, S, ...) 
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time and space scales. For example, by assuming uniformity of oceanic properties 

at some temporal and spatial scales, global carbon models implicitly neglect the 

covariance term (AF a) and the carbonate nonlinearity term (AF&) at small scales. 

As a result, systematic errors in the estimates of the air-sea fluxes of CO2 are 

introduced. One expects these errors to be larger in box models with coarse spatial 

and temporal resolution, although the errors may persist to a smaller degree in 3-D 

models as well. 

It is easy to see that nonlinear effects can be a source of error in models that 

ignore them. But what are the consequences for the real ocean? There is always a 

certain degree of variability in the real ocean. If there is a change in this variability, 

say in temperature, due to changes in horizontal mixing, or in dissolved inorganic 

carbon and alkalinity, clue to changes in spatial or temporal patterns of nutrient 

utilization by oceanic biota, the net air-sea flux of CO2 could change. In other 

words, if nonlinear effects are important, the net flux of CO2 between the oceans 

and the atmosphere can also be modified by altering the fluctuations around the 

mean properties, rather than the means themselves. This is contrary to the common, 

tacit, assumption that a change in the role of the oceans in global carbon cycles 

requires a modification in the mean properties of the world ocean. 

In this thesis, I quantify the magnitude of the errors arising from estimat­

ing mean fluxes of CO2 from mean oceanic properties (i.e., from neglecting AFfl 

and AFj,) using oceanic data (Chapter 2) and one-dimensional model simulations 

(Chapters 3). I discuss ways to reduce these errors (Chapters 2 and 3). 

Since this work focuses on spatial and temporal variability in the oceanic prop­

erties controlling the air-sea fluxes of C0 2 , it seems worthwhile to explore which 

processes are responsible for this variability. In general, the variability in oceanic 

properties reflects spatial and temporal patterns in the underlying oceanic processes: 

- physico-chemical processes, such as air-sea exchanges and water mixing, and 
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- biogeochemical processes involved in the formation, sinking and decomposition 

of biogenic matter. 

Changes in these processes may affect the mean and the fluctuating components 

of the fluxes. I use an ecosystem model of the Labrador Sea to test the sensitivity 

of the various components of air-sea C 0 2 fluxes (i.e., F , AF„ and AF&) to these 

physical, chemical and biological processes (Chapter 4). 

This analysis is then extended to examine future, C02-rich, environments 

(Chapter 5). Sensitivity of the CO2 fluxes to variability in oceanic processes may 

be altered in future environments. This is because the nonlinearity in the carbon­

ate system increases as the concentration of dissolved inorganic carbon in seawater 

increases over present-day levels. Therefore, the covariance and the carbonate non-

linearity terms are likely to increase in the future, as anthropogenic carbon accu­

mulates in the ocean. I try to quantify the potential change in those terms using 

the Labrador Sea model. 

Results of sensitivity studies can also be used to rank various physical and 

biological processes according to their relative importance for air-sea CO2 fluxes. 

(Chapter 4). This ranking can be used for optimising other models of CO2 fluxes 

in the Labrador Sea. 

Some other issues associated with fluctuations in the oceanic properties are also 

addressed in this thesis. In addition to the systematic errors that are inherent in the 

use of mean values to describe nonlinear processes, there are random errors associ­

ated with imprecise determination of these means because of insufficient sampling. 

In Chapter 3, I examine sampling strategies to reduce these errors. 

The results of this work are partitioned into four chapters, followed by a general 

discussion. In Chapter 2, I examine the nonlinearity of the carbonate system and 

evaluate the effect of spatial fluctuations in the seawater properties on the oceanic 

partial pressure of carbon dioxide and on air-sea fluxes of C0 2 , using the data from 



the Geochemical Ocean Sections Study (GEOSECS) and the Transient Tracers in 

the Oceans (TTO) cruises. 

In Chapter 3, I describe a diagnostic model of the Labrador Sea and use it to 

simulate temporal fluctuations in seawater properties controlling the air-sea differ­

ence in the partial pressure of CO2 and in the gas-transfer coefficient. The impor­

tance of covariance between Ap and A", and the consequences of the nonlinearity 

of the carbonate system, for the air-sea fluxes of CO2 in the Labrador Sea are then 

evaluated. 

In Chapter 4, I use the model of the Labrador Sea to assess the sensitivity of 

the air-sea CO2 fluxes to possible changes in physical and biogeochemical processes, 

at present levels of atmospheric CO2. The sensitivity of the components of the C 0 2 

fluxes associated with the means and with the fluctuations in the oceanic properties 

are evaluated. I also examine the evolution of the CO2 fluxes over several decades 

after modifications in some of the oceanic processes. 

In Chapter 5, I compute the components of the CO2 fluxes associated with the 

fluctuations in the oceanic properties in future, C02-rich environments. I assess 

changes in the sensitivity of air-sea fluxes of J 0 2 to the oceanic properties in the 

future environments. Some implications of these results for the validity of tracer 

calibration of carbon models are also discussed. 

Finally, a summary of the results and some directions for future work are 

presented in Chapter 6. 

I I 
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Chapter 2. 

Effects of Spatial Fluctuations in Oceanic 

Properties on Air-Sea Fluxes of C 0 2 

2.1 Introduction 

The partial pressure of CO2 in the oceans is controlled by several seawater 

properties: temperature, salinity, total alkalinity, dissolved inorganic carbon, and, 

to a smaller extent, by other components such as the concentration of silicate and 

phosphate. A decrease in alkalinity or an increase in temperature or dissolved 

inorganic carbon tends to raise the partial pressure quasi-exponentially. An increase 

in salinity, silicate or phosphate concentration has a similar effect, albeit much less 

pronounced. 

Due to the nonlinearities in these relationships, the average partial pressure of 

a set of seawater samples is usually different from the partial pressure calculated 

from the average values of the controlling seawater properties. For example, if one 

considers two water masses with distinct temperatures, the average partial pressure 

of the two water masses would be different from that associated with their average 

temperature. The nonlinearity of the carbonate system implies that the partial 

pressure of a uniform ocean would be different from that of a nonuniform ocean 

with the same mean properties as the uniform ocean. Since the transfer of CO2 

through the ocean-atmosphere interface is driven by the difference in partial pressure 

of C 0 2 across this interface, an alteration of partial pressure in surface waters would 

affect the net flux of carbon between the ocean and the atmosphere. 

In this chapter I try to assess the magnitude of the error incurred when the 

spatial aspect of the nonlinearity of the carbonate system is ignored. I concentrate 
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on the surface waters which are in direct contact with the atmosphere. The hori­

zontal structure of existing carbon models is used to partition the data into one or 

more boxes and to compare the results of simple models with those of more complex 

models. 

The results show that neglecting the nonlinearity of the carbonate system may 

lead to underestimating of the partial pressure of C0 2 . I examine some implications 

of these results for observational studies and global carbon models. Air-sea fluxes of 

CO2 are estimated as the product of the difference in partial pressure between the 

atmosphere and the surface ocean (Ap) and the gas-transfer coefficient A". Errors 

in estimates of the partial pressure incurred on neglecting the nonlinear effects 

translate into errors in the estimate of these fluxes. If the ice-free area of the ocean 

is on average 340 x 1012m2, and the global average gas-transfer coefficient A' is 

0.067 mol C0 2 m - 2 y r - 1 / /a tm - 1 [Tans et a/., 1990], then a difference of 1 //atm 

in the partial pressure, at the global scale, would lead to a change in the estimated 

carbon flux of about 0.27 Gt C y r - 1 . This value is equivalent to 6% of the annual 

anthropogenic emission in the mid-1970s (the period from which most of the data 

used in this work originates) [Rotty, 1987]. 

In global carbon models the ocean is represented by a small number of boxes. 

It is assumed that the seawater properties are horizontally uniform within each box. 

This implies that the nonlinearity of the carbonate system is ignored within each 

box, and consequently the partial pressures estimated from the average properties 

of each box are biased with respect to the real ocean. 

It is more difficult to quantify the consequences of neglecting the carbonate 

nonlinearity in carbon models than in direct estimates from the surface-ocean data. 

In carbon models the final results are influenced by dynamic interactions between 

carbon reservoirs in the atmosphere, the mixed layer and the deep ocean. Therefore, 

the consequences of nonlinearity would depend on the assumptions used in the model 

and the structure of the model. I compute the error caused by neglecting nonlinear 

N| I 
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effects in some simplified models and examine the possible consequences of these 

effects for more realistic models. 

The nonlinear effect may also modify results of diagnostic box models, which 

deduce the rates of mixing and of biochemical processes using a set of physical 

and biochemical constraints [Rintoul, 1992]. Partial pressure of C 0 2 is one such 

constraint; hence accounting for the nonlinear effects may modify conclusions drawn 

from these models as well. 

2.2 Data 

2.2.1 Geochemical Ocean Sections Study (GEOSECS) 

To estimate the nonlinear effects associated with spatial variability in oceanic 

properties I used mainly the Geochemical Ocean Sections Study (GEOSECS) data 

[as given in the GEOSECS atlases of Bainbridgc, 1981; Broecker et al, 1982; Weiss 

et al. 1983]. This is the only global carbon data set available to date, and it has 

been widely used in studies of the global carbon cycle. 

The GEOSECS data do not cover the whole ocean and represent mostly the 

summer seasons in both hemispheres [Takahashi et al. 1981a], thus these estimates 

of the nonlinear effect.s refer to the idealized "GEOSECS ocean" and, as discussed 

later, probably represent a lower bound for the nonlinear effects in the real ocean. 

The nonlinear effects in the mixed layer were of main interest here, as the waters 

in this layer are in direct contact with the atmosphere. To evaluate the properties 

of these waters I used the GEOSECS data from the top 49 m of the water column, 

corresponding ro the depth ranges 0-24 m and 24-49 m in the GEOSECS carbonate 

data summary of Takahashi et al [1981b]. 

I chose the 0-49 m depth range as a compromise between minimizing the influ­

ence of the deep waters and retaining a large number of observations. Using data 

from a greater depth range (for instance, one corresponding to a mixed layer of 
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75 m used in many carbon models) would introduce the risk of admitting, in areas 

where the mixed layer is shallow, observations that are strongly influenced by the 

properties of deep waters, thus being unrepresentative of waters in direct contact 

with the atmosphere. Using a smaller d'—>th range in this analysis, on the other 

hand, would reduce the already sparse coverage of some oceanic regions. 

For example, consider the case of the North Indian Ocean. In this region the 

average partial pressure of CO2 for samples from 50-74 m was higher by 124patm 

than that for samples from 0-49 m. Therefore, incorporation of the samples from the 

50-74 m layer would affect strongly both the average and the variance in seawater 

properties within this region. Restriction of the analysis to observations from the 

depth range of 0-24 m, on the other hand, would leave only three samples in the 

whole region. 

2.2.2 Transient Tracers in the Oceans (TTO) 

The analysis based on the GEOSECS data was supplemented by examination 

of some data from the Transient Tracers in the Oceans (TTO) cruises. I used the 

revised version of the TTO data, compiled by P. Brewer, T. Takahashi and R. T. 

Williams, available at The Carbon Dioxide Information Analysis Center (CDIAC). 

The TTO data were used to obtain an independent estimate of the seawater 

properties in the North Atlantic, the region poorly covered during the GEOSECS 

cruises. The TTO data were also used to assess conseciuences of variability in the 

seawater properties at local scales (comparable with the resolution of ocean general 

circulation models). 

I 
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2.3 Nonlinear Effects on Partial Pressure of C 0 2 

2.3.1 Definitions 

To describe the consequences of the nonlinearity of the carbon system on the 

oceanic partial pressure of CO2 I use the term "nonlinear effects." Whenever nec­

essary I make a distinction between "nonlinear contribution" and "nonlinear er­

ror." The first term refers to the difference in partial pressure between the real, 

nonuniform, waters and the waters assumed to be uniform at the scale of interest. 

Nonlinear error, on the other hand, reflects the difference between the real ocean 

and a partially uniform ocean. A partially uniform ocean is made up of a number 

of parts, each of which is assumed to be internally uniform, but distinct from the 

others. The word "error" is used to underscore the application of this quantity 

in observational studies and models, which approximate the real ocean as a set of 

compartments, each of which is assumed to be uniform. As a result of ignoring 

nonlinearity within the compartments, the estimates of partial pressure of CO2 are 

subject to a systematic error. These concepts are elaborated further in the following 

paragraphs. 

The nonlinear contribution 

The nonlinear contribution c is defined here as the difference between the aver­

age partial pressure of CO2 of a nonuniform body of water and the partial pressure 

that the same body of water would have if it were uniform, with the same mean 

composition as the nonuniform waters. 

If one denotes the average value of a property A* as A', the nonlinear contribu­

tion c may be expressed as 

c = p(T,S,A,C,Si,V) -p(T,S~,A,C,~Sl,r~), ( 2 - 1 ) 

t-O 
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where p is the partial pressure of CO2, T is temperature, 5 stands for salinity, A is 

alkalinity, and C, Si and V stand for the concentration of dissolved inorganic car­

bon, silicate and phosphate, respectively. A glossary of the mathematical notations 

appears in the introductory part of this thesis. 

The first term or the right-hand side of equation (2-1) represents the partial 

pressure for the nonuniform case. It is computed as the average of partial pressures 

associated with each sample, which in turn are calculated from the individual sample 

values of the controlling variables. The second term is the partial pressure for the 

uniform case. It is computed by assuming that the seawater properties controlling 

the partial pressure are uniform within the body of water considered, and equal to 

the average values of these properties. Note that this approach assumes that the 

available data are truly representative of the real nonuniform ocean. 

As an example, the nonlinear contribution for the case when p is a function of 

only temperature (with remaining seawater properties kept at average GEOSECS 

values) is shown in Figure 2-la. 

The partial pressure of CO2 was computed following the scheme of Peng et al 

[1987], which uses dissociation constants for carbonic, boric, silicic and phosphoric 

acids given by Mehrbach et al. [1973], Lyman [195G], Ingri [1959], and Kester and 

Pytkowicz [1967], respectively. Some carbon models have used an alternative set 

of the carbonic acid dissociation constants of Goyet and Poisson, [1989] (although 

Takahashi et al [1993] have argued that the temperature dependence of the partial 

pressure computed using these constants is inconsistent with the values measured 

directly). Therefore, Figures 2-la and 2-lb contain results derived for this constants 

as well (denoted by broken lines). 

Consider two observations with temperatures Tj and Tj, and corresponding 

partial pressures pi and pj. The nonlinear contribution c graphically represented 

here as a vector XX', is the difference between the average of the partial pressures 

associated with the individual values of temperature (p{T)) and the partial pressure 

computed for the average temperature (p(T)). 
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The nonlinear contribution can be evaluated at various spatial scales. Let us 

divide the ocean into regions, each representing a certain oceanographic regime. 

Based on the assumption of equal weight to every observation in a region, the 

average of a property X for region r, Xr, is given by 

_ Y , S r Y 
Xr= sTS; (2-2) 

where Sr. is the number of samples in region r. The nonlinear contribution at the 

regional scale is then given by 

r rr JT ? ^ EPs(Ts,Ss,...) / £ T S £ S , N 
cr = Pr-P[Tr.Sr,...) = p ( _ _ , ___,.. . j . ( 2 - 3 ) 

The same rules would apply to computation of the nonlinear contribution in 

the case of multiple observations within a small grid (local nonlinear contribution), 

or time series observations at a single station (temporal nonlinear contribution, 

discussed in detail in Chapter 3). 

If data from two or more regions are combined into a "box," then one has to 

account for different surface areas associated with regions composing such a box. 

I assign to each region an area weight, a r , equal to the fraction of the area of the 

ocean occupied by region r. Then, the average value of a property X in box b, Xt, 

is given by 

I t = E r = l M r ) ) ( 2 _ 4 ) 

at 

where R& denotes the total number of regions belonging to box b and a& is the area 

weight of box b: aj = Ylr=i ar-

The nonlinear contribution associated with box b, cj, may then be calculated 

from 

Cb =Pb-P(-Lbibb,---) = P 1 ,••• • (-i-O) 
a t \ a t a j / 
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The nonlinear errors 

In box models the global ocean is divided into a finite number of horizontally 

uniform boxes. Within each box the nonlinear contribution is neglected, because 

p is estimated from the average seawater properties. The estimates of the global 

partial pressure from box models are therefore subject to the nonlinear error E. I 

define E as the difference between pt, the true mean partial pressure in the global 

surface ocean, and p e , the partial pressure estimated for a model ocean composed 

of uniform boxes: 

E = p , - p e . ( 2 - 6 ) 

Therefore, for a model representing the global ocean as a sum of B boxes: 

B B 

= X ^ a 6 ^ ~ ] L (&bP(Tb,Sb,...yj. (2-7a) E 
b=l 6 = 1 

Transforming (2-7a) one may also express E as the area weighted average of the 

nonlinear contributions associated with each box: 

B B 

E = J > 6 ( p 6 -p(Tb,Sb,...)) = J> 6 c 6 ) . (2-7b) 
b=l 6 = 1 

Note that the weights are assigned such that X^i=i a6 = 1-

Although I defined the nonlinear error with respect to the global scale, simi­

lar computations may be performed at any scale, as long as the analyzed area is 

represented as a collection of distinct boxes. 

In section 2.4 I estimate E for various models that have been used in the 

past. The models differ from each other in the number of boxes used, and in the 

demarcation of each box. However, before I analyse the actual data. I first examine 

how the nonlinear effects relate to the variability of seawater properties in some 

idealized cases. 
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2.3.2 Theoretical Considerations 

The nonlinear effects (both the nonlinear contribution c and the nonlinear 

error E) depend on six properties of seawater which control the partial pressure of 

carbon dioxide. The nonlinear dependence on so many variables makes it difficult 

to interpret the behavior of c and E. To obtain an insight I computed c for several 

idealized cases. Selected properties were varied systematically within the ranges 

found in the surface waters of the world oceans, while the remaining properties 

were held constant at average values in the analyzed GEOSECS data. 

Partial pressure of CO2 as a function of a single variable 

When the partial pressure p is plotted as a function of one variable at a time, 

it is seen that, whatever be the selected variable, p is always a convex function (i.e., 

the line segment between any two points of its graph lies on or above the graph 

and the second derivative of p is positive). Convexity of the function ensures that 

nonlinear contribution is positive. 

As an example, I discuss p as a function of temperature T. Figure 2-la shows 

that p is a convex function of T, and, consequently, the nonlinear contribution 

(vector XX') is always positive. It is also clear from the figure that, with increasing 

difference between T\ and Tj, the nonlinear contribution increases as well. 

To examine the potential for nonlinear effects, I computed d2p(T)/dT2 as a 

measure of convexity of the function p(T) (Figure 2-lb). When the dissociation 

constants of Mehrbach et al. [1973] were used, d"p{T)/dT~ reached maximum at 

22°C. Therefore, if the partial pressure is controlled mainly by temperature, then 

the nonlinear effect will be strongest at 22°C. 

Calculations with the dissociation constants of carbonic acid of Goyet and Pois-

son [1989] produced lower values of p than those in which the constants of Mehrbach 

et al were used. The plot of p(T) in this formulation has a weaker curvature. Al­

though the value of d2p(T)/dT2 increases almost linearly with temperature, at no 
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point does it exceed the values calculated previously using the dissociation con­

stants of Mehrbach et al. [1973]. Therefore, the nonlinear effects associated with 

variations in temperature are weaker when the constants of Goyet and Poisson are 

applied. 

To analyze further the relation between nonlinear contribution and variability 

of temperature, I used the constants of Mehrbach et al. [1973] to compute c for 

hypothetical data, in which the temperature distribution was assumed to follow a 

Gaussian distribution (Figure 2-2). 

The nonlinear contribution increases with standard deviation of temperature. 

It also increased initially with mean temperature, but this trend was reversed at 

higher temperatures. This reversal is consistent with the previous results showing 

a decline of d2p(T)/dT2 for temperatures higher than 22°C. 

Partial pressure of C 0 2 as a funct ion of two variables 

Although some special cases can be conceived wherein the variability in p in 

natural waters is dominated by changes in a single seawater property, this is not true 

in general, and the computation of c usually has to take into account simultaneous 

variations in more than one variable. I examine the case when p is controlled by 

temperature and dissolved inorganic carbon. 

Models of the carbon cycle often neglect the effect of silicate and phosphate 

[e.g., Knox and McElroy, 1984; Volk and Liu, 1988]. It is also a common practice to 

consider the seawater composition when all the samples are brought to a common 

salinity. This procedure removes most of the variability in alkalinity, which primarily 

depends on changes in salinity. Under these t 'mplifying assumptions, p would be 

mainly a function of just two variables, temperature T and dissolved inorganic 

carbon C (Figure 2-3). 

Note that isolines of p in the C-T coordinate frame are not equally spaced. In 

waters with high p, even small changes in T or C result in large changes of p and 

in large values of nonlinear contribution. 
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F I G U R E 2-2. The nonlinear contribution (c) associated with normal distribution 
of temperature, as a function of its mean (T) and standard deviation (s(T)). 
Partial pressure of CO2 is assumed to be a function of temperature only. Al­
kalinity, dissolved inorganic carbon, silicate, and phosphate concentrations are 
as in Figure 2-1. 
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Three cases are shown in Figure 2-3. In the first case (K-L), the differences in 

T and in C are 10°C and 95 /.nnolkg-1, respectively, the nonlinear contribution is 

Y'-Y = 36 /iatm. In the second case (G-H), despite much larger spread in T and 

C (24°C and 220 pmolkg - 1 , respectively), p is constant and nonlinear contribution 

is smaller (V'-V = 10 ^atm). In the third case (M-N), with the differences in T 

and C identical to the first case, but with both values of C moved toward higher 

concentrations, the difference in p is much larger, and the nonlinear contribution 

is doubled (Z'-Z = 75 patm). Therefore, variability in C or T alone was not a 

good indicator of the nonlinear con ribution in these cases. On the other hand, 

the differences in p (300, 0 and 600 //atm, respectively) were closely related to the 

nonlinear contribution (36, 10, and 75 patm, respectively). Therefore, variability of 

the partial pressure seems to be a better predictor of nonlinear contribution, than 

variability in either T or C. I examine this relation further using the actual data in 

section 2.4. 

Note that, typically, waters with lower temperatures tend to have higher con­

centrations of dissolved inorganic carbon and vice versa. As a result, the variability 

in the partial pressure is smaller than one won -pect from the variability in C or 

T by itself. Therefore, one may expect the magnitude of the nonlinear contribution 

to be relatively small in most of the global ocean. An exception to this rule may 

be the upwelling zones, which are often in disequilibrium with atmospheric CO2, 

and show large variabilities in partial pressure [Simpson and Zirino, 1980; Simpson. 

1985]. 

Another conclusion drawn from Figure 2-3 is that the nonlinear effects may be 

stronger in the future than those estimated for the present conditions. An increasing 

atmospheric concentration of CO2 forces the partial pressure of the surface ocean 

toward higher values, mainly through fin increase of inorganic carbon concentration 

in the surface waters. In such an environment the same variability in T and C may 

result in stronger nonlinear effects than 111 the waters with lower C (as seen in the 

comparison of case M-N with case K-L). 
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When the nonlinear contribution was examined as a function of other variables 

taken in pairs, similar tendencies were observed: large nonlinear effects were asso­

ciated with large variations in p. Similarly, when the variations in p were small, so 

were values of c, sometimes even acquiring slightly negative values, as some combi­

nations of temperature with salinity or alkalinity give rise to slightly concave isolines 

of p. The results of these sensitivity analyses may be used to interpret the data. 

2.4 Effects of Spatial Fluctuations on Partial Pres­
sure of C 0 2 in the Surface Ocean 

2.4.1 Nonlinear Contribution at Small Spatial Scales 

The TTO data were used to study the nonlinear contribution at scales compa­

rable with the resolution of the three-dimensional (3-D) carbon models. The current 

carbon models employ 3-D oceanic general circulation models (OGCM) with a typi­

cal resolution of several degrees. For example, the Princeton model has a resolution 

of 3.75° east-west and 4.5° north-south [Toggweiler et al, 19S9; Sarmiento et al. 

1992], and the Hamburg model [Maier-Reimer and Hasselmami, 1987] uses grid-size 

of 3.5° x 3.5° or larger. 

In the subsets of the TTO data covering areas comparable to the 3.5° x3.5° 

grid I found the nonlinear contribution (computed using equation 2-3) to vary from 

0 up to 11 //atm. The largest value was associated with a grid centered at 42°N. 

59°W (TTO stations 243-250). This indicates that even 3-D models with high 

horizontal resolution are not free from the errors caused by the nonlinearities in the 

carbonate system, particularly given that there may also be a temporal component 

of nonuniformity, present even if the grid size was reduced to a single station. 
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2.4.2 Nonlinear Contribution at the Regional Scale 

Following Takahashi et al. [1981b], I partitioned the GEOSECS data into 10 

regions (see Table 2-1). 

Each ocean was divided into a northern section (north of 10°N), an equatorial 

section (10°N-10°S), and a southern section (10-50°S); all waters south of 50°S 

were pooled into the Antarctic region. The regional averages of variables controlling 

partial pressure of CO2 calculated here may differ, however, from those of Takahashi 

et al. [1981b], as only those observations were admitted in which the complete set of 

the controlling variables was measured, while Takahashi et al used all the available 

data. 

The area weights for the regions (Table 2-1) were based on Moiseev [1971]. I 

reduced the total area for the ocean south of 50°S given by Moiseev [1971] to exclude 

areas isolated from the atmosphere by the Antarctic sea ice. The area covered by ice 

was assumed to be 4 x 1012 m2, which is the estimated minimum seasonal coverage 

of Antarctic sea-ice [Zwally et al, 1983]. I chose the minimum coverage because, 

as already indicated, the "GEOSECS ocean'1 represents oceanic properties in the 

warm seasons, when the sea ice range is close to its minimum. 

Table 2-1 summarizes my estimates of the nonlinear contribution for the 10 

oceanic regions computed using the GEOSECS data. The regional values of the 

contribution ranged from 0.03 //atm in the equatorial Indian Ocean to 10.9 //atm in 

the North Pacific region. The equatorial Indian Ocean also had the lowest standard 

deviation in p, while the North Pacific region had the highest one. 

I further explored this matter by plotting the nonlinear contribution as a func­

tion of standard deviation of seawater properties (Figure 2-4) within the 10 regions 

specified in Table 2-1. 

Results of linear regression are in agreement with conclusions drawn from theo­

retical considerations. The nonlinear contribution was most closely correlated with 

the standard deviation cf p. The coefficients of determination r2 corresponding to 



T A B L E 2 - 1 . Par t i a l Pressure of CO2 and the Nonlinear Contr ibut ion at the Regional Scale 

Regions 

I, 10°N-36°N 
II, 10°S-10°N 
III, 10°S-50°S 

IV, 10°N-53°N 
V, 10°S-10°N 
VI, 10°S-50°S 

VII, North of 10°N 
VIII, 10°S-10nN 
IX, 10°S-50°S 

X, South of50°S 

GEOSECS global area-

15°N-80°N 
- 15°N-50°N 
- 50°N-80°N 

Number of 

Samples 

sr 

25 
IS 
34 

48 
15 
38 

6 
20 
30 

38 

•weighted average 

320 
132 
188 

Area Partial Pressure 

Weight Nonuniform Case 

»r pr 

GEOSECS, Atlantic: 
0.067 332.5 
0.040 357.4 
0.087 328.5 

GEOSECS, Pacific: 
0.179 324.8 
0.127 379.0 
0.183 319.6 

GEOSECS, Indian: 
0.0 Hi 369.0 
0.044 360.5 
0.126 335.8 

GEOSECS, Antarctic: 
0.131 319.8 

335.9 

TTO, Atlantic: 
291.9 
330.8 
264.6 

of C 0 2 

Uniform Case 
p(Tr,Sr,..) 

330.9 
357.0 
321.5 

313.9 
376.6 
316.3 

368.8 
360.5 
333.3 

316.4 

331.5 

281.3 
324.3 
259.7 

Nonlinear 

Contribution 
c r 

1.6 
0.4 
7.0 

10.9 
2.4 
3.3 

0.2 
0.0 
2.5 

3.4 

4.4 

10.6 
6.5 
4.9 

Columns contain latitudinal range of rogion.s, the number of samples available within a. region, regional area weights 
(computed as a fraction of the area of the GEOSECS ocean, such that ^ a, = 1), the partial pressures [//.atm] and 
nonlinear contribution [/y,atm] computed from the data within each region. Thr GEOSECS data were partitioned into 
10 regions as given by Takahashi et al [1981b]. 

to 
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F I G U R E 2-4. The nonlinear contribution as a function of the standard deviations 

of temperature Z\ dissolved inorganic caroon C, and partial pressure of carbon 
dioxide p at the regional scale. Regions are defined as in Table 2-1. Regional 
values of the nonlinear contribution c r were computed using equation (2-3). 
Squares denote values calculated using the actual observations, circles represent 
values computed after standardization of alkalinity, dissolved inorganic carbon, 
silicate and phosphate concentrations, to a constant salinity of 34.78. Solid 
and dashed lines represent the linear regression calculated using direct and 
the salinity-standardized values, respectively. The regression line between the 
nonlinear contribution and standard deviation of dissolved inorganic carbon, 
direct values, is omitted, as in this case r2 = 0.03. 
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standard deviation from direct measurements and from the salinity-standardized 

values were 0.74 and 0.89, respectively. 

I also calculated the nonlinear contribution in the TTO data from the North 

Atlantic (Table 2-1). When all the TTO data were treated as belonging to a single 

region, the nonlinear contribution was 10.6 (intra. 

When only the data south of 50°N latitude were used, the nonlinear contribu­

tion was 6.5 patm. Both values were substantially larger than the 1.6 (iatm found 

in the North Atlantic GEOSECS data. The GEOSECS data in the Atlantic were 

limited to latitudes below 36°N. Lack of data from high latitudes was responsible 

for the smaller regional variability of the seawater properties and, consequently, for 

underestimation of the regional nonlinear contribution. 

In the subset of the TTO data in the Arctic waters, represented by samples 

collected north of 50°N, the nonlinear contribution was 4.9 //atm. 

2.4.3 Model errors at the global scale 

To evaluate E, the nonlinear error in model estimates of the global p, I recreated 

the horizontal structure of several carbon box models from the literature. This was 

accomplished by partitioning the GEOSECS data into various boxes (see Figure 2-

5). The results are summarized in Table 2-2 and in Figure 2-6. 

1. The simplest case considered was the representation ot the surface ocean as 

a single box [e.g., Revelle and Suess, 1957; Craig, 1957; Nydal 1968; Oeschger et 

al, 1975; Takahashi et al, 1981a; Craig and Holmen, 1995; Jain et a/., 1995]. This 

representation underestimated the mean partial pressure of CO2 of the GEOSECS 

ocean by 10.9 //atm. 

2. A few schemes for partitioning the world oceans into two boxes were exam­

ined. The nonlinear error was sensitive to how the oceans were partitioned. 

Most of the two-box models m the literature separate the high-latitude waters 

from the rest of the ocean [e.g. Bjorkstrom, 1979; Hoffert et al, 1981; Knox and 
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T A B L E 2-2. Partial Pressure of CO2 and the Nonlinear Contribution Associated With Various Model Ideal­

izations of the Global Ocean 

Area Partial Pressure of CO2 Nonlinear 

Model Regions Weight Nonuniform Uniform Case Contribution 
Casep 6 p(Th,Sb,..) cb 

' o 1 

at 

1. One-box model 
single global box I X 

2. Two-box models 
(2a) with high-latitude ocean separated 

high-latitude ocean X 
balance of ocean I-IX 

(2b) with equatorial Pacific separated 
equatorial Pacific V 
balance of ocean I-IV, VI-X 

(2c) with equatorial Atlantic separated 
equatorial Atlantic II 
balance of ocean I, III-X 

£afc... 

1.000 335.9 325.0 10.9 

0.131 
0.869 

0.127 
0.873 

0.040 
0.960 

319.8 
338.3 
335.9 

379.0 
329.6 
335.9 

357.4 
335.0 
335.9 

316.4 
333.3 
331.1 

376.6 
318.0 
325.4 

357.1 
323.8 
325.1 

3.4 
5.0 
4.8 

2.4 
11.6 
10.4 

0.3 
11.2 
10.8 

Continued on the next page 

to 
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TABLE 2-2. - continued 

Area Partial Pressure of CO2 Nonlinear 

Model Regions Weight Nonuniform Uniform Case Contribution 
a6 Case pfc p(Tb,Sb, ••) cb 

3. Three-box model with high-latitude ocean 
and equatorial Pacific separated 

high-latitude (as in 2a) X 
equatorial Pacific (as in 2b) V 
balance of ocean I, II-IV, VI-IX 

YjB-b---

4. 10-box model with 10 boxes corresponding 
to all 10 regions in Table 1-1 

X>6... 

0.131 
0.127 
0.742 

319.8 
379.0 
331.3 
335.9 

316.4 
376.6 
326.3 
331.6 

3.4 
2.4 
5.0 
4.5 

335.9 331.5 4.4 

Models are composed of boxes, which are constructed either as a single region, or as a weighted average of 
several GEOSECS regions (defined in Table 1-1). " £ a 6 . . . " denotes the g] bal area-weighted average of the 
box properties. For instance, "^afc.. ." for the last column (box nonlinear contributions, Cb), corresponds to 
^afcCfc, Note that ^2&bCb corresponds to the global nonlinear error associated with a given model (E in the 
text). 
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McElroy, 1984; Sarmiento and Toggweiler, 1984; Siegenthaler and Wenk. 1984; Volk 

and Liu, 1988; Joos et al, 1991; Shaffer and Sarmiento, 1995]. As the GEOSECS 

data set does not cover the Atlantic north of 35°N, the high-latitude box is rep­

resented by the Antarctic region only (region X in Table 2-1). The warm waters 

are represented by the remaining nine regions. In this case the mean global partial 

pressure of CO2 was underestimated by 4.8 patm (model 2a in Table 2-2). 

I also analyzed the nonlinear errors associated with two other two-box par­

titions (following Volk and Liu [1988]) that divide the GEOSECS ocean into the 

equatorial Pacific (region V) and the rest of the ocean (model 2b), or into the equa­

torial Atlantic (region II) and the remaining ocean (model 2c). The nonlinear errors 

associated with these models (10.5 and 10.8 patm, respectively) were larger than 

that calculated from the model separating the high- and low-latitude waters. 

3. I also tested the effect of a further increase in the number of boxes. I used 

three-box and 10-box partitions. The three-box partition (model 3), composed of 

the Antarctic and the North Pacific boxes, with the remaining regions pooled into a 

third box [e.g., Volk and Liu, 1988], underestimated the mean global p by 4.5 //atm. 

In the 10-box representation all the 10 regions defined in Table 2-1 were treated 

as separate boxes. Most of the box models in the literature have only a few boxes 

representing surface waters, so this case may represent a practical upper limit for 

the horizontal resolution of box models. This model eliminated the errors caused 

by pooling data from different regions into boxes, because each box corresponded 

to a single region. Nevertheless, the model assumed uniformity within each of the 

regions and, as a result, it underestimated the mean global p by 4.4 //atm. 

Two points are worth noting here. First, a large error was incurred when boxes 

contained regions with very different properties. Pooling the data originating from 

the Antarctic waters (characterized by low T, high C, and relatively low p), with 

those from the other parts of the ocean resulted in large values of the nonlinear 

error (models 1, 2b, and 2c). Second, an increase in the complexity of the model, 
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expressed as an increase in the number of boxes, does not necessarily lead to a 

reduction in the nonlinear error. If a more complex model does not have a more 

realistic structure than a simpler one, the associated erior may remain large. Models 

2b and 2c pooled together the data from warm and cold waters into single boxes, 

hence the structure of the models was still unrealistic. As a result, these models, 

despite being composed of two boxes, had the nonlinear error comparable with that 

of a one-box model. A strong reduction in the nonlinear error was possible only if 

the cold waters were isolated into a separate box (as in models 2a, 3, and 4). Once 

this separation was accomplished, further subdivision of the warm waters into two 

(model 3) or nine (model 4) boxes did not reduce the error significantly. 

In Appendix A, I show that the estimates of nonlinear errors were not very 

sensitive to changes in the algorithm for computing p from seawater properties, or 

to the alternative selections of the GEOSECS data, except for employing the disso­

ciation constants of carbonic acid proposed by Goyet and Poisson [1989]. Models 

using these constants were less prone to the nonlinear errors, with the difference 

being most pronounced in the case combining data from cold and warm waters into 

a single surface box (4 //atm instead of 11 //atm). This finding is consistent with the 

results obtained when p was analyzed as a function of temperature (section 2.3.2). 

2.5 Implications for the Direct Estimates 01 Air-
Sea Fluxes of C 0 2 

Nonlinearity of the carbonate system, coupled with nonuniform distribution of 

the seawater properties, may affect results of models that estimate air-sea fluxes of 

CO2 directly from the mean properties of the surface ocean. In this approach [e.g., 

Takahashi et al, 1981a] the net air-sea flux is computed directly from the difference 

in the partial pressure of C O J between the atmosphere and the ocean 

F = KAp = K(Pa~pm), ( 2 - 8 ) 
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where A" denotes the gas transfer coefficient [molC02 m - 2 y r - 1 / ta tm - 1] , pa and 

pm stand for the partial pressure of CO2 in the atmosphere and the mixed layer, 

respectively (both expressed in patm). 

This approach is sensitive to errors in pm. Nonlinearity of the carbonate system 

results in a higher p m than would be expected from a uniform ocean with the same 

mean properties as the real ocean. With K= 0.067 mol CO2 m~ 2 yr - 1 /iatm""1 [Tans 

et al, 1990], the nonlinear error of about 11 //atm for one-box models, and about 5 

patm for the more complicated models, would translate into an overestimation of the 

oceanic uptake by 3.0 G t C y r - 1 and 1.4 G t C y r - 1 , respectively. This corresponds 

to 65% and 30% of total fossil fuel emissions in 1973 [Rotty, 1987], Thus neglecting 

the nonlinear errors could result in overestimation of the uptake of atmospheric 

carbon by the ocean, when carbon fluxes are computed from the difference in the 

partial pressure of CO2 between the ocean and the atmosphere, and the oceanic p 

is computed from averaged seawater properties. 

For example, Takahashi et al. [1981a] calculated a p m of 300 //atm from 

globally-averaged observations of T, S, A, and C. Using the 1973 atmospheric 

concentration of CO2 of 321 //atm, these calculations yielded an uptake of atmo­

spheric carbon which was greater than the whole anthropogenic carbon emission. 

This forced Takahashi et al. to consider increasing the value of the global surface-

ocean temperature to 20.26°C, despite the recognition that the calculated mean 

temperature of 19.2°C "appears to be higher by a few degrees than the space-time 

average values" [Takahashi et al, 1981a, p. 278] as a result of sampling mainly 

during the summer seasons in both hemispheres. This reservation is reinforced by 

the climatological data of Levitus [1982], from which one may calculate the average 

global ocean temperature in the 0-50 m layer to be 17.7°C. Using a more complete 

algorithm for calculating p (accounting for the effect of water, silicate, and phos­

phate dissociation) and computing the average pm rather than the p m associated 

1 
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with mean seawater properties, would render such an upward adjustment of aver­

age temperature unnecessary. Besides, it would even allow the use of lower global 

temperatures, in closer agreement with the space-time average. 

Note that the estimates of global pm derived by averaging individual values of 

p, directly measured or calculated from the composition of every sample, are not 

subject to the nonlinearity error. An example of such calculation would be that of 

Tans et al. [1990], Lefevre [1995] and Takahashi et al. [1995]. 

2.6 Implications for Transient Box Models 

Predicting the consequences of nonlinear effects is much more difficult in the 

case of box models in which the computed air-sea carbon flux depends on inter­

actions between the surface ocean, the deep ocean, and the atmosphere. In this 

section I will discuss some transient models that are used to analyze the evolution 

of the carbon system with time. Diagnostic models, used to study the mechanisms 

that maintain a steady state, are briefly discussed in section 2.7. 

Transient ocean-atmosphere models are run typically for the simulated time 

period extending from the preindustrial time to the present time or into the 21st 

century. Using as an example the transient box model composed of the atmosphere, 

the mixed-layer, and the deep ocean [Bacastow and Bjorkstrom, 1981], I next ex­

amine the consequences of nonlinear effects for such models. 

2 1 Correction of the initial conditions 

The initial conditions in transient models typically assume a preindustrial 

steady state, in which there is no net CO2 flux between the ocean and the at­

mosphere. In models with a single mixed layer reservoir this condition is expressed 

as [e.g., Bolin and Eriksson, 1959] 

"amJ- ' so = K m a l N m o , [_ J ) 
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where subscripts m and a denote the mixed layer and the atmosphere, subscript o 

denotes preindustrial values, N is the amount of carbon in a given reservoir [mol C], 

kam and kTOa are transfer coefficients between the atmospheric and the mixed-layer 

reservoirs, expressed in y r - 1 . 

To meet the condition of no net air-sea flux of CO2, the partial pressure of 

CO2 in the surface ocean (pm) and the atmosphere (pa) should be equal (see (2-8)). 

This condition can be expressed as pmo=Pao, with pm0 being a function of N m o , 

and pao = N a o / M a , where M a is the mass of the atmosphere [mol]. 

The overall partial pressure of CO2 in a nonuniform surface ocean is higher 

than that of a uniform ocean with the same average properties, by the nonlinear 

error E (its preindustrial value being denoted E 0 ) . To correct the initial conditions 

for nonlinear effects one may increase N a o or decrease N m o . 

In the first case the initial partial pressure of the atmosphere pao can be in­

creased to match the p„, of the nonuniform ocean: 

p'ao=pm(Nmo) + E0=pao + E0, ( 2 - 1 0 ) 

where the prime denotes a quantity modified to include the nonlinear effects. The 

fractional change in N a o is given by 

•^•INag _ N a o — i N a o _ pao — Pap _ hi0 (0 — 1 "H 

J- 'ao ™oo Pao Pao 

An increase in N a o would also affect the transfer coefficients according to equa­

tion (2-9). It can be shown that, for this type of model, k'am/kam = N a 0 /N ' a 0 , that 

is, the ratio of the new to the old value of k a m is inversely related to a similar 

ratio for N a o- The transfer coefficient k m a and other initial conditions (describing 

the exchange between the mixed layer and the deep ocean) are not affected by the 

correction of N a o-

If the preindustrial nonlinear effects were equal to those computed from the 

GEOSECS data (E0 = 10.9 patm as in Table 2-2) and the uncorrected preindustrial 
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atmospheric partial pressure of CO2 is assumed to be 280 //atm, N a 0 would have 

to increase by 4% (=10.9/280). 

The second option is to adjust the initial condition by decreasing Nmo, such 

that the new partial pressure, corrected for the nonlinear error E0 , would be equal 

to the prescribed atmospheric partial pressure: 

pm(N'm o) + E 0 = p a o . ( 2 - 1 2 ) 

Due to the buffering properties of the seawater (discussed in more detail in the 

next subsection) a required change in partial pressure can be achieved by a much 

smaller fractional change in the amount of the mixed layer carbon. Typically, the 

fractional decrease in N m o should be about 10 times smaller than the fractional 

increase that would be required in N„0: 

A ^ w _ _ l _ A N £ £ 

N 10 N 

In other words, to compensate for the nonlinear error, the value of N m o would have 

to be reduced by about 0.4%. (=(10.9/280)/10). This correction is much less than 

either the uncertainty in N m o or the potential errors caused by other assumptions 

in box models. For all practical purposes one may assume that the changes required 

in the initial conditions may be significant if N a o is altered to maintain equilibrium, 

but not if N m o is modified. 

2.6.2 Modifications at subsequent t ime steps 

Once the initial conditions are set up, nonlinear effects can modify model cal­

culations at subsequent time steps. In ocean-atmosphere models with a single 

surface-ocean box, accumulation of CO2 in the atmosphere at a given time step 

can be represented by [e.g., Bacastow and Bjorkstrom, 1981] 

dna/dt= - k a m ( N B D + n a ) - t -k m a (N m o + £nm) + i, ( 2 - 14) 

I 
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where n a and nm represent anthropogenic carbon in the atmosphere and in the 

mixed layer [mol C], respectively, and i is the input of the anthropogenic carbon 

into the ocean-atmosphere system during a given time step and f is the buffer factor. 

The buffer factor £ is defined as the ratio of fractional changes in p and in the 

concentration of dissolved inorganic carbon C: 

S-AC/C ( - } 

To compute the buffer factor of a water parcel using (2-15), different authors 

use different reference values of p and C. As a result, different numerical values of 

the buffer factor are obtained for the same water parcel (as discussed by Wagener 

[1979]). I calculated the buffer factors corresponding to the formulations of Bolin 

and Eriksson [1959], Bacastow and Keeling [1973], and Keeling [1973], respectively: 

t ^P/P to lei 

t^JcJc' (2~16) 

, (P-PO)/PO_ ( 9 _ 1 7 ) 

^2 (C-C0)/C0 ' { n 

^-Jcjcl' (2"18) 

where 6p denotes an increase in the partial pressure of CO2 of a water parcel (p) if 

the dissolved inorganic carbon concentration of the water parcel (C) were increased 

by a small increment SC; and C0 is the value of C that, at given T, S, A, Si and 

P of the water parcel, would produce the preindustrial partial pressure p0. 

If the preindustrial component is removed from equation (2-14), using equation 

(2-9), one is left with the perturbation component: 

dna/dt = - k B m n a + km f l£nm + i. (2 - 19) 

Nonlinearity of the carbonate system may affect this perturbation component by 

altering the buffer factor. The effective buffer factor of a nonuniform surface ocean 

may be different from that of a uniform ocean with the same average properties. 

r 
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I used the GEOSECS data to calculate this difference, termed here a buffer factor 

correction A£. 

Assuming p0 = 280/tatm and using 8C — O.lpmol kg - 1 , I calculated £ ac­

cording to formulae (2-16), (2-17), and (2-18) for all GEOSECS samples. Then I 

repeated the procedure described in section 2.3, calculating the regional and box 

values of nonlinear contribution and nonlinear error described by (2-3)-(2-7) with 

respect to the buffer factor instead of the partial pressure. Table 2-3 contains the 

buffer factor calculated for the one- and two-box model representations of the sur­

face ocean and the correction required to account for the nonlinear effects, which 

are ignored when uniformity within the boxes is assumed. 

The calculated buffer factors differed between definitions, being smallest in 

the formulation of Bolin and Eriksson [1959] (equation 2-16) and largest when the 

formulation of Keeling [1973] (equation 2-18) was used. The nonlinear corrections 

followed the same pattern. Therefore, correcting for the nonlinear effects further 

increases the differences in buffer factor caused by its alternative formulations. 

The two-box model required a smaller correction than the one-box model. The 

nonlinear effects for the high-latitude box were smaller than the low-latitude one, 

but when the TTO data from the Arctic were added to the GEOSECS data from 

the Antarctic, the nonlinear correction required for the modified high-latitude box 

was similar to that of the low-latitude box. The 10-box representation produced 

almost identical values of buffer nonlinear correction as the two-box representation. 

2.6.3 Nonlinear effects and model estimates of oceanic uptake 

of anthropogenic carbon 

Having computed the buffer correction for the GEOSECS data, I can now try 

to assess the effect of such a correction on the the estimates of oceanic carbon uptake 

by transient box models. 

First, I analyze some simplified cases for which an analytical solution can be 

obtained. When an exponential growth in anthropogenic emissions (with the time 
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Table 2-3. Buffer Factors and the Nonlinear Correction Associated with Different 
Definitions of the Buffer Factor 

Buffer Factor: Uniform Case + Nonlinear Correction 

£1 + A£i £2 + A£2 6 + A& 

One-box model 9.48+0.30 9.88+0.40 10.83+0.68 

Two-box model 

low-latitude box 9.10+0.12 9.57+0.16 10.63+0.30 

high-latitude box 13.48+0.04 13.88+0.10 15.09+0.25 

global average 9.67+0.11 10.13+0.15 11.21+0.30 

The first term in each column represents the buffer factor calculated for the uni­

form case, the second term is the nonlinear correction (computed as the difference 

between the global mean buffer factor and the global mean of buffer factors com­

puted for each box from the mean values of temperature, salinity, etc... — for the 

box). Formulations of buffer factor of Bolin and Eriksson [1959], £i, Bacastow and 

Keeling [1973], £2, and Keeling [1973], £3, were used (equations (2-16), (2-17) and 

(2-18) in the text). The one-box and the two-box models correspond to model 1 and 

model 2a in Table 2-2. The global average in the two-box model is an area-weighted 

average of the buffer factors and the buffer corrections in the low- and high-latitude 

boxes. 

1 
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constant //) and a constant buffer factor are assumed, the airborne fraction of an­

thropogenic carbon, r„(= n a / / W f ) , is given by Bacastow and Bjorkstrom [1981]: 

r„ = 1 f 2 - 201 
/ ; /k a m + H ^ / H * + l ' l UJ 

where H„ = ( N a o / N m o ) H m , and H* for a uniform deep ocean is given by H* = 

Hm+H (;[k (/m/(//+krfm)], where H m and H(/ are the mixed la}rer and the deep ocean 

depths, respectively, and kf/m is the transfer coefficient between the deep ocean and 

the mixed layer. If one uses a constant buffer factor of £ =9.64, H a = 69 m, total 

ocean depth ( = H m +H ( / ) of 4200 m, // = 1/22.5 y r - 1 , kom = 1/8.1 yr - 1 , as in 

Bacastow and Bjorkstrom [1981], then for H m = 500 m and krfm = 1/1250 y r - 1 

the airborne fraction of the anthropogenic carbon in the ocean-atmosphere system 

would be 0.606, if the nonlinear effects were neglected. 

To evaluate the consequences of nonlinearity let us assume that the nonlinear 

effects were constant in time and take the largest correction of the buffer factor from 

Table 2-3 (A£ = 0.6S). This correction would increase ra from 0.606 to 0.618, which 

corresponds to a decrease in the oceanic uptake of anthropogenic carbon by about 

3%'. Similar results were obtained for a box diffusion model in which the vertical 

distribution of carbon in the deep-ocean component of the model was assumed to 

be controlled by diffusion [e.g., Oeschger et al, 1975]. If N a 0 were modified instead 

of N m o , r„ would increase to 0.628, and the decrease in the oceanic uptake would 

be less than 6%. 

However, all these estimates were made for the special case in which the buffer 

factor was fixed and the nonlinear effects were assumed to be constant. Neither 

of these assumptions is realistic, particularly when the model simulation time is 

extended into the future. In reality, when the equilibrium partial pressure of CO2 

of the air-sea system increases, so does the buffer factor. The nonlinear effects can 

then be incorporated by the addition of a nonlinear buffer correction A£ to the 

computed values of the uniform buffer factor. Consequences of such a correction 

would depend on: 
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- the structure of the model (number and delineation of boxes), 

- the way the uniform buffer factor is computed (i.e., which formula is used to 

calculate £; see equations 2-16, 2-17 and 2-18), and 

- the time dependency of A£ (as will be shown in Chapter 5, the nonlinear effects 

increase in environments with elevated partial pressure of CO2.) 

Consequently, a more complete assessment of the role of nonlinearity for the 

results of carbon box models would require running a particular model with a time-

dependent buffer factor and prescribing the nonlinear effects for the entire simula­

tion period. 

One could consider using a high-resolution 3-D model to obtain insights into 

changes in the nonuniformity of the seawater properties in time. By pooling data 

from the model's individual grid points into larger groups one might observe changes 

of nonlinear effects at successive time steps. 

2.7 Other Issues 

2.7.1 Nonlinear Effects in the Diagnostic Box Models 

The nonlinear effect may also modify results of diagnostic box models. These 

models are constructed to deduce the rates of mixing and biochemical processes 

using a set of physical and biochemical constraints [Rintoul, 1992], usually assuming 

various steady states. Partial pressure of CO2 is one of these constraints which 

can be modified by nonlinear effects. Introduction of a nonlinear correction in 

these models would require making assumptions about the degree of variabiHty of 

seawater properties in different hypothetical steady states. 
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2.7.2 Nonlinear Effects in the Real Ocean 

So far, the results have been interpreted in the context of carbon models. 

However, the nonlinear effects also have relevance in the real ocean. 

Mixing in the real ocean may be regarded as '"physical averaging." Horizontal 

mixing of different water masses, by homogenization of the seawater properties, 

usually decreases the overall p of surface waters. For instance, if points I and J on 

Figure 2-la represent properties of two water masses, then the water mass created 

by mixing of these two water masses would typically have lower partial pressure 

than the average partial pressure of the parent water masses. In general, a well-

mixed surface ocean would have a lower overall p than a nonuniform ocean with the 

same average properties, and consequently could be a stronger sink, or a weaker 

source, of atmospheric C02-

A number of biogeochemical processes, gas exchange with the atmosphere, up-

welling of deep waters, biological activity, etc.. affect the distribution of seawater 

properties. The effect of these processes on the carbon fluxes between the atmo­

sphere and the ocean may be changed, even without any change in the overall inten­

sity of these processes, by merely altering their spatial distribution. For instance, 

without any change in the amount of new nutrients utilized by phytoplankton, an 

alteration of its chVribution (e.g., a change in location of phytoplankton blooms) 

may alter the variance in seawater properties and therefore increase or decrease the 

capacity of surface waters to absorb atmospheric CO2. 

2.7.3 Representativeness of the GEOSECS Data 

The estimates of the nonlinear effects based on GEOSECS data are conservative 

and are likely to be on the lower side of the values that might be expected if a 

more representative data set were available. Poor coverage of some oceanic areas 

(e.g., Atlantic north of 35°N, coastal waters) and sampling bias toward summer 

seasons make the GEOSECS ocean different from the actual one. Additional data 
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from waters having properties which differ strongly from the values recorded in the 

GEOSECS surface samples .vould probably increase the variability of the seawater 

properties and consequently the nonlinear error. Incorporation of high-latitude 

data is likely to increase the nonlinear error as is shown by including the TTO data 

(Appendix A). Coastal waters, whose properties often differ from those of the open 

ocean, have the potential to increase the nonlinear effects but were not represented 

in the data set I used. 

Variability in the seawater properties represented in the GEOSECS dataset 

reflects primarily the spatial differences between different water masses. The tem­

poral component of variability is probably not important in this dataset, since most 

of the data were collected during summer seasons. 

This lack of winter data may be impoitant in high-latitude waters whose prop­

erties exhibit strong seasonal cycles. For instance, as indicated in the measurements 

of Watson et al. [1991] and in the model of Taylor et al. [1991], properties of sea­

water in high latitudes of the North Atlantic during winter are very different from 

those prevailing in summer. In the data used here only the postbloom situation was 

represented, hence a large portion of the annual variability has not been accounted 

for. 

The differences in seawater properties between high-latitude waters and the 

rest of the global ocean are much larger in winter (when the water is cold and 

strong mixing brings carbon-rich deep waters to the surface) than in summer. Con­

sequently, if a global dataset contained many winter data, the overall variability of 

seawater properties, and the nonlinear effects, would be stronger than indicated by 

these estimates based on the GEOSECS data. The temporal aspect of the nonlinear 

effects in high latitudes is explored in the next chapter using a model simulation. 



I 

44 

2.8 Concluding Remarks 

Due to the nonlinearity of the carbonate system, the partial pressure of CO2 

of nonuniform waters is different from that of uniform waters with identical mean 

properties. The difference, termed the nonlinear contribution c, is typically posi­

tive. However, under specific circumstances, c may take a slightly negative value. 

Both theoretical considerations and the analysis of the GEOSECS data indicate the 

largest c to be associated with the highest variability in p. 

Observational studies and carbon models idealize the ocean-as a set of internally 

uniform compartments and therefore underestimate the true value of oceanic p. The 

resulting nonlinear error depends on the horizontal structure of the model. 

From the GEOSECS data from depths 0-49 m I estimated the magnitude of the 

nonlinear error to be about 11 //atm when the data from the high- and low-latitude 

waters are combined into a single compartment, and about 5 //atm when cold and 

warm waters are separated. Once the high-latitude box was isolated from the rest of 

the ocean, further increases in the horizontal resolution did not substantially affect 

the nonlinear error. 

The calculations were not very sensitive to changes in the algorithm for comput­

ing p from seawater properties, or to alternative selections of data (Appendix A). 

The only exceptions were computations employing the dissociation constants of 

carbonic acid proposed by Goyet and Poisson [1989]. Models using these constants 

were less prone to the nonlinear errors when cold and warm waters were pooled into 

a single box (4 //atm). 

My estimates of the nonlinear error based on the GEOSECS data are likely to 

be lower than the error expected in the real ocean. Addition of data from the Arctic 

region, coastal regions, and from whiter months are likely to increase the estimates 

of the nonlinear effects. Nonlinear effects of up to 11 //atm were also found at the 

regional scale and even at the local scale, below the resolution of the carbon models 

employing 3-D oceanic general circulation models. 

The consequences of the nonlinearity of the carbonate system for the estimates 

of the CO2 fluxes depend on the method used. When the flux of carbon is esti­

mated directly from the properties of the surface waters, computations based on 

the average partial pressure of CO2 should be preferred to models that compute 
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the global partial pressure from average seawater properties, since the latter could 

overestimate the oceanic uptake of anthropogenic carbon (e.g., by up to 65% of 

fossil fuel emissions when the GEOSECS data are averaged over the global scale). 

In the case of transient carbon models the impact of nonlinear effects depends 

on the structure of the model. In the simple box models and box diffusion models, 

assuming a constant buffer factor and fixing the nonlinear effects at the values 

computed from the GEOSECS data, a nonuniform ocean was a weaker sink of 

anthropogenic carbon than a uniform one. However, as the decrease was about 3%, 

the errors from nonlinear effects were within the uncertainty introduced by other 

assumptions in such simplified models. Quantification of the role of the nonlinearity 

for the results of more realistic carbon box models would require using a time-

dependent buffer factor and prescribing time dependency of the nonlinear effects. 

The nonlinearity of the carbonate system may have implications not only for 

models, but for the processes occurring in the real ocean as well. Horizontal and 

vertical mixing, gas and heat exchange with the atmosphere, precipitation and evap­

oration, and biological processes, all affect the distribution of properties controlling 

the partial pressure of CO2 and thus modify air-sea gas exchange. In other words, 

carbon fluxes between the ocear and the atmosphere are affected not only by the 

mean intensity of biogeochemical processes, but also by their spatial distribution. 

The same process, depending on its spatial pattern, may either increase or decrease 

the nonuniformity of the seawater properties and therefore modify the capacity of 

the surface ocean to act as a carbon sink even if the mean intensity of this process 

remains unchanged. 

Many of the arguments on the effects of spatial variations in oceanic proper­

ties, presented in this chapter, may also apply to temporal fluctuations in oceanic 

variables. The importance of the temporal fluctuations to the air-sea fluxes of CO2 

is explored in following chapters. 



Chapter 3. 

Temporal Fluctuations in Oceanic 
Properties of the Labrador Sea: 

Effect on Air-Sea Fluxes of C 0 2 

3.1 Introduction 

The air-sea flux of CO2 at any given time is obtained as the product of the 

gas-transfer coefficient (A') and the air-sea difference in the partial pressure of CO2 

(Ap). Therefore, if there is a covariance between A" and Ap, the mean air-sea flux 

over a period of time would be different from the flux computed as a product of the 

mean values of A" and Ap. Moreover, Ap is a nonhnear function of seawater prop­

erties, such as temperature, salinity, concentration of dissolved inorganic carbon 

and alkalinity. In the previous chapter we have seen that Ap may be affected by 

variations in these oceanic properties in the spatial domain. But, Ap may equally 

well be affected by fluctuations in these properties with time. Fluctuations in these 

properties with time may result in a temporal nonlinear contribution to the partial 

pressure of CO2. (Note that this is a temporal analogue of the spatial nonlinear 

contribution discussed in Chapter 2.) 

This chapter is devoted to addressing two main questions: 

1. What is the effect of the covariance between the gas-transfer coefficient and the 

air-sea difference in partial pressure of CO2 on air-sea exchange of CO2, over 

an annual cycle? 

2. Is the nonlinearity in the dependence of the partial pressure of CO2 on the 

elements of the oceanic carbonate system (such as temperature T, salinity 5, 

total alkalinity A, dissolved inorganic carbon C) important for air-sea fluxes of 

CO2, over an annual time scale? 

46 



I 

47 

To address these questions I use a one-dimensional model of the Labrador Sea 

to compute two terms for this locality: the covariance term (used to quantify the 

importance of covariance between A' and Ap) and the nonlinearity term (which 

quantifies the non-linear effects in the carbonate system). Formal definitions of 

these terms are given hi section 3.5. 

The importance of the covariance term has been recognized in the literature, 

but typically not quantified (but see Etcheto and Merlivat, [1988]), and, conse­

quently, is often ignored in practical applications. I am not aware of any previous 

study on the magnitude of the nonlinearity term. If these terms are significant, 

they could potentially affect the accuracy of carbon models and conclusions drawn 

from observational data. 

Carbon models have a finite temporal resolution, and smaller-scale tempo­

ral fluctuations in oceanic properties are, of necessity, ignored. For instance, 

many global carbon box models, both diagnostic [e.g., Knox and McElroy, 1984: 

Sarmiento and Toggweiler, 1984; Siegenthaler a.nd Wenk, 1984; Volk and Liu, 

1988; Shaffer and Sarmiento, 1995] and transient [e.g., Craig, 1957; Keeling, 1973; 

Oeschger et al, 1975; Hoffert et al, 1981; Bacastow and Bjorkstrom, 1981; Siegen­

thaler, 1983; Joos et al, 1991; Peng and Broecker, 1991; Craig and Holmen, 1995; 

Jain et al, 1995] have a temporal resolution of a year and therefore neglect both 

the covariance and the carbonate nonlinearity effects of seasonal and shorter-scale 

fluctuations. 

When air-sea fluxes of CO2 are computed directly from the time-averaged ob­

servations of partial pressure of CO2 and windspeed [Tans et al, 1990; Lefevre, 

1995; Takahashi et al, 1995], the temporal covariance between these properties 

below the averaging time scale is neglected. If the partial pressure of the surface 

ocean is computed from averaged seawater properties, that is, without accounting 

for variations of these properties in the course of a year the temporal effect of the 

carbonate nonlinearity is neglected as well. 
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In addition to systematic errors stemming from using averaged values to de­

scribe nonlinear processes, temporal fluctuations in oceanic properties may be a 

source of random errors because the averaged values themselves may be imprecise: i 

observations of the properties affecting the air-sea flux of CO2 are usually sparse in 

time, therefore the averages of these properties (computed from a small number of 

measurements) may differ from the true average values, if atypical values are given 

too much or too little weight. 

This last point has been used by Taylor et al [1991] as a possible explanation 

of the results of Tans et al [1990]. Tans et al computed the oceanic uptake 

of atmospheric CO2 in the North Atlantic directly from the observed values of 

windspeed and partial pressures of CO2 and found it to be much lower than the 

uptake expected from carbon models. This discrepancy led Tans et al to the 

conclusion that there was a "missing sink" in the northern hemisphere, which they 

attributed to an unidentified land sink for CO2 in the northern hemisphere. Taylor 

et al ti991] suggested that at least a part of the discrepancy could be explained 

by the unrepresentativeness of the averages of oceanic properties used to compute 

the air-sea fluxes of C02- In particular, Taylor et al. pointed out that Tans et al. 

excluded observations in May-June, which is the period when the seawater partial 

pressure of CO2 is strongly depressed, and that this exclusion could lead to an 

underestimate of the annual uptake of atmospheric COg-

In this chapter, * quantify the effects of the temporal covariance term and the 

carbonate non-hnearity term, using the Labrador Sea as a case study. I investigate 

time-scales at which the averaging of oceanic properties becomes acceptable. I also 

examine different sampling strategies for minimizing both systematic and random 

errors. Finally, I investigate whether the data-selection scheme used by Tans et al. 

[1990] is likely to underestimate air-sea fluxes in high-latitude waters. 

• 
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3.2 Approach 

In this chapter, I concentrate on the effects of temporal fluctuations in the 

oceanic properties in high-latitude waters. These waters are important to the 

global carbon cycle [e.g., Knox and McElroy, 1984; Sarmiento and Toggweiler, 1984; 

Siegenthaler and Wenk, 1984], so an improved accuracy of the estimates of air-sea 

fluxes of CO2 in this region should improve our understanding of the global car­

bon cycle. Besides, high-latitude waters are subject to very large seasonal changes; 

therefore, the covariance and the carbonate nonlinearity effects are likely to be large 

here. 

From various high-latitude waters I chose the Labrador Sea to be the focus of 

this study. The Labrador Sea is known to be one of the high-latitude sites of deep-

water formation [Lazier, 1980]. Surface waters in this area are mixed during winter-

convection with deeper waters to form the Labrador Sea Water (LSW) and part of 

this water is exported equatorward by Deep Western Boundary Undercurrent [Talley 

and McCartney, 1982)]. Fluctuations in the properties of the surface waters in the 

Labrador Sea, may therefore affect (through the covariance and the nonlinearity 

terms) how much inorganic carbon is exported into the deep ocean. 

Another, practical, reason was the availability of oceanic data for this location 

in the archives of the Bedford Institute of Oceanography (BIO), which was helpful 

in the implementation, testing and validation of the model of the Labrador Sea. 

To evaluate the importance of temporal fluctuations in high-latitude waters 

for air-sea fluxes of CO2, a one-dimensional diagnostic model of the Labrador Sea 

was developed first. I used a model rather than oceanic data, because observations 

of the oceanic properties determining air-sea fluxes of CO2 arc extremely sparse 

and are not sufficient to reconstruct the annual cycles of these properties in high-

latitude waters. Furthermore, the same model can be used to gain insight into the 

processes determining these properties and to assess the sensitivity of CO2 fluxes 

to hypothetical changes in these processes (see Chapter 4), as well as to estimate 
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changes in the covariance and the nonlinearity terms with increasing concentrations 

of atmospheric CO2 (see Chapter 5). 

Only a few models are available for simulating temporal changes in the oceanic 

properties that affect the air-sea fluxes of CO2 in high latitudes. None of them 

could be used to achieve the objectives of *his work without major modifications. 

The model of Evans and Parslow [1985] does not simulate all the variables 

necessary to compute air-sea fluxes of CO2 (no dissolved inorganic caibon). The 

model of Peng et al. [1987] is extremely simplified, with all biological processes 

reduced to a single parameter, whose value was selected to give the best match 

between observations and simulations of the chemical composition of seawater. The 

model of Taylor et al. [1991], whose structure is the closest to that of the model 

developed here, has arbitrary vertical mixing, very simplified representation of phy­

toplankton losses to respiration and grazing, and does not recover the magnitude 

of the variations in dissolved inorganic carbon observed in the Labrador Sea or in 

the waters around Iceland by Takahashi et al. [1993], Finally, the recent model of 

Antoine and Morel [1995a] is not self-contained, since it requires an external input 

of chlorophyll concentration which, given the sparsity of the ship-borne data and 

the limited amount of the satellite data available at present, limits its utility in 

this context (in the application of their model for the high-latitude North Atlantic 

Antoine and Morel [1995b] had to rely on the chlorophyll cycle computed by the 

model of Taylor et al. [1991]). 

Furthermore, in their original form none of these models could be used to 

evaluate the effect of covariance between A' and Ap on the air-sea fluxes: they 

assume either a constant A" [Peng et al, 1987], or neglect the dominant effect of 

windspeed on A" (by assuming a constant piston velocity, which makes A' a function 

of just solubility) [Taylor et al, 1991; and Antoine and Morel, 1995b; in the version 

of the model applied to the North Atlantic]. Therefore, it was necessary to develop 

a model that differed in some important ways from the existing ones. 
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The Labrador Sea model developed for this study is described in section 3.3. 

The model simulates the annual cycles of physical variables (temperature and salin­

ity) and biogeochemical variables (zooplankton, phytoplankton, nutrients, dissolved 

inorganic carbon and ahkalinity). I evaluated the reliability of the model by compar­

ing the simulated variables with the observations in the Labrador Sea (subsection 

3.4.2) and adjacent waters (subsection 3.4.3). The results are also compared with 

those from other models (subsection 3.4.4). 

From the simulated physical and biogeochemical variables, and from prescribed 

atmospheric partial pressure of CO2 and windspeeds, the annual cycles of oceanic 

partial pressure of CO2 and air-sea fluxes of CO2 are computed (section 3.5). The 

simulated annual cycles of oceanic variables are then used to estimate the effects of 

temporal fluctuations in the oceanic variables on the net air-sea flux of CO2. 

I assess the magnitude of the covariance term and the carbonate nonlinearity 

term by comparing the best estimate of the air-sea fluxes in the Labrador Sea 

obtained by averaging daily fluxes of CO2 with estimates based on mean values of 

the oceanic properties. 

To find the time scales below which both the terms become negligible, the data 

are partitioned into shorter time-intervals and the same procedure is repeated. 

In addition to the systematic errors caused by using average values, random 

errors are also caused by estimating these average values using a small number of 

observations of fluctuating properties. This problem is studied in subsection 3.5.3 

in which different sampling strategies are simulated. 

Finally, I investigate the representativeness of the d*vta used in the study of Tans 

et al. [199UJ to evaluate the air-sea fluxes of CO2 in high-latitudes by mimicking 

their sampling strategy. The air-sea fluxes computed from this limited data set are 

then compared with the fluxes computed using all the data. 
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3.3 Description of the Model 

The one-dimensional model of the Labrador Sea presented here was developed 

to simulate the annual cycles of mixed-layer properties that control the air-sea ex­

changes of C02- This control is exerted either directly (temperature T, salinity S, 

alkalinity .4, dissolved inorganic carbon C), or indirectly (nutrients .V. phytoplank­

ton B, zooplankton Z). 

The model consists of three oceanic boxes, representing the surface, the inter­

mediate and the deep waters (layers 1, 2, and 3. respectively, in Figure 3-1). This 

structure is similar to that of the box model used by Ikeda [1987] to examine heat 

and salt balances in the Labrador Sea. However, in the Ikeda model the depth 

of layer 1 was fixed at 30 m, whereas here it varies from 200 m in winter to 30 m 

in summer (Figure 3-2). following the evolution of the mixed layer described by 

Shuhy [1978], The bases of the intermediate layer (layer 2) and the deep-ocean 

layer (layer 3) are fixed at 230 m, and 1430 in, respectively, as in Ikeda [1987]. 

An important feature of this structure is the presence of an intermediate layer as 

in the model of Taylor et al [1991]. The layer acts as a "buffer zone" separating the 

surface layer from the carbon- and nutrient-rich deep waters and therefore affects 

the air-sea fluxes of CO2 and other biogeochemical j^rocesses. This effect is not 

accounted for in two-layer biogeochemical models [e.g., Evans and Parslow, 1985: 

Fasham et al. 1990; Wroblewski et al, 1988]. 

In the model, the heat and salt budgets of the three oceanic layers are computed 

using the prescribed values of atmospheric variables, mixed-layer depth cycle and 

properties of the deep layer and waters adjacent to the Labrador Sea. 

The model does not include sea-ice, because it is applied to the central part of 

the Labrador Sea, where little ice-formation occurs. Ice may affect the model indi­

rectly, through the input of the Labrador and Greenland Current waters whose prop­

erties are affected by the formation and melting of sea-ice (see also Appendix B). 
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F I G U R E 3-1. Components of the one-dimensional model of oceanic properties 
affecting the transfer of CO2 between the atmosphere and the ocean. 
Physical properties (temperature T and salinity S) and zooplankton Z are 
modelled in i^yers 1,2, and 3, representing the surface, intermediate, and deep-
ocean waters, respectively. Nutrients N, phytoplankton B, dissolved inorganic 
carbon C and alkalinity A are computed in layers 1 and 2 only; in layer 3 
these properties have prescribed values, constant throughout the year. The 
seawater partial pressure of CO2 is computed in the surface layer only (pi). 
The main interactions between seawater properties are indicated by empty 
arrows. Exchanges between reservoirs are marked by solid arrows. The vertical 
exchanges between oceanic layers include: migration of Z, sinking of B, and 
vertical mixing (diffusive mixing, entrainment, convective overturning), which 
affects T, S, N, B, C and A. The horizontal mixing with adjacent waters affects 
mainly T and S. The air-sea exchanges include: the CO2 flux F, the heat flux 
HF, the salinity flux SF and the flux of photosynthetically active radiation 
I0. The atmospheric properties affecting the air-s?a exchanges are given in 
brackets; pa is the atmospheric partial pressure of CO2, w is windspeed, CI is 
cloud cover, Hm is humidity, T„ is air temperature and Pr is precipitation. 
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F I G U R E 3-2. Annual cycles of the input variables: (a) base depth of layer 1 (solid 
line) and layer 2 (broken line); (b) air temperature Ta, [°C]; (c) windspeed 
w (at 20 m), [m s - 1 ] ; (d) cloud cover CI, dimensionless; (e) humidity Hm, 
dimensionless; (f) precipitation Pr [mm (month) - 1]. Sources: (a) based on 
[Shuhy, 1978]; (b), (c) and (d) from [Smith and Dobson, 1984]; (e) and (f) from 
[Ikeda, 1987]. 
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In the process of computation of the heat and salt budgets, the vertical ex­

changes of water between the layers are established. These water exchanges, to­

gether with modelled biological processes within layers, are then used to determine 

the annual cycles of zooplankton, phytoplankton and nutrients (representing total 

biologically-usable species of nitrogen), alkalinity and dissolved inorganic carbon. 

Finally, air-sea fluxes of CO2 are computed using the partial pressure of CO2 in the 

surface layer (computed from the modelled temperature T, salinity S, alkalinity A 

and dissolved inorganic carbon C), the atmospheric partial pressure of CO2 (pre­

scribed), and the gas-transfer coefficient (computed from windspeed, temperature 

and salinity in the surface layer, which are obtained from the heat and salt budgets). 

The following sections introduce the prescribed properties, as well as the meth­

ods used for computing the exchanges of water between the layers, the temperature 

and salinity of the surface layer, the biogeochemical variables in the two top layers 

and fluxes of CO2 between the surface ocean and the atmosphere, 

3.3.1 Prescribed properties 

Atmospheric inputs: Several prescribed atmospheric variables are used to force 

the model. Windspeed, cloudiness, air temperature, humidity and precipitation 

are used to compute the heat and salt budgets and, eventually, the oceanic partial 

pressure of CO2 (pi )• Windspeed is also used to compute the gas-transfer coefficient 

A', winch, with p\ and the prescribed atmospheric partial pressure of COo (pu). is 

used to compute the air-sea fluxes of CO2. Cloudiness affects also the amount of 

light available to phytoplankton. 

Daily values of windspeed, cloudiness, air temperature, humidity and precipita­

tion are computed using the climatological monthly averages of Smith and Dobson 

[1984] and Baumgartner and Reichel [1975]. For instance, monthly mean values of 

windspeeds for December and January are assigned to 16 December and to 16 Jan­

uary, respectively. The daily windspeeds for the period 17 December - 15 January 

are then linearly interpolated from these two values. The same procedure is applied 
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to the rest of the year and to the other input variables. The annual cycles of these 

variables are shown in Figure 3-2. (The effects of short-term variability in winds 

and in clouds are discussed in Chapter 4.) 

The atmospheric partial pressure /;„ is fixed at the global mean annual value 

of 335 /iatm observed in late 1970s [e.g., Bacastow and Keeling, 1981], which corre­

sponds to the period when the values of the deep ocean composition used here were 

measured. 

Temperature and salinity constraints: The model is ,aso constrained by pre­

scribed seawater properties. Following Ikeda [1987], the heat and salt budgets are 

constrained by the values of temperature T and salinity S in the three layers on 

the first day of February, and by the summer differences in T and S between lay­

ers 1 and 2. Here, the February values are assumed to be: T\ — To — 3.1°C and 

T:i = 3.5°C, and Si = S2 = 34.65 and S3 = 34.87. Here and elsewhere in this work, 

the subscripts 1, 2, and 3 refer to layers 1. 2 and 3, respectively. The summer dif­

ferences in T and 5 are I\ — T> = 4-3.84°C and S[ — S-> = —0.345, respectively. The 

prescribed values of T and S arc consistent with the averages from years 1964-1974 

from Ocean Weather Station Bravo in the Labrador Sea [Lazier and Hackett. 1986]. 

Deep-layer composition: The biogeochemical composition of the deep layer is 

also prescribed in the model. The concentrations of nutrients X (biologically-usable 

nitrogen), dissolved inorganic carbon C and alkalinity .4 in this layer were selected 

to match the properties of the Labrador Sea waters in winter 1978 reported by 

Anderson et al. [1985] and the deep-ocean values from autumn 19S2 in the TTO 

data. These values, after standardization to the mean surface-layer salinity of 34.6. 

are: JY;j = 16.8 nimolm""3 C3 = 2193 mmolm"'5 and A?, = 2350 meqm-"3. 
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3.3.2 Oceanic temperature , salinity, and exchanges of water 

between the layers 

Oceanic temperature, sahnity, and exchanges of water between the layers are 

computed from the balance of heat and salinity following the scheme of Ikeda [1987]. 

In this scheme, inputs of adjacent waters and the vertical eddy diffusivity coeffi­

cients are adjusted until the computed annual cycles of T and S meet the criteria 

constraining the annual and inter-annual variabiHties in T and S. 

The annual variability criteria require reproduction of the summer differences 

in temperature and salinity between layer 1 and 2 given by Ikeda [1987]. The inter-

annual variability criteria are set here to approximate the inter-annual steady state, 

because the present model concentrates on simulating typical conditions. In other 

words, the temperatures and salinities in all three boxes are expected to change 

little between consecutive years of simulation. 

The computed diffusivity and convective overturnings are then used to estimate 

vertical exchanges of other seawattr propcfies. The computed temperature of the 

surface layer is used in the calculation of the partial pressure of CO2 and the gas-

transfer coefficient of CO2. 

The main steps involved in these computations are described in the following 

sections. Additional details appear in Appendix B. 

Temperature and salinity: The temperature and salinity of the layers evolve 

throughout the year depending on the air-sea fluxes, horizontal mixing and vertical 

mixing. The net air-sea flux of heat is computed as the sum of four components: the 

short-wave radiation, the long-wave radiation, the sensible heat flux arid the latent 

heat flux. The net air-sea flux of water is calculated as the difference between 

precipitation and evaporation. 

The long-wave radiation, fluxes of sensible and latent heat and evaporation arc 

computed using the formulae of Smith and Dobson [1984], as implemented by Lkeda 

1 1 
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[1987]. These formulae use humidity, wind speed and air temperature from clima­

tological data. To compute the short-wave radiation, the clear-sky solar radiation 

is computed first, and then corrected for the effect of clouds, following Piatt et al. 

[1990]. Precipitation is prescribed directly from climatological data. 

Horizontal mixing represents inputs of adjacent waters, whose properties are 

given in Table B-1 (Appendix B), and are based on those of Ikeda. [1087]. Vertical 

mixing is determined by entrainment, convective overturuings and diffusive mixing, 

which are discussed next. 

Entrainment: Entrainment is associated with changes in depths of the layers. Here 

entrainment affects only the properties of the two top layers, since the boundary 

between layers 2 and 3 remains fixed throughout the year. 

The entrainment velocity h [md - 1] is defined as the rate of change in the 

thickness H\ [m] of the surface layer: 

h = dHj/dt. ( 3 - 1 ) 

Following Evans and Parslovi [1986] two additional functions h+ and h~ are 

also defined, such that: 

h+ — h and h~ — 0 when the depth of layer 1 increases (i.e.. '' > 0), and 

h+ = 0 and /;"" = —h when layer 1 shallows (i.e., h > 0). 

The flux of a property X from layer 1 to layer 2 associated with entrainment, 

f[2(X\.Xz) [mmolm -2 d - 1 ] is given by: 

/1S(A-1,X i) = / ) - (A" 1 -X>). ( 3 - 2 ) 

where _Yi and A'a are the concentrations of the property A" in layers 1 and 2 

[mmolm -3]. 

Similarly, the flux from layer 2 to layer 1, / ^ ( A ' J . A ' J ) , is given by: 

f.^(Xl,X2) = h + (X2-X1). ( 3 - 3 ) 
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Note that when the boundary between the layers 1 and 2 deepens, only the prop­

erties of layer 1 are affected by entrr :nrnent (as h~ = 0 in (3-2)); conversely, when 

the boundary shallows, only the properties of the layer 2 are affected (as h+ = 0 

in (3-3)). 

Convective overturnings: Convective overturnings are simulated here foHowing 

Ikeda [1987], They include shallow overturnings between the top two layers and deep 

overturning involving the third layer as well. Shallow overturning occurs whenever 

the layer 1 becomes denser than layer 2 resulting in complete mixing of a property 

X between these layers: 

V v> -̂ ~i-ffi + Ar
2ff2 , 

A i = A » = H1+H2 ' ( 3 ~ 4 a ) 

where the prime denotes concentrations of the property X after the overturning. In 

the present model the shallow overturning takes place between mid-December and 

early April. 

Deep overturning is simulated following Ikeda [1987] by mixing the top two 

layers with a part of layer 3. Let us denote the thickness of layer 3 that is mixed 

with layers 1 and 2 as Hc [m]. The value of a property X is changed as a result of 

the deep overturning to X' such that: 

V' \rl X\Hi+X2H2 + X^Hr . 
A i = A * = H1+H2+Hc • ( 3 ~ 4 b ) 

The depth Hc is known to be variable: it may range from 0 m in years without 

deep convection to between 400-800 m in years with deep convection [Lazier, 1980; 

Ikeda, 1987], Timing of the deep overturning may also vary. In the computations 

presented here the deep overturning occurs on the last clay of February, as in Ikeda 

[1987], and reaches Hc= 400 m. 
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Diffusive mixing: The diffusive flux of a property X from layer 1 into layer 

2 is denoted as f^2. The value of /jrf
2 is a product of the diffusive mixing veloc­

ity ki through the base of layer 1, expressed in m d - 1 , and the difference in the 

concentrations of the property between the layers (A'i — A'2) [as in Ikeda, 1987]: 

ff2(XuX2) = kt(X! -X2) = -fUXi,X2). (3 - 5) 

The diffusive mixing velocity A'i is computed from the eddy diffusivity d\ [m~ 

d - 1] and the distance between the centers of the layers: 

/ , -1=c/1 / [0.5(if1+i/2)] , ( 3 - 6 ) 

where H\ and H2, both expressed in m, denote thicknesses of layers 1 and 2, re­

spectively. The eddy diffusivity d\ is assumed to depend on the density difference 

between the layers [Munk and Anderson, 1948]: 

ch=Ll(p2-p1r
1-" ( 3 - 7 ) 

where p is the density [kgm -3] and L\ is a proportionality constant, expressed in 

ni2 d - i (kgm - 3)1"5 . Values of L\ are estimated from the budgets of heat and salt, 

which depend, among other things, on the vertical exchange of water caused by 

diffusive mixing. To avoid unreasonably high values of d\ when the difference in p 

is very small, the maximum value of d\ is set at S64 m2 d - 1 (= 1 x 1 0 - ' m 2 s - 1 ) , 

corresponding to the diffusivity in a non-stratified ocean [Munk and Anderson, 

1948]. The computed values of the mixing velocities throughout the year are shown 

in Figure 3-3. The diffusive fluxes between layers 2 and 3 are computed in the same 

wav 
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3.3.3 Daily changes in zooplankton, phytoplankton, nutri­

ents, dissolved inorganic carbon and alkalinity 

With the daily water exchanges between the layers computed, one may simu­

late the annual cycles of biogeochemical variables. There are five inter-dependent 

biogeochemical variables in layers 1 and 2 — concentrations of herbivorous zoo­

plankton Z, phytojilankton B, nutrients N, dissolved inorganic carbon C and total 

alkalinity A In layer 3, values of B, N, C and .4 are kept constant throughout the 

year at the values prescribed in 3.3.1. This simplification can be justified by the 

much smaller annual variations in these properties in deep waters compared with 

the variations in the top two layers. Two exceptions are made: 

a) Zooplankton concentration Z is modelled in all three layers, since vertical mi­

grations may substantially affect their concentration in layer 3. 

b) In Chapter 4 (section 4.4) and Chapter 5 (section 5.4) the composition of 

layer 3 is allowed to change when medium-term changes are evaluated, since 

the small year-to-year increments in the cleep-layer concentration of C, when 

accrued over decadal time-scale, may substantially modify annual air-sea fluxes 

o fC0 2 . 

The model is run from the initial state, in which layers 1 and 2 have the same 

composition as layer 3, until the annual cycles of the modelled variables stabilize. 

In the present model stability is attained within the first two years. 

To simplify computations and interpretation of results, the biogeochemical vari­

ables are kept standardized to salinity of 34.6 (which is an average value of salinity 

in the surface layer obtained from the model) Addition or removal of fresh water 

may slightly affect the concentrations of Z, B, X, A and C, but within the range 

of salinity observed in the Labrador Sea, these effects translate, at the most, into ± 

0.5% differences in these properties, which does not justify further complication of 

the model to account for salinity-related changes in the biogeochemical variables. 
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The only exception is made in computations of the oceanic partial pressure of 

CO2, which might be affected not only by small variations in alkalinity (A) and 

dissolved inorganic carbon (C), but by variation in salinity (S) itself (through the 

effect of S on the dissociation constants). Values of p are therefore computed using 

the daily values of salinity computed by the model and the values of C and A 

converted to this salinity. 

Changes in the modelled variables during a daily time-step are computed us­

ing the equations presented below. Before the next computational step is taken, 

zooplankton biomass is adjusted to represent zooplankton vertical migrations, and 

value of B, N, C and A are modified, when necessary, to account for convective 

overturning, following equations (3-4a) or (3-4b). 

Zooplankton: Daily changes in concentration of zooplankton Z [mmolC m - 3 ] 

depend on the amount of the food assimilated and on the zooplankton losses: 

—r^- = (ag1-m1)Z1, (3 - 8a) 

—=- = (ag2 — m2)Z2, and (3 — 8b) 

^ T = - m 3 Z 3 , ( 3 - 8 c ) 

at 

where a denotes the zooplankton assimilation efficiency (dimensionless), g [d -1] is 

the grazing rate, m [d -1] represents zooplankton loss rate. No grazing is assumed in 

layer 3, since the concentration of potential food is low and zooplankton there is usu­

ally in a state of diapause, during which most of its activities, including feeding, are 

curtailed. For instance, Conover [1962] found that, after arriving into deep waters, 

Calanus hyperboreus ceased grazing and lowered its respiration severalfold. Despite 

the negative net growth rate, the zooplankton biomass in this layer is not reduced 

to zero, because it is supported by ontogenic vertical migrations of zooplankton 

from the top two layers. 

7 
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The grazing rate g is computed as a function of the available food using the for­

mula of Ivlev [1945], The zooplankton loss rate m includes losses due to respiration, 

excretion and mortality (Appendix C). 

The zooplankton concentration computed for the end of a clay is then modified 

to reflect vertical migration. The daily migrations, pronounced in low latitudes, are 

unimportant or nonexistent in high latitudes [Longhurst et al, 1989], Therefore, 

only the ontogenic migration associated with the development cycle of zooplankton 

is represented. In these waters, calanoids, the dominant component of zooplankton 

in the Labrador Sea [Conover, 1976; Longhurst et al, 1989], have a one-generation 

annual reproduction cycle [Conover, 1988], with younger stages reaching the sur­

face layer in spring, feeding on phytoplankton, and gradually descending to deeper 

waters, where they spend the winter diapause. 

In the model, the overwintering zooplankton migrates to the upper layers when 

the net growth rate (ag — m) in any of these layers becomes higher than that in the 

deep layer. The gradual descent is then simulated as a migration of fixed fractions 

of zooplankton from layer 1 and 2 into the underlaying laj'ers. 

Phytoplankton: Daily changes in phytoplankton biomass B [mmolC m - 3 ] are 

determined by the net growth of pi /toplankton. losses to zooplankton grazing, and 

transfers of phytoplankton between the layers through sinking, diffusive mixing and 

entrainment: 

(lBl '•• ' - - " r1'1 B i h + h h n 7? 

and 

dB2 

dt 

dt -[ai ll)ni 

= (o~i~l2)B2—g2Z2 — 

(3 - 9a) 

^B2-^Bl + ^L(B2-B,)+^l(B2-B3) n-i Hi n.-> iii 

( 3 - 9 b ) 

where the net growth rate is the difference between gross growth rate a [d -1j and the 

loss rate / [d -1] caused by phytoplankton respiration and excretion (Appendix C), 

i 
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V{ [md - 1 ] is the sinking veloci;y in layer / (i—1,2), ki denotes the mixing veloc­

ity through the base of layer i and h+ and h~ are the functions describing the 

entrainment (section 3.3.2). 

The normalized daily gross growth rate a in a laye. is computed by dividing 

the daily gross primary production in a layer, denoted as PT [mgC m - 2 d - 1 ] , by 

the depth of the layer H and by the phytoplankton biomass B: 

PT 

12BH' 
( 3 - 1 0 ) 

where B is multiplied by 12 to convert it from mmol C m - 3 to mg C m - 3 . The daily 

phytoplankton production PT in a layer is calculated from the dayleiigth and the 

noon irradiance, following Piatt et al. [1990] and Piatt and Sathyendranath [1991]. 

The noon irradiance is corrected for the presence of clouds following Piatt 

et al. [1990]. For this correction I used the daily cloud cover interpolated from 

climatological monthly averages. 

In this approach phytoplankton production depends explicitly on the amount 

of light available and implicitly on other limiting factors (see Appendix C for justi­

fication of this approach). 

The phytoplankton production at depth z and time t, P(z,t), depends on light 

following the formulation of Webb et al. [1974] and Piatt et al [1980]: 

P(z,t) = (12B/0)P£'[1 -exp(-I(z,t)/h)}, (3 - 11) 

where 8 is the carbon-to-chlorophyll ratio [mgC (mgchl) - 1] , P^il is the assimila­

tion number (i.e., the light-saturated production normalized to chlorophyll concen­

tration, expressed in mgC (mgchl) - 1 h r - 1 ) , Ik [Wm - 2 ] is the photoadaptation 

parameter, defined as the ratio of P^'1' to arhl, the chlorophyll-normalized, initial 

slope of the photosynthesis-light curve [mgC (mgchl) - 1 h r - 1 ( W m - 2 ) - 1 ] . 

The effect,, of the limiting factors other than light, such as nutrient concentra­

tion, temperature, light history, or species composition, are represented implicitly 

through parameters: P^1, °<chl and 9. Since the in situ measurements of 6 are 
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uncertain at best [Eppley, 1980], it is assumed here that 0] is 50 mgC(mgchl) - 1 

before and during the diatom spring bloom, and it increases to 75 nigC(mgchl) - 1 

later in the season, when the phytoplankton community adapts to a higher-light 

and lower nutrient environment [Geider, 1987; Langdon, 1988; Cidlen et al, 1993] 

(Appendix C). In layer 2, 62 is assumed to be 35 mgC (mgchl) - 1 throughout the 

year, reflecting the adaptation to a lower-light, higher-nutrient environment. The 

carbon fluxes in the model are not sensitive to 92 (nor to P^[l1 and achi in this 

layer) as the primary production in layer 2 is strongly limited by the low irradiance 

reaching this layer. 

The photosynthetic parameters P^tl and jtchl are based on in situ measure­

ments and therefore should represent the end-result of interactions of a suite of 

factors affecting the chlorophyll-normalized phytoplankton production. 

In addition, I use the nutrient budget of each layer to ensure that the growth 

rates computed for that layer do not cause the nutrient concentrations to fall below 

zero. In such a case, the gross growth rate is lowered to a level sufficient to maintain 

the nutrient values just above zero (in the computer code the threshold value was 

set at 0.01 mmolm - 3 ) . 

Nutrients: Daily changes in concentration of nutrients X (representing here all 

biologically-usable forms of nitrogen, including nitrate, nitrite and ammonium) are 

determined by the removal of nutrients by gross phytoplankton growth, return of 

nutrients associated with the recycled portions of phytophuikton and zooplankton 

losses, denoted as dimensionless parameters e\ and em, respectively, and by mixing 

and entrainment (for more details see Appendix C): 

'ksi + hf 
—7:- - -7iV^i-Di + ? , W i # i + lsemmZi 
dt Hx 

-(Xx-X, (3 - 12a) 

and 

dN2 

dt 
-r)MO-2B2+-yyeil2B2+']\-ernmZ2- - ~ (N2-Ai)+ „ 2 {N2-N3) 

tl-i ri2 

( 3 - 1 2 b ) 

P " • 1 * F l 1 
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The nitrogen-to-carbon molecular ratio 7JV [mmolN (mmolC) - 1] of phyto­

plankton depends on the availability of nutrients, species composite u, and phase 

of phytoplankton growth [Sakshaug, 1989; Cullen et al. 1993]. In this model the 

N:C molecular ratio of phytoplankton is assumed to be equal to the Redfield ratio 

of 0.15 (= 16:106) when the nutrients are abundant, and decreases to 0.10 in the 

nutrient-limited post-bloom phase. 

Alkalinity: Alkalinity is affected by all the factors modifying the nutrient concen­

trations (gross growth, recycling of phytoplankton losses, recycling of zooplankton 

losses, mixing and entrainment), and, in addition, by the formation of CaCOs: 

cL4i 
lA<riBy - lACihBi - jAem™Zi dt 

and 

-hr = 1A0-2B2 - 7/le;?2B2 - 7AemmZ2 dt 

~lF—{Al~ M' 
-2T(al-lx)Bu 

(3 - 13a) 

^ - ( A 2 - A l ) + ^pl(A2-A^ 

-2Y(a2 - l2)B2, ( 3 - 1 3 b ) 

where V is the molecular ratio of CaCOs to organic carbon production [mmol CaCOs 

(mmolCo r g) - 1] and the factor of two indicates removal of two equivalents of alka­

linity per one mole of CaCOs formed. 

In the standard case it was assumed that Y — 0.02 mmol CaCOs (mmol Corg ) _ 1 : 

consequences of higher values of T are explored in the sensitivity analysis (Chapter 

4). 

Formation of one mole of organic carbon typically increases seawater alkalinity 

by 7,4 = 0.18 meq (mmol C ) - 1 (because of removal of nitrate and sulfate ions — 

sec Appendix C), except during the nutrient-limited phase of growth, where 7.4 = 

0.12 meq (mmol C ) - 1 because of the lower N:C ratio (as mdicated earlier in this 

P 
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section). Formation of one mole of CaCOs decreases dissolved inorganic carbon by 

one mole and alkalinity by two equivalents. 

Dissolved Inorganic Carbon: Dissolved inorganic carbon is affected by the same 

processes as alkalinity and, in addition, by the CO2 flux between the atmosphere 

and the surface layer: 

dC\ 
dt 

and 

r/C, 

= -criBi + eihB\ + emmZi h+Kir, 
Hx 

C1-C2) - I > 1 
- r, F 

- < i ) B i + — , 
# 1 

(3 - 14a) 

dt 
— —a2B2 + eil2B2 + emmZ2 ^4^(C2-Cl) + ^ i ( C 2 - C s ) 

-T{CT2-12)B>, (3 14b) 

where F is the air-to-sea flux of CO2, here expressed in mmolC m~'2 d - 1 . 

3.3.4 Air-Sea Fluxes of C0 2 

Air-sea flux of CO2 (F) is a product of the gas transfer coefficient A" [mmolC 

m - 2 d - 1 /mtm - 1 ] , and Ap [/(atm], the difference in the partial pressure of CO) 

between the surface ocean (pi\ //atm) and the atmosphere (pa. /;atm)-

F = KAp = K(pa - p\ ( 3 - 1 5 ) . 

The gas-transfer coefficient A' is the product of the solubility, expressed in 

mmolC m'~3//atm~1 and the piston velocity of a gas K [md""1]. SombiHty of CO2 

is computed following Weiss [1974] as a function of temperatures and salinities 

obtained from the model. The piston velocity of CO2 is computed following Wan-

ninkhof [1992]: 

' ~ ( 3 - 1 6 ) K = yhe -y 660/Se. 

where w is the windspeed in n i s - 1 , Sc is the dimensionless Schmidt number for CO2 

(which is the ratio of kinematic viscosity to molecular diffusivity), calculated from 
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the surface-layer temperature Ti, and A is the proportionality constant, expressed 

in m d - 1 ( m s - 1 ) - 2 . 

For windspeeds derived from the climatological average windspeeds used in 

most calculations here, Wanninkhof [1992] gives A— 0.39 c m h r - 1 ( m s - 1 ) - 2 = 

0.094 m d - 1 ( n i s - 1 ) - 2 . For instantaneous windspeeds, A = 0.31 c m h r - 1 (ms" 1 ) " 2 

= 0.075 m d - 1 ( m s - 1 ) - 2 . The larger value of A in the former case compensates 

for the smaller variability in w in the climatological data (the adequacy of this 

compensation is discussed in Chapter 4.) 

The partial pressure of COo in the atmosphere (pa) is prescribed at 335 /./atm 

(the consequences of intra-annual variability mpa are assessed the sensitivity analy­

sis in Chapter 4), whereas the partial pressure in the surface layer (pi) is calculated 

as a a function of temperature, salinity, dissolved inorganic carbon and alkalinity, 

using the algorithm of Peng et al . [1987]. with the dissociation constants of car­

bonic and boric acids of Mehrbach et al. [1973] and Lyman [1957], respectively. For 

simplicity, the effect of phosphates and silicates on the partial pressure of CO2 is 

not taken into consideration, because this effect is relatively small and is, to a large 

degree, compensated by effect of neglecting that a fraction of the biologically-usable 

nitrogen in seawater would be in the form of ammonia rather than as nitrates or ni­

trites — see Appendix C for details). The effect of uptake of nitrates (and sulfates) 

on the partial pressure is incorporated into changes in alkalinity. 

3.4 Annual Cycles of Biogeochemical Variables 

The annual cycles of the main biogeochemical variables affecting the partial 

pressure and the air-sea fluxes of CO2 were simulated by the model. These variables 

include: zooplankton, phytoplankton, nutrients, alkalinity and dissolved inorganic 

carbon. Evolution of these variables during the year is described in this section 

with three goals in mind. 
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The first goal is to indicate the magnitude of fluctuations in the seawater prop­

erties determining air-sea fluxes of COa- The second aim is to present the back­

ground necessary to understand the sensitivity of the air-sea CO2 fluxes to changes 

in physical and biogeochemical processes, evaluated in Chapter 4. The third goal 

is to test the reliability of the model by comparing the simulated variables with the 

available in situ data for the Labrador Sea and with remote sensing data, measure­

ments in adjacent waters of the North Atlantic and results of other models. 

3.4.1 General features of the annual cycles 

Changes in the concentration of nutrients in the surface layer (Ari) are used to 

identify four seasonal phases in the annual cycles of the biogeochemical variables 

(Figure 3-4). 

The "'winter" phase (end of February - mid-May) began with a deep convection, 

simulated here at the end of February following Ikeda [1987], Concentrations of 

nutrients and other variables in layers 1 and 2 were brought close to those of the 

deep ocean (e.g., ATj > 16mmol m - 3 ) and remained almost unchanged until mid-

May, because phytoplankton production was strongly light-limited. 

During the "spring" phase (mid-May - end of June) the shallowing surface layer 

and the increasing surface irradiance improved the average light conditions in the 

layer and triggered a spring phytoplankton bloom. 

The increasing phytoplankton biomass B (which peaked at over 80 mmolC 

m - 3 (= 20 mgchl in - 3 ) at the end of June) depleted nutrients (X\: 16 —• 0.1 mmol 

m - 3 ) and markedly lowered the dissolved inorganic carbon C (by 100 mmol m - 3 ) . 

Alkalinity ,4i moderately increased, because of the uptake of nitrate from sea­

water by phytoplankton. The effect of CaCOs formation (lowering A and C) was 

small because in the standar 1 case, the ratio of CaCOs production to production 

of organic carbon was low (F — 0.02 mmol CaCOs (mmol Co r f f)
- 1) . Conseciuences 

of possible higher production of CaCOs are explored in the sensitivity analysis in 

Chapter 4. 

" m 1 
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F I G U R E 3-4. The annual cycles of the modelled oceanic properties and air-
sea fluxes of CO2 in the surface layer (subscript 1) and the intermediate layer 
(subscript 2). Empty arrows indicate the time of the simulated deep-winter 
convection. 

(a) Nutrients Ar. 

(b) Phytoplankton concentration B. 

(c) Zooplankton concentration Z. 
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FIGURE 3-4 - continued. 

(d) Total alkalinity .4. 

(e) Dissolved inorganic carbon C. 
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FIGURE 3-4 - continued. 

(f) Air-sea difference in partial pressure of CO2 (Ap) and the gas-transfer coeffi­
cient A'. 

(g) Air-sea fluxes of CO2 (F): F denotes the annual flux computed by averaging 
daily values of F; Fa is the flux computed from mean values of A" and Ap 
(equation 3-20); Fb is the flux computed from mean values of A' and from p\ 
calculated from :n«-,an temperature, salinity alkalinity and dissolved inorganic 
carbon (equation 3-22). Positive values of F correspond to the net uptake of 
CO2 by the ocean. 
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The overwintering zooplankton migrated from the deep waters into the surface 

layer and increased its biomass by feeding on the developing bloom. 

During the "summer" phase (July - mid-September), vertical mixing weak­

ened, because the density stratification between layers 1 and 2 increased. Nutrients 

remained depleted (A'i < 0.1 mmol m - 3 ) , as phytoplankton was able to remove all 

nutrients that could be supplied to the surface layer by the weak mixing. 

The phytoplankton biomass fell sharply because of an increased sinking velocity 

in the declining stage of the spring bloom. Later the biomass increased slightly, 

because the simulated shift in the composition of phytoplankton towards a higher 

C:N ratio allowed uptake of additional carbon from seawater. 

The concentration of dissolved inorganic carbon generally increased. The small 

decrease in C at the end of July was caused by the shift in the phytoplankton 

C:N ratio. The zooplankton concentration fell after its initial increase, reflecting 

diminishing food supply and continuous migration to layer 2. 

The •'autumn1'1 phase (mid-September - end of February) began with the deep­

ening of the surface layer. The phytoplankton uptake could no longer keep up with 

the supply of the nutrients entrained from layer 2 and nutrient concentration began 

to rise (Ari: 0.1 -+ 14.5 mmol m - 3 ) . The phytoplankton concentration fell, reflect­

ing rapidly worsening light conditions. The dissolved inorganic carbon rose, and 

alkalinity fell slightly, mainly in response to the entrainment of the layer 2 waters. 

Zooplankton continued to migrate toward deeper waters. 

Filially, the concentrations of nutrients, alkalinity and dissolved inorganic car­

bon in the surface layer were restored to the initial values by the deep-convection 

event starting the next annual cycle. 

In general, in the surface layer, changes in nutrients, dissolved inorganic carbon 

and alkalinity were dominated by biological activity from the onset of the spring 

bloom in early June to the decline of biological production in mid-September, and 

by the physical exchanges with deeper waters in the remaining part of the year. 

I 
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In the intermediate layer, annual changes in the seawater variables reflected 

mainly the physical exchanges with the neighbouring layers and decay of organic 

matter imported from the surface layer, because low light limited local phytoplank­

ton production. Most of the time, these low light levels were caused by physical 

constraints (low surface irradiance and absorption by water in a thick surface layer); 

however, during spring and summer these constraints were replaced by strong ab­

sorption of light by phytoplankton in the surface layer. In the absence of high local 

production, the peak in chlorophyll in mid-July reflects a pulse of organic matter 

sinking from the surface layer. Changes in N, C and .4 were linked to decomposition 

of the sinking organic matter and to exchanges of water with layers 1 and 3. 

3.4.2 Comparison with the in situ data 

Nutrients, phytoplankton and dissolved inorganic carbon in the surface layer, 

for which there are measurements from the Labrador Sea representing both the 

pre- and post-bloom periods, are selected for the assessment of model performance. 

The spread of these data over a year should be sufficient to check whether the 

simulated cycles of these variables during a year have realistic magnitude and timing, 

although not all details of the cycles could be validated because of scarcity of data, 

particularly in autumn and winter. 

Four sources of data are used: the Imperial Oil Cruise in July 1976, the BIO 

primary productivity experiments 1978-1991, the TTO cruise in autumn 1982, and 

the BIO physical oceanography data from 1990-1994. The data are plotted along­

side the simulated values on Figure 3-5. 

Nutrients: The model cycle of nutrients seems to fit well to the measurements of 

nitrate -I- nitrite concentrations from the Labrador Sea (Figure 3-5 a), particularly 

with respect to the winter concentrations and to the timing and magnitude of 

nutrient decrease in during the spring bloom (late May-June). In summer, the 
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F I G U R E 3-5. Comparison of the modelled properties with the observational data. Solid line represents the 
output of the model (the standard run), circles denote measurements from the BIO primary productivity 
experiments 1978-1991, triangles indicate the TTO data from 1982, crosses represent data from BIO physical 
oceanography cruises 1990-1994 and diamonds the data from the Imperial Oil Cruise in 1976, Filled symbols 
mark measurements in the central part of the Labrador Sea, while empty symbols denote the measurements 
from the margins of the sea. 

(a) The surface-layer nutrient concentration (NO3 + NO2). Broken-line rectangles mark clusters of data "A" and 
"B", discussed in the text. 
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F I G U R E 3-5. - continued 
(b) The surface-layer chlorophyll concentration. The model values of phytoplankton biomass B\ (solid fine) 
were converted from mmolC m - 3 to mgchl m~3. Circles denote measurements from the BIO primary produc­
tivity experiments 1978-1991 and diamonds mark the data from the Imperial Oil Cruise in 1976. Filled symbols 
mark measurements in the central part of the Labrador Sea, while empty symbols denote the measurements 
from the margins of the sea. 
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(c) The surface-layer concentration of dissolved inorganic carbon. Solid line represents the output of the 

model (the standard run), triangles indicate the TTO data from 1982 and crosses represent data from 
BIO physical oceanography cruises 1990-1994. 
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observed nutrient concentrations are usually low, as a consequence of the depletion 

of nutrients by phytoplankton production. 

In autumn, both the observed and the simulated nutrient concentrations in­

crease as a result of a shifting balance between diminishing biological uptake and 

increasing water mixing. However, it is difficult to discern the timing of the au­

tumn mixing from the observations. This timing is important because the annual 

air-sea fluxes of CO2 are sensitive to the composition of seawater in this period (as 

discussed in Chapter 4). 

On the one hand, the somewhat elevated nutrient concentrations in early 

September (cluster "A" in Figure 3-5a) may be interpreted as temporary depar­

tures from the nutrient-depleted summer state. Such departures could be caused 

by storm events, not represented in the model forced by monthly means. Storms 

bring nutrients into the surface waters, and these nutrients might be sampled before 

phytoplankton takes them up. If this interpretation is correct, and if the October 

increase in nutrient concentrations (cluster "D11) represents a typical time of au tumn 

mixing, then the model simulates the mixing about one month too early. 

On the other hand, the September data may be interpreted as the onset of an 

early autumn mixing in one year, and the October data as an indication of a late 

autumn mixing in another year. Then the mocM simulation of the nutrient cycle 

would fit within the range of inter-annual variations. Both the satellite data from 

t"he Labrador Sea and the in situ measurements in waters around Iceland (section 

3.4.3), show inter-annual variability in the onset of the autumn mixing, thus lending 

support to this interpretation. 

The nutrient data fiom the margins of the Labrador Sea (marked in Figure 

3-5 by empt^ squares and triangles) are more variable than the da f a from the 

central Labrador Sea, probably because of mixing with adjacent waters, different 

hydrographic properties (e.g., larger influx of low-salinity waters, strong currents) 

and different timing of biogeochemical processes at different locations. 
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Chlorophyll: The simulated cycle of chlorophyll concentration broadly consistent 

with the observations (Figure 3-5b). The magnitude of the spring maximum in 

chlorophyll closely matches those measured on the margins of the Labrador Sea. 

The lack of a peak of similar magnitude in the central Labrador Sea data may 

be a result of missing the bloom, which is plausible given the small number of 

samples and the short duration of the bloom. Note that indirect evidence for such 

blooms (strong depletion of nutrients and associated uptake of inorganic carbon 

from seawater) are observed in these waters. 

In the post-bloom phase the simulated concentration of chlorophyll cannot be 

validated unambiguously, although chlorophyll concentrations in the late-July data 

(marked as diamonds in Figure 3-5b) are of similar magnitude. These samples may 

be representative of the summer conditions because the sampled phytoplankton 

community was dominated by flagellates, which seems to be the typical composition 

of the post-bloom phase [MacLaren Report, 1976]. 

Dissolved inorganic carbon: Data on concentrations of the dissolved inorganic 

carbon, the last seawater variable discussed here, are limited to June, July and 

September. The timing and magnitude of decrease in C in June and July seem to 

agree with the decrease simulated by the model (Figure 3-5 c). 

In the TTO data from September, the dissolved inorganic carbon was higher 

then the values simulated by the model, which presumably reflects an input of 

carbon-rich deeper waters as a result of an early autumn mixing or a transient 

summer mixing episode, already discussed in the section on the nutrient data. 

In conclusion, the simulated cycles of seawater variables are broadly consistent 

with the available observations from the Labrador Sea, although more data would 

be needed to better constrain the cycles of biogeochemical variables, particularly 

during the autumn mixing. Some additional constraint may be provided by analysis 

of oxygen data from the Labrador Sea (see suggestions for future work in Chapter 

6). 
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3.4.3 Comparisons with other data 

The model performance may be validated further by comparison of the simu­

lated cycles of the seawater variables with satellite images and with measurements 

in another area of the North Atlantic with a similar hydrological regime. 

The annual cycle of chlorophyll concentration can be compared with the Coastal 

Zone Color Scanner (CZCS) images from the area. These images indicate that the 

period of increased chlorophyll concentration, beginning with a bloom in June, 

lasts unril September, although in some years this period seems to end earlier. This 

roughly corresponds to the period between the onset of the spring phytoplankton 

bloom and the termination of the elevated summer phytoplankton concentrations 

by autumn mixing in September. 

The simulated evolution of the seawater properties in the Labrador Sea is also 

consistent with evolution of these properties in other waters at similar latitudes. 

Takahashi et al [1993] compiled observations from waters around Iceland. The 

seasonal observations of nutrients and dissolved inorganic carbon indicate that the 

spring phytoplankton bloom develops in these waters in the last two weeks of May. 

The resulting depletion of nutrients and reduction in dissolved inorganic carbon 

and the partial pressure of CO2 were of similar magnitude to those obtained from 

this model, particularly in the WVst and South Stations, whose temperature and 

nutrient regimes resembled most closely those of the Labrador Sea. 

Elevated values of nutrient concentrations, associated with autumn mixing, 

were observed in August September. There was a substantial variability between 

stations and between measurements at a given station in different years Existence 

of such inter-annual variability in Icelandic waters (see Takahashi et al. [1985] 

and Peng et al [1987]) lends some additional support to the interpretation that 

the timing of autumn mixing in the model falls within the range of inter-annual 

variability in the Labrador Sea data (3.4.2). 

I I 



[ 

82 

In conclusion, it seems that the simulated cycles of biogeochemical properties 

are not inconsistent with in situ measurements in the Labrador Sea, as well as 

with changes in phytoplankton concentration observed from satellites, and with the 

evolution in seawater properties in other North Atlantic waters at similar latitudes. 

3.4.4 Comparisons with other models 

The simulated seawater variables were also compared with the output of three 

other models from the literature dealing with high-latitude waters of the North 

Atlantic. 

The model of Evans and Par slow [1985] simulates the cycles of Z, B and N in 

the surface layer off Newfoundland. In that model, the surface layer shallows much 

earlier than in the present model, reaching 25 m in April, and, consequently, the 

bloom occurs in April. Although not discussed explicitly, the termination of the 

bloom in that model is likely to be caused by a combination of high phytoplankton 

losses due to very strong mixing with deep waters (3 m d - 1 ) and zooplankton graz­

ing. The evolution of the nutrient concentration is not explicitly presented by Evans 

and Parslow, but from the amount of nitrogen contained in the phytoplankton and 

zooplankton biomass given in their Figure 1, one may deduce that it never falls 

below 75% of its winter values of 10 mmol m - 3 . This is clearly not the case in the 

Labrador Sea. 

The model of Peng et al. [1987] was designed to fit the measurements of the 

concentrations of phosphates, dissolved inorganic carbon, oxygen and the oceanic 

partial pressure of CO2 from around Iceland. In that model all biological processes 

are reduced to a single function describing the phosphate residence time in the 

surface layer r , which is proportional to the prescribed depth of the surface layer 

divided by the prescribed surface irradiance: 
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where b [Wm~ 3 d - 1 ] is the proportionality parameter adjut xl to fit the data, 

Peng et al. prescribed the time-depenclence of b so that the spring bloom can be 

simulated. In their prescription of physical processes, vertical mixing is limited 

to the entrainment associated with changes in the prescribed surface layer depth. 

Such simplifications of biological and physical processes, as well as the need to fit 

the parameter b numerically to match the observed properties, '.mit applications 

of this model to study the sensitivity of the air-sea carbon flaxes to changes in 

biological processes. 

Finally, in the model of Taylor et al. [1991], which is closest in structure to 

this model, the spring bloom in the Atlantic waters at 60 °N began in mid-May and 

peaked in mid-June. This timing is similar to the one simulated here. However, 

the magnitude of the their bloom is much lower (< 5 mg chim - 3 ) , because Taylor 

et al artificially lowered the nutrient concentration in the d^ep waters to simulate 

incomplete utilization of nitrates, possibly caused by exhaustion of other nutrients 

such as silicates. Application of a similar constraint in the Labrador Sea would lead 

to summer concentrations of nitrates of about 10 mmol m~3, which are clearly too 

high. As a consequence, the effects of biological processes on nutrients and carbon 

fluxes in the model of Taylor et al. [1991] may be severely underestimated. Also the 

proposed mechanism of limiting the uptake of nitrates does not seem to hold for the 

Labrador Sea and for waters around Iceland: samples having high concentrations 

of unutilized nitrates also have high concentrations of silicates, such that silicate 

limitation is not likely. 

I ' 



I u 

84 

3.5 Partial Pressure and Air-Sea Fluxes of CG2 

3.5.1 A.nnual cycles of the partial pressure and air-sea fluxes 

of C 0 2 

The annual cycles of the oceanic partial pressure p\ and the air-sea CO2 flux 

F computed by the model are shown in Figures 3-4 c and 3-4 f. After the d^ep 

convection, pi was higher than the atmospheric partial pressure, and consequently 

the fiux of CO2 was negative (that is, directed from sea to air). The magnitude of 

this flux decreased in time with decreasing gas-transfer coefficient A". 

The spring phytoplankton bloom reduced p\ sharply (by about 160 /uatm) and 

increased F strongly (from -2 to + 8 mol CO2 m~2 y r - 1 ) . Once the bloom ended, p% 

increased, following the increases in dissolved inorganic carbon and hi temperature. 

The air-sea flux initially fell in response to the increase in p\, but this trend was 

reversed in lat° August when A" increased because of stronger winds. 

The autumn mixing in mid-September increased p\ sharply by bringing carbon-

rich waters to the surface layer. The gas-transfer coefficient could not compensate 

for this rapid increase and, consequently, the air-sea fluxes fell. By December the 

fluxes became negative. 

In general, the air-sea fluxes of CO2 followed mainly the cycle of the partial 

pressure pi, although changes in the gas-transfer coefficient substantially modified 

the evolution of the air-sea fluxes in March-April and August-September. 
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3.5.2 Effects of fluctuations in the oceanic properties on the 

partial pressure and air-sea fluxes of C 0 2 

Definitions of fluxes of C 0 2 

The daily values for the partial pressure of the surface ocean were computed 

using the simulated seawater temperature T, salinity S, dissolved inorganic carbon 

C and total alkalinity .4: 

p^piTuSi.dMi). ( 3 - 1 7 ) 

As a result of the non-linearity of the carbonate system the average partial 

pressure is different from the partial pressure associated with the time-averages of 

T, S, C, and .4. The difference, called here the temporal nonlinear contribution to 

the partial pressure of CO2, is denoted as Q and computed from: 

ct=p(Tl,Sl,...)-p(Tl,S'l,...). ( 3 - 1 8 ) 

where overbars denote time-averages. Equation (3-18) is an application of equation 

(2-1) from Chapter 2 to the temporal, instead of f he spatial, fluctuations in seawater 

properties. 

The average air-sea flux of CO?, denoted as F, is given by: 

F = T?Ap~=K[(Pa-1>(Tl.Su...)]. ( 3 - 1 9 ) 

The value of F serves heie as the reference flux against which are compareu two 

other carbon fluxes computed without accounting for the temporal fluctuations in 

oceanic properties. 

The first of these fluxes, Fa, is the flux associated with the average A" and 

the average Ap, that is, the flux computed without accounting for the covariance 

between K and Ap. This flux is given by: 

Fa = KAp' = K\pa--p(Tl,Si,...)]. (3-20) 

I 
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The covariance term is defined here as the difference between the average flux &ncl 

the flux in the absence of covariance between A" and Ap. It is denoted as AFa: 

AFn=F-Fa. ( 3 - 2 1 ) 

The second flux, Ft. is computed neglecting both the covariance and the non-

linearity of the carbonate system. This flux, associated with average A" and average 

seawater T, S, C and A, may be expressed as: 

Fb = KAp(T1,S-1,...) = K[pa-p(TuSu...)}=K[pa-p(Tl,S1,...) + ci} 

= Fa+Ket. 

( 3 - 2 2 ) 

The effect of the nonlinearity of the carbonate system on the air-sea fluxes, 

AFi, is then given by : 

AFb = Fa - Fb = -Kct. ( 3 - 2 3 ) 

The term AFb is the nonlinearity term. 

Effects of fluctuations at the annual scale 

The effects of the fluctuations in oceanic properties on the partial pressure of 

CO2 in the Labrador Sea and air-sea fluxes of CO2 are shown in Table 3-1. The 

nonlinear contribution c< associated with annual variability of seawater properties 

was 7.9 ^;atm. 

The annual average air-sea flux F was 2.2 molCOg ni~2 y r - 1 . Without any 

covariance between A" and Ap the calculated flux would be considerably larger 

(Fa — 3.7 1110ICO2). The flux computed neglecting both the covariance and the 

nonlinearity of the carbonate system would be even greater (Fb= 4.6 1110ICO2 m _ i 

yr - 1 ) . 

These results indicate that fluctuations in A", and in the seawater properties 

determining p\ nay have substantial effects on the air-sea fluxes of COa- To put 

these results into perspective, one may compare the effects of covariance between A" 

n I 
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TABLE 3-1. The nonlinear contribution to the oceanic partial pressure of COa 

(ci) and the air-sea CO2 fluxes (F) at the annual and the seasonal time-scales. 

Case ct F Fa Fb 

1. annual scale 

2. seasonal scale 

a) all data used: 

cold season (Nov. -

warm season (May 

annual average: 

b) seasons as in Tans 

cold season (Jan. -

warm season (July 

annual average 

April) 

-Oct.) 

et al. [1990] 

April) 

-Oct.) 

7.9 

o.s 
7.0 

3.9 

1.0 

3.1 

2.1 

2.2 

-1.2 

5.6 

2,2 

-2.1 

7.3 

2.5 

3.7 

-1.4 

6.1 
2.4 

-2.3 

8.2 

3.0 

4.6 

-1.3 
6.7 

2." 

-2.1 

8.5 

3.2 

The temporal nonlinear contribution ct is in //atm, fluxes F are in mol C m~2 yr""1; 

F denotes the annual sum of daily fluxes, Fa is the flux computed neglecting the 

covariance between A" and Ap, and Fb is the flux computed neglecting the covariance 

and the nonlinearity of the carbonate system. Case 1 presents the standard values 

obtained using the data from the whole year. Case 2 presents the values associated 

with seasonal instead of annual averages: a) with all the data partitioned into two 

seasons, and b) with the seasons defined by [Tans et aL, 1990]. 
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and Ap (AFa) and of nonlinearity of the carbonate system (AFb) with the uptake 

of anthropogenic CO2 by the Labrador Sea. 

Based on the estimates of the 3-D model of Maier-Reimer [1991], in 1988 the 

uptake of anthropogenic CO2 by the Labrador Sea waters, denoted here as Fx, was 

around O.b molC m - 2 y r - 1 (see also Chapter 5). Then, AFa is about twice the size 

of the anthropogenic uptake (AFa = —1.9Fr). The effect of the nonlinearity of the 

carbonate system is comparable to the anthropogenic flux (AFb = —Ll.Fr). 

Effects of fluctuations at shorter time-scales 

The effects of fluctuations in the oceanic properties at progressively shorter 

time-scales were also evaluated. To find out at what time-scale the effects of tem­

poral fluctuations become negligible, I partitioned the annual cycles into the six-, 

three-, two- and one-month periods and repeated the calculations done in the pre­

vious section for these periods. 

First, the year was divided into two periods covering November April and 

May-October, to represent the cold and the warm seasons, respectively. Table 3-1 

contains values of ct, F, Fa and Fb computed for each of these seasons, and the 

annual sums of these fluxes. 

During the cold season both the covariance between A" and Ap, and the non-

linearity of the carbonate system had negligible effects on the air-sea fluxes. In 

the warm season these effects were stronger, since the variability in the oceanic 

properties during this period was larger than that in the cold season. 

Overall, when a year was split into two seasons, the effects of covariance between 

K and Ap, and of the nonlinearity of the carbonate system on the estimates of the 

annual air-sea CO2 fluxes were substantially reduced (see also Figure 3-6). 

Next, the year was partitioned of into four seasons: November-January, 

February-April, May-July, and August-October. This partition did not reduce 

the effects of the covariance and the nonlinearity, compared with the two-season 
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FIGURE 3-6. Effects of the fluctuations in the oceanic properties on the air-
sea fluxes of CO2 at various time scales. Symbols denote the annual sum of 
averages computed within intervals. For instance, at the annual scale (1 interval 
per year) the circle denotes F, the square marks Fa = A' Ap and the triangle is 
Fb = KAp(T. S,...) (for further explanations of this notation see Figure 3-4 and 
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average of F from both intervals, the square marks the average of Fa from both 
intervals, and so on. For comparison, the magnitude of total anthropogenic flux 
of CO2 in the Labrador Sea (Fx), estimated independently from the 3-D model 
of Maier-Reimer [1991], is also shown. 



I 

90 

partition (Figure 3-6). To achieve further reduction in these effects the annual 

cycle had to be partitioned into two-month and one-month periods (Figure 3-6). 

Most of the reduction in the effects of the covariance and the nonlinearity was 

achieved by the initial partition of the annual data into warm and cold seasons. 

This finding is similar to the observation made in Chapter 2, where most of the 

reduction in the effect of the nonlinearity associated with spatial variability in sea­

water properties was attributed to partition of the global dataset into the high and 

low latitudes boxes. In general, the estimates of the air-sea fluxes of CO2 were sub­

stantially improved, when observations from the warmer-water regime (originating 

from the warm season in the annual set. or from low latitudes in the global set) were 

separated from observations from the colder-water regime (from the cold season or 

from high latitudes, respectively). 

Implications 

These results may have implications for global carbon models which have lim­

ited temporal resolution, and for direct estimates of the air-sea fluxes of C0>> from 

the measurements of oceanic properties averaged over time [Takahashi et al, 1981a; 

Tans et al, 1990; Lefevre, 1995; Takahashi et al, 1995]. 

In carbon models, the systematic errors caused by neglecting the temporal 

covariance term and the temporal nonlinearity term can be reduced by using a 

shorter time step. Even using a half-year time step should reduce these errors 

substantially, both in diagnostic and in transient carbon models, even in the future. 

C02-rich, environments, as will be shown Chapter 5. 

For the direct estimates of air-sea fluxes of CO2 from observational data, the 

systematic errors could be minimized using two approaches. These approaches and 

their vulnerability to systematic and random errors are discussed in detail in the 

next section. 
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3.5.3 Strategies for reduction of the systematic and random 

errors associated with temporal fluctuations in the oceanic 

properties 

Description of the strategies 

To minimize the systematic errors associated with neglecting the covariance 

between A" and Ap two basic strategies can be adopted: 

Strategy A: Use paired observations of A" and Ap to compute F, and then average 

the values of F to obtain the annual flux of CO2 (F): 

1 ~ ( £ F>)/T = E (A"« A ^ ) / T - (3 - 24) 

where /' denotes an individual measurement of A" and Ap, and 1" is the number of 

individual samples used to compute the annual average. This strategy, in principle, 

would eliminate any systematic errors caused by the covariance (as well as by the 

nonlinearity). 

However, this solution is often not feasible, since measurements of Ap are 

usually scant. Using only those measurements of A" taken at the same time as Ap 

may lead to erroneous results if these values of A" are not representative. Such cases 

are quite likely, given that A' is a function of windspeed, which may vary rapidly. 

Moreover, periods with strong winds may be undeirepresented, since ship-borne 

observations becomes more difficult under such conditions. In other words, given a 

limited number of paired observations, the penalty for the elimination of this type 

of systematic error is the potential for a large random error. 

In the future, the temporal coverage should be considerably improved with 

the use of buoys measuring continuously the partial pressure of CO2 in seawater 

[Friederich, 1995]. However, such continuous coverage will be limited to the lo­

cations in which the buoys are deployed. For the areas without buoys, and for 

comparisons of CO2 fluxes estimated from scant archive data, one could consider 

I 1 
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an alternative strategy B that allows for a small systematic error in exchange for 

an improved utilization of the available data on A' and Ap. 

Strategy B: Estimate F by partitioning the year into a small number of intervals 

and then use average values of A' and Ap cor each of these intervals: 

F^i^K.Ap^/j, ( 3 - 2 5 ) 

where the subscript j denotes one of the intervals and J is the number of inter­

vals per year. The partitioning of the annual cycle reduces the systematic errors 

(although not necessarily to z^.ro). 

At the same time, this strategy allows incorporation of those observ itions of A" 

which are not accompanied by corresponding measurements of Ap, thus reducing 

the random error. 

Feasibility of the strategies 

Feasibility of the two strategies depends on the number of available observa­

tions. To evaluate how many measurements are needed to reduce substantially the 

systematic and random errors associated with both strategies, I simulated taking 

a small number of measurements over a given period. For this purpose, I subsam-

pled the calculated annual cycles of A' and Ap and averaged the selected values to 

represent hypothetical estimates of: 

- the annual mean of F \required if strategy A is us. d), and 

- seasonal means of A' and Ap (required if strategy B is used). 

The experiments were then repeated, keeping the number of samples the same, but 

changing the time of sampling (see Figure 3-7). The whole procedure was then 

repeated for various numbers of measurements over the sam^ period. 

Finally, I plotted the hypothetical estimates of annual means of F, K and Ap 

against the number of observations of these variables per year (Fig. 3-7) or per 
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Distribution of the estimates of F, the annual average fluxes of 
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It is assumed that the observations are spread uniformly throughout the year. 
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mate of F obtained by averaging F on 1 January (day 1) and F on 2 July 
(day 183=1+182), another that represents the estimate computed from F on 
2 January and on 3 July, and so on to the bar representing the estimate from 
F on July 1 and on December 30. Solid line denotes the actual value of F; 
broken lines mark the estimates of F differing from the actual value by ± 0.4 
molC02in _ 2 yr _ 1 (corresponding to 50% of the flux of anthropogenic CO2 in 
the area). 
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season (Fig. 3-8). The scatter in these estimates indicates how many observations 

are needed to obtain reliable estimates of F, K and Ap. 

Note that in these computations, realistic day-to-day fluctuations in windspeed were 

used (simulated as described in more detail in section 4.3.4 of Chapter 4). 

Feasibility of Strategy A: First, I analysed the estimates of annual F from 

individual values of F, computed from paired observations of A* and Ap (Strategy 

A). With a single observation per year the distribution of estimates of F simply 

mirrors the distribution of the daily values of the variable during the year: the 

standard deviation of these estimates around the true mean value is 5.7 mol CO2 

—2 —! 

m yr . 

With increasing number of observations the scatter in the estimates is reduced 

gradually (Figure 3-7): with two observations of F per year, the standard deviation 

was 3.1 mol CO2 m~2 y r - 1 and with 15 observations the standard deviation was 1 

mol CO2 m~2 y r - 1 . Reduction of t"ie standard deviation to 0.4 mol CO2 m - 2 y r - 1 

(which is about 50% of the anthropogenic flux of CO2 in the Labrador Sea; see 

Chapter 5) would require at least 40 observations per year. In other words, to 

reduce the random error substantially, at least 40 concurrent measurements of A" 

and Ap spaced throughout the year would be required if Strategy A were to be 

implemented. 

Feasibility of Strategy B: Partitioning of the annual data into seasons was sug­

gested as a way to reduce the systematic errors (Strategy B). Here I simulated the 

partition of a year into two seasons. The scatter in the estimates of the semi-annual 

means of the gas transfer coefficient (K) and the partial pressure of CO2 in the 

surface layer (pi) as a function of the number of measurements per 6-month season 

is shown in Figures 3-8 a to d. 

Note that deviations in seasonal estimates of A" or pi from their true values 

may have a different effect on seasonal fluxes of CO2, depending on the season. For 

instance, a given deviation in the estimate of A" in the warm season translates into 9 
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(a) Estimates of the seasonal mean of A" during the cold season. 

(b) Estimates of the seasonal mean of p\ during the cold season. 
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times larger deviation in the seasonal CO2 fluxes in summer (when Ap = Pa~ — p~i = 

67/^atm), than in the cold season (when Ap = —7patm). Therefore, to allow a 

comparison of the relative importance of the scatters in estimates of A" and pi, I 

have identified in Figures 3-8 the departures of a A" of pi from their means that 

would translate into an error of ±0.8molCO2 m - 2 per season (= ±0.4 1110ICO2 

m~2 per year, or 50% of annual uptake of anthropogenic CO2 by the Labrador Sea, 

if this seasonal error is applied to the whole-year estimates of F). 

With increasing number of measurements, the scatter in the estimates of the 

seasonal values of Ap is reduced quickly. One needs 3-5 observations per season to 

remove most of the random error both in the cold and warm seasons (Figures 3-8b 

and 3-8d). 

In contrast, the scatter in estimates of A" is reduced much more slowly. How­

ever, in the cold season (Figure 3-Sa) most of this scatter does not translate into 

a scatter in the CO2 fluxes, since Ap is low in the cold-season. Consequently, four 

observations of A" per winter season were enough to remove most random errors 

associated with A". To achieve a similar effect in the warm season (Figure 3-8c), 

more than 40 observations were needed. 

Comparison of the strategies 

Both strategies for estimating the annual air-sea fluxes of CO2 require at least 

40-50 values of A" per year. This should not pose a problem, since measurements 

of A" can be computed from windspeeds, which are routinely measured at sea and 

could be obtained from satellites. On the other hand, Strategy B requires much 

fewer (6-8 per year) measurements of p\ than Strategy A (about 40 pe*- year). 

Therefore, for areas and periods without continuous measurements of p\, Strategy 

B is more practical than Strategy A, despite being subject to some bias caused by-

neglecting the covariance term at the seasonal scale. 

I 
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3.6 Estimates of the C 0 2 Fluxes by Tans et al. 
[1990] 

I also subsampled the results of my model to test the representativeness of the 

data selection scheme used by Tans et al. [1990], Tans et al. compiled archive data 

on the partial pressure of CO2 and used them with the gas-transfer coefficient K, 

computed from climatological wind fields, to calculate the global air-sea fluxes of 

C0 2 . 

Tans et al used only the data from the periods of January-April and July-

October, which they assumed to be representative of the cold and the warm sea­

sons, respectively. Taylor et al. [1991] argued that this data selection, omitting 

the May-June and the November-December periods, may result in a substantial 

underestimation of the annual CO2 uptake by the North Atlantic. For instance, 

the uptake of atmospheric CO2 at latitude 47°N computed by the model of Taylor 

et al. was underestimated by Tans et al [1990] by 27%. This translates into an 

underestimation of the air-sea fluxes by 0.65 mol CO2 m~2 yr"1 at this latitude. 

To test whether a similar underestimation would hold for the Labrador Sea I 

divided the daily values of F, Ap and A" from the Labrador Sea into two groups 

corresponding to the two seasons defined by Tans et al. [1990]. When average values 

of F for the two seasons were used, the estimated annual uptake of atmospheric CO2 

was 2.5 mol CO2 m - 2 y r - 1 . When the pooled and averaged values of Ap and A" 

for the two seasons were used instead, the estimated uptake was 3.0 mol CO2 n i - 2 

yr - 1 . These results do not support the arguments of Taylor et al, because both are 

greater than the uptake of 2.2 mol CO2 m - 2 y r - 1 computed using all the data. 

The underestimation described by Taylor et al. may well hold for the lower 

latitudes, where spring blooms occur early in the May-June period, and their effect 

on Ap does not last long (given that the concentration of nutrients in the surface 

layer after winter is lower than in the deeply-mixed waters of the Labrador Sea). 

In the Labrador Sea model, however, the bloom did not reach its maximum until 

the middle of June, and its strong effect on the dissolved inorganic carbon and 

the partial pressure was felt long into the July-October period. Therefore, the 

exclusion of the May-June period actually increased the estimated summer uptake 

of atmospheric CO2 (Table 3-1). 
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3.7 Concluding Remarks 

The one-dimensional, diagnostic model, developed here to simulate the cycles 

of oceanic variables affecting air-sea fluxes of CO2 in the Labrador Sea reproduced 

the major features of the annual cycles of these variables. The results of the model 

were also consistent with observations in other localities with similar hydrological 

and biogeochemical regimes [Takahashi et al, 1993]. 

Between the spring bloom of phytoplankton and the autumn mixing, changes 

in the surface-layer variables were dominated by biological activity. The partial 

pressure of CO2 exhibited a strong annual cycle, with values falling by 160 patm 

during the spring bloom. The annual cycle of partial pressure followed that of 

the dissolved inorganic carbon, since changes in other physico-chemical properties 

(temperature, salinity, alkalinity) were relatively small. The air-sea fluxes of CO2 

followed the cycle of the oceanic partial pressure, although changes in values of 

the gas-transfer coefficient played an important role in March-April and August-

September. 

The annual air-sea flux of CO2, F, was 2.2 mol CO2 m~2 y r - 1 . If there were 

no covariance between A' and Ap, the calculated flux would be considerably larger 

(Fa = 3.7 mol CO2). The flux computed neglecting both the covariance and the 

nonlinearity of the carbonate system would be even greater (Fb= 4.6 mol CO2 n i - 2 

yr ). These results indicate that fluctuations in K and in the seawater properties 

determining the oceanic partial pressure of COo may substantially affect air-sea 

fluxes of CO2. The magnitude of the covariance term was about twice the magni­

tude of the present anthropogenic flux of CO2 in the Labrador Sea; the carbonate 

nonlinearity term had a similar magnitude to that of the anthropogenic flux. 

During the cold season, both the covariance between A' and Ap, and the non-

linearity of the carbonate system had negligible effects on the air-sea fluxes. In the 

warm season these effects were stronger, since the variability in the oceanic prop­

erties over this period was larger than in the cold season. Overall, when a year 

was split into two seasons, the effects of covariance between A" and Ap, and of the 

nonlinearity of the carbonate system, on the estimates of the annual air-sea CO2 

fluxes were substantially reduced. 

Partitioning the data into four seasons did not reduce the errors further. To 

achieve such a reduction, a partition of the year into 2- or 1-month periods would 

be necessary. 
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When observed properties of the surface ocean are used to estimate air-sea 

fluxes of CO2, the errors caused by neglecting the covariance between Ap and A" 

can, in principle, be eliminated, by averaging individual values of F, computed from 

paired observations of A" and Ap. 

When the measurements of Ap are scarce this approach is not feasible. In such 

cases, the available data on A" and Ap should be divided into at least two seasons. 

If the observations of oceanic properties were spread miiformly throughout the year, 

at least three measurements of Ap per season are required to increase the precision 

of the estimates of these averages. A large number (more than 40) of measurements 

of A' is required during the warm season and about 4 measurements of A" in the 

cold season. 

The simulated annual cycles of oceanic variables were also used to test one of 

the explanations of the intensely debated results of Tans et al. [1990], who used 

synoptic data on oceanic properties to compute the oceanic uptake of anthropogenic 

C02- The uptake computed from these data was much smaller than the values 

obtained from global carbon models and this discrepancy prompted Tans et al. to 

question the validity of present carbon models in which the ocean is an important 

sink of anthropogenic CO2. 

In one of the attempts to reconcile this discrepancy, Taylor et al. [1991] sug­

gested that the data selection scheme used by Tans et al. could cause underestima­

tion of the CO2 uptake by the North Atlantic. To test this hypothesis, the annual 

cycles of oceanic variables, computed by the Labrador Sea model, were subsampled 

to simulate the data selection scheme of Tans et al. The results do not support the 

hypothesis of Taylor et al. If anything, the data-selection scheme used by Tans et 

al. is likely to lead to a slight overestimation of the uptake of atmospheric CO2 

in the Labrador Sea and other high-latitudes waters. If air-sea fluxes of CO2 were 

indeed overestimated, then it would appear that the calculations of the 'vmissingr 

sink of anthropogenic carbon by Tans et al. [1990] are on the conservative side. 

It is difficult to speculate on the reasons why the Tans et al. estimate of air-sea 

flux is much lower than that predicted by global carbon models. However, the results 

presented in this chapter suggest that the data-averaging strategy adopted by Tans 

et al. [1990] was an appropriate one in the sense that it would have accounted for 

the most of the effects of the covariance between A" and Ap. 
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Chapter 4. 

Sensitivity of Air-Sea Fluxes of C 0 2 

in the Labrador Sea to Changes 

in Oceanic Processes 

4.1 Introduction 

In this chapter I investigate the sensitivity of air-sea fluxes of CO2 in the 

Labrador Sea to changes in physical and biogeochemical processes at present levels 

of atmospheric CO2. The C02-rich environments of the future are explored in 

Chapter 5. I consider both the average annual flux, and the components of the 

annual flux associated with the covariance between A" and Ap (the covariance term, 

defined in Chapter 3, equation 3-21) and with the nonlinearity of the carbonate 

system (the covariance term, see equation 3-23). It is hoped that the results may 

contribute to our understanding of the role of i„ie oceans as a sink or source of CO2. 

The study also yields some suggestions for strategies to adopt when analysing sparse 

observations related to CO2 fluxes. Some guidelines for construction of carbon 

models also emerge from the study. 

The importance of a given oceanic process for air-sea fluxes of CO2 may be 

evaluated by studying the sensitivity of these fluxes to changes in the process. 

Various processes may then be ranked according their relative importance for air-

sea fluxes of CO2. 

A shift in the balance between various oceanic processes may potentially alter 

air-sea fluxes of CO2, and, consequently, affect the transfer of carbon between the 

atmosphere and the deep ocean. Such shifts may be of particular importance in 

101 
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high-latitude waters. In these waters phytoplankton productivity is higher, the 

water exchange with the deep ocean stronger, and the gas-transfer between the 

surface waters and the atmosphere higher, than in low-latitude waters. Therefore, 

changes in the physical and biogeochemical processes in these waters could translate 

into large changes in air-sea fluxes of CO2. For instance, it has been suggested that 

changes in the water circulation and biological production in high-latitude waters 

were responsible for the differences in atmospheric concentrations of CO2, and in 

the air-sea CO2 fluxes, between the glacial and interglacial periods [e.g., Knox and 

McElroy, 1984; Sarmiento and Toggweiler, 1984; Siegenthaler and Wenk, 1984]. 

Such changes in biogeochemical processes may occur at various time scales. To 

date, most of the research effort has focused on long-term changes (time scales from 

several hundreds to thousands of years). Such time scales allow for full adjustment 

in the composition of the deep ocean in response to the change. To this category 

belong the glacial/interglacial changes mentioned above. 

The effects of potential changes in the physical and biological processes on the 

air-sea fluxes at the medium time scale (decades to a few centuries) and at the short 

time scale (one to several years) have received less attention. The medium-term 

changes may be of interest when the uptake of anthropogenic carbon is considered. 

To date, almost all transient-carbon models simulating this uptake have assumed 

that biological and physical processes in the ocean continue to function at their pre­

industrial rates (but see evaluations of the iron-fertilization scheme by Broecker and 

Peng [1991] and Joos et al. [1991]). Nor have the effects of short-term variations in 

biological and physical processes on air-sea fluxes of CO2 been discussed much (but 

see, for instance, the discussion of anomalous CO2 fluxes observed during the El-

Nino events by Gaudry et al. [1987]). That such short-term variations are common 

can be inferred from inter-annual differences in the timing of phytoplankton blooms 

in the CZCS satellite data or from large inter-annual variations in the amount of 

carbon exported into the deep ocean [e.g., Boyd and Newton, 1995]. 

I \ 
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The sensitivity analysis presented here primarily concentrates on the short-term 

effects of variations in the physical and biogeochemical processes on air-sea fluxes of 

CO2. However, I will examine whether the conclusions on the relative importance 

of various processes to the CO2 fluxes, drawn from the sensitivity analysis of short-

term variations in oceanic processes, would be valid, to some extent, at longer time 

scales. 

This sensitivity analysis also provides information on the stability of the present 

fluxes of CO2 in the Labrador Sea. A high sensitivity of the CO2 fluxes in this area 

to fluctuations in oceanic processes would suggest that the fluxes in this area could 

vary markedly from year to year. 

Some knowledge of the possible range of inter-annual variability in air-sea fluxes 

of CO2 may help the interpretation of the observational data on these fluxes. Such 

knowledge provides an insight into the representativeness of the CO2 fluxes mea­

sured in any one year in an area, and, indirectly, into the reliability of the estimates 

of the annual air-sea fluxes of CO2 based on the observational data that are available 

today. If fluxes of CO2 in a given area are subject to high inter-annual variability 

caution should be exercised in using observations from one year as representative 

of the "typical" conditions in the area. 

Understanding the sensitivity of air-sea fluxes of CO2 to various oceanic pro­

cesses may also help to distinguish between the natural inter-annual variability in 

these fluxes and potential long-term trends, which may be associated, for instance, 

with global climate change. 

Sensitivity studies also have implications for the construction of carbon models. 

By their very nature, models can represent only a few physical and biogeochemical 

processes. Identification of the processes to which air-sea fluxes of CO2 are most 

sensitive may be useful in determining which processes should be represented in 

future models. 
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4.2 Approach 

This study was carried out using the one-dimensional model of the Labrador 

Sea introduced in Chapter 3. Sensitivity of the CO2 fluxes was assessed through 

an analysis of differences between the air-sea fluxes of CO2 in the standard model 

run (presented in Chapter 3) and those obtained by changing parameters describing 

various processes, one at a time. In some cases, potential effects of simultaneous 

alterations of more than one parameter were also examined. 

The differences between the standard and the sensit. ity runs provide informa­

tion on the role of physical and biogeochemical processes in the real ocean. These 

insights could be used to design carbon models. For instance, if the change in com­

puted fluxes resultir ' from an alteration of a given process in the Labrador Sea 

model is small, one may conclude from the model that potential changes in that 

process are not very important for the air-sea fluxes of C 0 2 in this area, and the 

representation of this process in future carbon models may be omitted, or, at least, 

simplified. 

The results presented in this chapter were obtained assuming an atmospheric 

concentration of CO2 valid for late 1970s (335 /mtm). The CO2 fluxes in future 

environments with much higher concentrations of atmospheric CO2 are discussed 

in Chapter 5. 

Most of the computations in this chapter are carried out for the first year after 

the alteration of a parameter (or an input variable). The computed difference be­

tween the altered and standard cases describes the short-term sensitivity of air-sea 

fluxes to a change in the parameter value (and in the process that given parameter 

represents). In reality, one expects that the effects of the alterations will evolve 

with passing time. For instance, if a higher phytoplankton productivity increased 

the air-sea fluxes of CO2, there would be an initial increase in the drawdown 

CO2 from the atmosphere into the ocean. However, the additional CO2 drawn from 

r 
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the atmosphere would enter the marine carbon cycle and eventually raise the sea­

water partial pressure of CO2, and gradually decrease the CO2 fluxes until a new 

steady-state is achieved. Therefore, to test how the first-year response of the CO2 

fluxes would be modified if more time is allowed for adjustment, and consequently, 

to examine the extent to which the short-term sensitivity results may be extended 

to medium time scales, I followed the evolution of the CO2 fluxes caused by hy­

pothetical alterations in photosynthesis parameters over a 50-year period (section 

4.4). Finally, some concluding remarks are presented. 

4.3 Sensitivity of air-sea fluxes of C 0 2 to changes 
in oceanic processes 

In this section, the short-term sensitivity f the CO2 fluxes to changes in oceanic 

processes is evaluated as follows. The model is first run in the "standard mode", 

as in Chapter 3. After an inter-annual steady state is attained (that is, the annual 

cycles of the seawater properties are stabilized;, one of the modelled oceanic pro­

cesses is altered (by changing cither an input variable or a parameter). The CO2 

fluxes are monitored foi a simulated year following the alteration, and compared 

with the pre-alteration values. 

With time the departure of the CO2 fluxes from the pre-alteration values may 

be modified (as discussed in more detail in section 4.4). At this point, it suffices to 

say that the new steady state is usually approached slowly, given the large inven­

tory of inorganic carbon in the water column that has to be adjusted. Therefore, 

although the results presented in this section best describe the sensitivity of air-

sea fluxes to changes on the time scale of one year, the general conclusions on the 

importance of various processes, and on the direction of the resultant changes in 

air-sea fluxes of CO2 should be valid, to some extent, at medium time scales also. 

In evaluating the effects of modifications in physical and biological processes, I 

considered both the annual mean flux (F), and the flux components associated with 
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the covariance between K and Ap (the covariance term, AFa) and with nonlinearity 

of the carbonate system (the nonlinearity term, AFb). 

4.3.1 Physical processes 

Sensitivity of air-sea CO2 fluxes to changes in physical processes was evaluated 

by altering the depth and timing of winter convection, the annual cycle of the surface 

layer depth, and atmospheric forcing. The main results are summarized in Table 

4-1 and discussed in detail here. 

Winter deep convection: The depth of deep winter convection may vary from 

year to year. There are periods when no deep-water convection is observed in the 

Labrador Sea. In other periods the depth of the convection may reach in excess 

of 1000m [Lazier, 1980; Ikeda. 1987]. To represent these extreme cases, Hr, the 

penetration depth of surface waters into the deep layer during the wintei convection, 

was varied between 0 and 1000m (Figure 4-la). 

First, the case with no deep winter convection (Hr = 0m) was simulated 

(although the shallow connection between the top two layers was still allowed). 

The annual uptake of atmospheric CO2 increased by 1.0molm -2 y r - 1 relative to 

the standard uptake. Next, the depth of the convection was set at the maximum 

value (Hr = 1000111). In years with such deep convection the uptake was smallei 

than the standard value, but only by 0.2molm - 2 y r - 1 . 

Note the asymmetry in the response to changes in Hr: the CO? fluxes were more 

sensitive1 to the reduction than to the increase in the depth of winter convection. 

The reduction in Hr substantially curtailed the contact of the surface layer with 

the carbon-rich deep layer, whereas the increase in Hr did not have a strong effect, 

because, at the standard value of Hc = 400 m, winter surface waters were already 

strongly influenced by the deep layer through convection, and a further increase in 

Hc had only a small effect on the carbon chemistry of the surface waters (Figure 

4-la). 



T A B L E 4 - 1 . Sensitivity of the air-sea CO-2 fluxes to changes in the model parameters or inputs. 

The departures of the CO2 fluxes from the s tandard values F, AF„ and AF&, associated with averaging over the annual 
scale, during the first year after the change, are given in 1110ICO2 m~ 2 y r - 1 . " - r i denotes the departures smaller than ±0.2 
m o l C 0 2 m - 2 y r - 1 ; "a(„.y 

Parameter 

1. Phys ica l p r o c e s s e s 

Winter convection: 
- Hc [m]: 
- timing: 

The surface layer: 
- summer thickness; 
- spring shallowing: 
- au tumn deepening; 

' denotes 

Stan­
dard 
value 

400 
28 Feb 

30 in 
May 
Sep. 

s tandard deviation of a 

Alter­
native 
values 

0/1000 
2 Feb./31 Mai-. 

1 5 m / 5 0 m 
Apr . / Jun . 
Aug./Oet. 

given property. 

F = + 2 . 2 

+1 .0 / 0.2 
/ -

0.5/ 0.3 
+ 0 . 5 / 0.4 

0.4/+0.2 

Departures 
from: 

A F „ = 1.5 

+0 .3 /+0 .4 

1 -

A F t = 0.9 

- / -

+0 .2 /+0 .4 
_ / _ 

Comments 

Fig. 4- la 
Fig. 4- la 

Fig. 4 - lb 
Fig. 4- lc 
Fig. 4-lc 

Atmospheric forcing: 

Windspeed u>: 
- without affecting Hc 

- altered Hc 

Air temperature T„: 
- without affecting He 

- altered Hc 

—a{io)/+»{w) 
•S(U>)0/+»{IP)1000 

-«(Tn)/+*(T«) 
-s(Tay

oo°/+4Ta )° 

- 0 . 5 / + 0 . 3 
+ 0 . 4 / — 

/ -
/+0.7 

+0.2/-
+0.3/-

/ 
" / 

•0.2 

•0.3 

._ / __ 
+0.3/-0.2 

0 and 100° denote simultaneous changes in the winter convection depth Hc to 0 m and 1000 m, respectively. 
o 
--1 



M 

TABLE 4-1 -continued. 

Parameter 

Cloud cover cl: 

Humidity hm: 

Precipitation 

2. Chemical composit ion 
Deep waters [rnmol m - 3 ] : 
C3 

A3 

N3 

Biogenic matter: 
C:N 
C:chl 
C:N and C:chl 

CaC03:C o r 3 production: 
- throughout a year 
- in the post-bloom phase: 

Stan­
dard 
value 

0.82-0.90 

0.5 0.8 

2192 
2354 
16.8 

6.625-10 
50-75 

0.02 
0.02 
0.02 

Alter­
native 
values 

-s(cl)/+s(cl) 

-0 .1 /+0 .1 

+50%/-50% 

.s(C3)/+.s(C3) 
-s(A3)/+s(A3) 
-s(N3)/+8(N3) 

-25%/+25% 
-25%/+25% 
25%/+25% 

0.25/0.25° 
0.25/0.25° 

1/1" 

F = + 2 . 2 

- / -

+0 .4 / -0 .3 

+0 .2 / -0 .2 

+0 .4 / -0 .4 
-0 .3 /+0 .3 

_ / _ . 

-0.5/+0.5 
+0.3/-0.2 
-0.2/+0.2 

2.0/-2.7 
-0.6/ -0.6 
-1.8/ -1.2 

Departures 
from: 

AFa=-1.5 

_ / _ 

- / -

- / -

_ / _ 

-1-
_ / _ 

+0.2/-0.2 
_ / _ 

0.2/+0.2 

+0.4/+0.9 

- / -
_ / _ 

AF 6=-0.9 

_ / _ 

- / -

- / -

- / -
- / -
- / -

+0.3/-0.3 

- / -
-0.3/+0.3 

+0.5/+0.7 

- / -
- / -

Comments 

s(C3)=4 
a(A3)=4 

5(iV3)=0.5 

Fig. 4-2 
Fig. 4-2 
Fig. 4-2 

" denotes simulations using an increased attenuation coefficient (see text). 



TABLE 4-1 -continued. 

Parameter 

3. Biological processes 

Phytoplankton 

Photosynthesis parameters 

Respiration: 
- Rd 
-RL 

- Ro [d-1]: 
- in both layers 
- in layer 1 only 
- in layer 2 only 

Excretion £ 

Sinking velocities [md - 1 ] : 
—Vi (layer 1) 

-w2 (layer 2) 

Zooplankton 

A [ (mmolCm- 3 ) - 1 ] 
9m [d-1] 
a 
m [d-1] 
B0 [mmolC m~3] 

Stan­
dard 
value 

0.08 
1-2 

0.003 
0.003 
0.003 
0.05 

0.5-3 
0.5-3 

2 

0.006 
0.5 
0.8 

0.03-0.3 
0.7 

Alter­
native 
values 

-50%/+50% 

-50%/+50% 
-50%/+50% 

-50%/+50% 
-50%/+50% 
-50%/+50% 

-100%/+100% 

0 /0nz 

3 
0/4 

0.002/0.2 
-25%/+25% 
-25%/+25% 
-15%/+15% 

0 

F = + 2 . 2 

1.9/+1.1 

+0.2/-0.2 
+0.2/ 0.2 

+0.9/ 0.5 
+ 0 . 4 / 0 . 3 
+0.4/ 0.2 

_ / _ 

- / -0.3 
- -

0.5/+0.2 

_ . / _ 
- /+0.2 
- / 0.3 

- /+0.2 

Departures 
from: 

AF a =-1 .5 

+0.9/-0.2 

_ / _ 
_ / _ 

_ / . 
_ / _ 

- / 

- / -

- / 

/ -

- / 0.2 
/ 0.2 

- / 0.4 
- / 
— 

AF 6=-0.9 

+0 .5 / — 

- / -
_ / _ 

- / -
_ / _ 
_ / _ 

- / -

- / -
— 

_ / _ 

—/-0.2 
- - / -0 .2 
—/ 0.4 
_ / _ 

— 

Comments 

Fig. 4-3, Tab. 4-2 

Fig. 4-4 
Fig. 4-4 

" r no zoo­
plankton 

Fig. 4-5 
Fig. 4-5 
Fig. 4-3 

I 



T A B L E 4-1 -continued. 

Parameter 

4. Other sensitivities 

No zooplankton 

Stan­
dard 
value 

Alter­
native 
values 

Departures 
from: 

F = + 2 . 2 AF a =-1 .5 AF 6 =-0.9 Comments 

_ . / _ _ / _ _ / _ 

Phytoplankton composition: 
- diatoms only — — 
- flagellates only -0.5 +0.2 — 

Daily fluctuations in 
atmospheric forcing: 

- clouds — — 
- wind — +0.4 — Fig. 4-6 

Light attenuation: 
- Kchl [(mg chl)-1 m2] 0.023 -50%/+50% +0 .9 / -0 .4 - /+0.2 — /— 

Atmospheric CO2: 
- mean pa [patm] 335 +2 +0.2 — — 
- seasonally variable p„ — — 

Oceanic CO2: 
- dissociation constants of 
Goyet and Poisson [1987] 1.0 - — 
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F I G U R E 4-1. Effects of alterations in physical parameters of the model on the 
partial pressure of CO2 in the surface layer: 

(a) Effects of the changes in the depth or timing of the deep winter convection. 
Solid line denotes the standard case, in which the convection takes place at the 
end of February and penetrates 400 m (=HC) into the deep layer. Broken lines 
denote the simulations assuming: 1) no deep convection; 2) increase in Hc to 
1000 m; 3) convection at the end of January. 
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FIGURE 4-1 continued. 

(b) Effects of the changes in the depth of the surface layer thickness i?j in summer. 
In the standard case (solid line), the summer values of Hi were 30m. 

(c) Effects of the changes in the duration of the summer stratification of the water 
column on the partial pressure of CO2. Solid line denotes the standard case. 
Broken lines denote simulations assuming: the spring shallowing earlier (1) or 
later (2) by one month; the fall deepening earlier (3) or later (4) by one month. 
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Air-sea fluxes were insensitive to changes in the timing of the winter deep 

convection tested within a plausible range (one month earlier or later than the 

standard case). As long as the winter convection occurred, its exact timing was not 

very important: occurrence of the deep convection affects air-sea fluxes throughout 

the year, whereas the effect of a change in timing of the convection was mainly 

limited to a period of one month (the offset between the clays in consecutive years 

when convection was assumed to take place) (Figure 4-la). 

Evolution of the surface layer: Changes in the annual evolution of the surface 

layer may moderately affect air-sea fluxes of CO2 (Figure 4-lb). Either increasing or 

decreasing the summer surface layer depth from the standard value of 30 m lowered 

the mean flux F by 0.3-0.5 mol CO2 n i - 2 y r - 1 . A shallower surface layer limited the 

amount of atmospheric CO2 that could be absorbed by this layer during summer. 

On the other hand, a deeper surface layer slowed the development of the spring 

bloom, delaying the drawdown of atmospheric COo. The flux components AFa 

and AFb were lower than in the standard case, because the variabilities in seawater 

properties during the year, on which the magnitudes of AFa and AFb depend, were 

reduced (Figure 4-lb). 

Other modifications in the evolution of the surface layer considered here in­

cluded changes in the timing of the spring shallowing and the autumn deepening of 

the surface layer (Figure 4-lc). A delay in the spring shallowing or an advance in 

the autumn deepening by one month would lower F by 0.4 - 0.5 mol CO> m - 2 yr"-1. 

An earlier spring shallowing and, to a lesser degree, a delayed autumn deepening, 

wou'd have the opposite effect. 

Atmospheric forcing: 

The consequences of altering the atmospheric forcing were assessed next. In the 

standard run, the model was forced with climatological monthly means. To simu-

late plausible inter-annual variability in windspeed, air-temperature and cloudiness, 

I computed the monthly means of these properties for each year from 1950 to 1972, 
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and calculated the standard deviations of these means from the corresponding cli­

matological monthly means (the climatological means being the averages of the 

individual monthly means for 1950-1972). The inter-annual variability was then 

simulated by forcing the model with monthly values which were allowed to deviate 

from the climatological monthly means by one standard deviation. Consequences 

of the day-to-day fluctuations in windspeed and cloudiness to air-sea fluxes of CO2 

are discussed later (section 4.3.4). 

Windspeed: Changes in windspeed affect vertical mixing, water temperature and 

the gas-transfer coefficient of CO2 (A'). A substantial inter-annual variabiHty in 

monthly mean winds can be observed in the data (standard deviations 4-5 m s - 1 ) . 

An increase in windspeed by one standard deviation increased A" by about 25%. 

This raises the air-sea fluxes of CO2 (F), as well the magnitude of the covariance 

and the carbonate-nonlinearity terms (AFa and AFb). Conversely, weaker winds 

lowered F, AFa and AFb. 

However, the changed winds are also likely to alter the winter convection depth 

[Lkeda, 1987]. As discussed before, possible increases in the winter convection depth 

would have little effect on F. On the other hand, if weak winds prevented winter 

convection, the effect on the CO2 fluxes would be strong (given the sensitivity of 

the CO2 fluxes to reductions in the convection depth). As a result, the effect of 

lower K would be more than compensated by a weaker mixing of the surface layer 

with the carbon-rich deep layer. Thus, if the convection depth is affected, both an 

increase or a decrease in windspeeds may increase the uptake of atmospheric CO2. 

Air temperature: The air temperature Ta affects the surface water tempera­

ture and vertical mixing. Within the range of observed inter-annual variability in 

monthly values of Ta (standard deviations 0.6 - 1.6 °C), alterations in air temper­

ature alone did not change the CO2 fluxes strongly. However, an altered Ta may 

affect the depth of the winter convection via temperature and salinity changes in the 

surface layer [Lkeda, 1987]. Again, this effect would be substantial only if this depth 
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decreases, which might be expected when Ta is higher. In other words, changes in 

Ta affect the uptake of atmospheric CO2 only if they reduce the winter convection 

depth. 

Cloudiness: Changes in cloudiness modify the amount of solar energy entering the 

water column, potentially affecting the surface-water temperature, vertical water 

mixing and photosynthesis. However, the variability in the monthly cloud cover 

between different years was small (standard deviation of 0.02 - 0.06) and within this 

range the effect of variability in cloudiness 011 air-sea fluxes of C O J was negligible. 

Other atmospheric variables: Two other atmospheric variables, precipitation 

and humidity, were directly prescribed from monthly values given by Ikeda [1987]. 

Changing the air humidity by 0.10 had a moderate effect (0.4 mol ni~2 y r - 1 ) on 

air-sea CO2 fluxes. Changes in precipitation by ± 509c had a negligible effect on 

carbon fluxes. 

4.3.2 Chemical composition of deep waters and biogenic ma­

terial 

Results r'f analyses on the sensitivity of air-sea fluxes of CO2 to changes in 

the chemical composition of the deep waters and biogenic matter, discussed in this 

section, are summarized in Table 4-1. 

Chemical composit ion of the deep waters 

The sensitivity of the CO2 fluxes to variations in the deep-ocean concentrations 

of dissolved inorganic carbon (C), alkalinity (.4), and nutrients (.V) were tested first, 

by changing these values by their corresponding standard deviations computed from 

the data. The standard deviations of these properties for the winter data set given 

by Anderson et al. [1985] did not differ much from those computed here from the 

TTO data from the central Labrador Sea, and were approximately 4 mmol m - 3 , 

4 meq m~3, and 0.5 mmol m - 3 for C, A and Ar, respectively, The model was run 
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using the deep-water concentrations C3, A3, or N3, incr .sed or decreased by the 

respective standard deviation. When the deep ocean properties were changed one 

at a time, the CO2 fluxes were moderately sensitive to changes in C3 and A3 (± 0.4 

UI0ICO2 m~"2 y r - 1 ) , but not to changes in N3. When more than one of the deep 

ocean properties were changed at the same time, the air-sea fluxes of CO2 were most 

strongly affected when a decrease in C'3 coincided with an increase in .43 or vice 

versa (F was then changed by ±0.7 rnolC02 m - 2 y r - 1 ) . On the other hand, when 

variations in C3 and Az were positively correlated, the effects of these variations on 

the CO2 fluxes tended to cancel each other. However, neither of these possibilities 

seems very likely, as in the TTO data from depth 230-1430 m, the variations in C 

and A were only weakly correlated (coefficient of correlation r=+0.14). 

Chemical composition of biogenic matter 

In the next step, the importance of the chemical composition of the biogenic 

matter was examined. The sensitivity of the CO2 fluxes to changes in the relative 

concentrations of organic carbon, nitrogen and chlorophyll in the soft tissue, as well 

as to CaC0 3 formation, was evaluated. 

Composition of the soft tissue: In the standard case, it was assumed (see Ap­

pendix C) that the C:N (carbon-to-nitrogen) molecular ratio in the organic matter 

corresponded to the typical Redfield value of 6.625 (= 106/16) when phytoplank­

ton growth was not limited by biologically-usable nitrogen (i.e., nitrogen in form of 

nitrate, nitrite or ammonia), but increased to about 10 during the nitrogen-limited, 

post-bloom phase. 

An increase in the C:N ratio by 25% throughout the year could increase mod­

erately the mean flux of CO2 (by 0.5 molC02 m - 2 y r - 1 ) , as well as the flux 

components AFa and AFb. A decrease by the same amount would have opposite 

consequences. As might be expected, changes in the C:N ratio were particularly 

important shortly after the depletion of nutrients. Before the depletion, the phy­

toplankton uptake of inorganic carbon from the surface waters was not limited by 
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the availability of nitrogen (in the form of nitrate, nitrite or ammonium), whereas 

later, in the post-bloom phase, the pool of nitrogen available in the surface layer 

was depleted by the sinking of the spring phytoplankton. Therefore, any changes 

in the C:N ratio had only a small effect on the uptake of carbon by phytoplankton. 

Changes in 9, the carbon-to-chlorophyll ratio, were seen to affect the CO2 fluxes 

only to a small degree (from -0.2 to + 0.3 molm - 2 y r - 1 ) . Lower chlorophyll levels 

(i.e., higher 9) slowed the rate of increase in carbon biomass, as long as the growth 

was not being limited by the availability of nutrients. 

Usually, the effects of variability in the C:N ratio would be partially compen­

sated by those in the variability in 9, since these ratios are likely to covary. When 

light limits the growth, the C:N ratio and 9 are low. When nutrients limit the 

growth, the C:N ratio and 9 are high. As a result, at a given light level, the N:chl 

ratio is usually more stable than the C:X or the C:chl ratios [Cullen et al, 1993]. 

Because of the covariance between the C:X ratio and 9. the CO2 fluxes would be 

less sensitive to changes in the chemical composition of phytoplankton than the case 

when just one of these ratios is altered. 

CaCOs formation: In the standard version of the model, it was assumed that Y, 

the ratio of the production of CaC0 3 to gross primary production, is very low in 

the Labrador Sea ( r = 0.02). 

This assumption is consistent with the results of the analysis of the TTO data 

from the Labrador Sea, which showed a stro. g negative correlation between alka­

linity .4 and nitrate concentration X (r= —0.83), a positive correlation between 

N and concentration of dissolved inorganic carbon C (r= +0.56) and a weak neg­

ative correlation between .4 and C (r= —0.07). Should the formation of organic 

carbon be accompanied by the formation of CaC0 3 in substantial quantities, one 

would expect that these correlations would have opposite signs, since the forma­

tion of CaC0 3 changes .4 and C in the proportion 2: 1, whereas the formation of 
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soft-tissue matter affects A and C in the proportion +0.2:—1 (Appendix C). There­

fore, in the simulated standard case, it was assumed that much more carbon was 

incorporated into the soft-tissue matter than into CaC03 . 

However, the TTO data represent only one year (and may be unrepresentative 

of other years). Besides, large blooms of coccolithophores have been observed in the 

waters surrounding the Labrador Sea [Trotte, 1985; Aiken and Bellan, 1990; Balch 

et a?., 1991; Holligan and Balch, 1991; Holligan, 1992; Brown and Yoder, 1994]. 

Therefore, it seems worthwhile to examine the conseciuences of a potential increase 

in CaC0 3 formation in the Labrador Sea. 

Both the timing and the magnitude of the CaC0 3 production are important. 

For instance, if the production of CaC0 3 relative to organic carbon is increased to 

0.25 throughout the year, it would increase the partial pressure of CO2 (Figure 4-2) 

and decrease F from 2.2 to 0.1 mol CO2 m - 2 y r - 1 , removing most of the potential of 

the Labrador Sea to act as a sink for atmospheric CO2- The same value of T (0.25), 

when applied only to the portion of a year after the diatom bloom, would cause a 

much smaller decrease in annual fluxes of CO2 (from 2.2 to 1.6 mol CO2 m - 2 y r - 1 ) . 

The latter case seems more likely, since coccolithophore blooms typically develop 

in environments after the depletion of nutrients limits diatom growth [Brown and 

Yoder, 1994]). 

If the magnitude of CaC0 3 production 111 the post-diatom phase are larger, 

the mean fluxes of CO2 would be lowered by 1.6 1110ICO2 m - 2 y r - 1 for Y = 1 (this 

value of T is consistent with observations of Holligan and Balch [1991]), and by 2.0 

molC02 m - 2 y r - 1 for r = 2 (the production ratio that can be computed from the 

results of Balch et al [1991]). 

The above estimates were arrived at assuming that photosynthesis is unaf­

fected by the presence of CaC03 . However, carbonate shells and single coccoliths 

suspended in water may increase the attenuation of seawater and reduce the solar 

radiation penetrating the surface layer [Balch et al, 1991]. This, in turn, could 

lower primary production in that part of the year when the growth is light-limited. 
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F I G U R E 4-2. Effects of hypothetical increases in the ratio of the production of 
CaC0 3 to the gross primary production. Y Solid line denotes the standard 
case, in which Y = 0.02. Broken lines denote the simulations using (1) Y = 0 25 
throughout the year, and (2) Y = 1.0 during the post-bloom phase and Y = 0.02 
in the remaining portion of the yeai. Subscripts denote simulations without (a) 
and with (b) an increase in light attenuation (see text). 
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To quantify this effect, the light attenuation of seawater was increased to account 

for the light backscattered by CaC03 . I used the calcite-specific backscatter coef­

ficient of 0.006 (mmol C a C 0 3 ) - 1 m - 2 based on Ackleson et al. [1994]. Note that 

using such a coefficient requires knowledge of the standing stock of CaC03 . The 

present model computes only the production rate of CaC03 , but not the removal 

rate of CaC0 3 by grazing and sinking. Since the removal of CaC03 is likely to 

be less efficient than the removal of organic carbon respired by phytoplankton and 

assimilated by zooplankton, the residence time of CaC0 3 in the surface layer was 

assumed to be up to four times longer than that of organic carbon. 

Increased light attenuation in the presence of CaC0 3 could have various effects 

on the CO2 fluxes depending on Y. At Y = 0.25 throughout the year, accounting for 

increased light attenuation decreased the air-sea fluxes of CO2. because it slowed the 

development of the spring bloom (Figure 4-2). At Y = 1 in the post-bloom phase, 

the effect was opposite: increased light attenuation effectively increased the uptake 

of CO2. Although nrimary production fell as a result of increased attenuation, so 

did the CaC0 3 formation, and the latter effect had a greater impact on the CO2 

fluxes. 

The effect of CaC0 3 formation on the covariance term (AFa) and the non-

linearity term (AFb) varied, depending on its temporal distribution. When the 

increase in CaC03 formation was spread throughout the year, values of AFa and 

A Ft fell, because the annual variability in pi was smaller (in particular, the spring 

depression in p\ was weaker; see Figure 4-2). On the other hand, when the CaC0 3 

production was confined to the postbloom phase, AF a and AFb increased slightly, 

because the intra-annual variability in p\ increased. 

In summary, the CO2 fluxes were moderately sensitive to changes in the com­

position of the deep ocean, within the range of variability of C, A and A" seen in 

the data. The fluxes could be sensitive to the C:i\T ratio of organic matter, but 

this sensitivity is likely to be weakened by corresponding changes in the carbon-to-

chlorophyll ratio. Although there are no indications of strong CaC03 production 
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in the open Labrador Sea in the available data on the water composition, should 

calcareous organisms become more abundant, the uptake of CO2 from the atmo­

sphere by this area could be seriously curtailed. Increased attenuation of light by 

the particulate CaC0 3 may provide a negative feedback to this effect by limiting 

further production of CaC03 . The strength of this feedback would depend on the 

efficiency of the mechanisms removing CaC0 3 from the surface waters. 

4.3.3 Biological processes 

Biological processes in the Labrador Sea affect the air-sea fluxes of CO? mainly 

by two routes. The first route is through a direct control of the composition of the 

surface layer as inorganic carbon is removed and incorporated into particulate mat­

ter. Biological processes control the timing of both this removal and its (partial) 

reversal when some of the organic carbon is remineralized. The second route is in­

direct, through modifications of the composition of the intermediate waters, which, 

when mixed or entrained into the surface layer, may affect the composition of the 

surface waters. Such modifications depend on biological proces.ses, which control 

how much of the organic carbon, produced locally or imported from the surface 

layer, is remineralized within the intermediate layer. 

I make the distinction between these two routes to indicate modelling implica­

tions: the first route is accounted for in all carbon models containing a biological 

component, but the second route is neglected in those carbon models that do not 

include an intermediate layer. 

The consequences of changes in the phytoplankton gross growth rate on the 

water composition and on air-sea fluxes of CO2 are described in detail below. Then, 

the sensitivity of the COo fluxes to some other biological processes is briefly dis­

cussed. 
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Phytoplankton gross growth rate 

Sensitivity of air-sea fluxes of CO2 to the gross growth rate of phytoplankton 

was evaluated by alterations in the photosynthesis parameters: the chlorophyll-

normalized, initial slope of the photosynthesis-light curve (achl) and the assimilation 

number (P^1). These parameters were increased or decreased systematically by 

50%, which is slightly greater than one standard deviation of the photosynthesis 

parameters from their seasonal means. The results are shown in Table 4-2. 

The increase in achl and P^1 allowed stronger phytoplankton growth in poor 

light conditions, which accelerated the spring bloom (by two weeks) and slowed the 

autumn decline in biomass (Figure 4-3a). A close analysis of the effects of these 

changes in the photosynthesis parameters may illustrate the two routes by which 

the biological processes affect air-sea fluxes of CO2. 

The direct route: An earlier spring bloom caused an earlier depression in the 

surface layer concentration of inorganic carbon (C\) (Figure 4-3b), and an addi­

tional uptake of atmospheric CO2 from April to early July (Figure 4-3c). When 

all the surface nutrients were used up, the potential for removal of inorganic car­

bon reached its limit, and there was not much difference in the CO2 fluxes from 

the standard case throughout most of summer. In mid-September, however, under 

rapidly worsening light conditions, higher values of the photosynthesis parameters 

allowed higher phytoplankton production. The phytoplankton biomass initially in­

creased and then declined more slowly than in the standard case. This delayed 

remineralization of organic carbon in the surface layer and allowed some additional 

uptake of atmospheric CO2. 

The indirect route: After the onset of autumn mixing, the indirect route by 

which the photosynthesis parameters may affect air-sea fluxes of CO2 also became 

apparent. At the beginning of autumn mixing the concentration of dissolved inor­

ganic carbon in layer 2 (C2) was lower than in the standard case (Figure 4-3b). The 

difference can be traced to the spring bloom. The increase in the photosynthesis 
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TABLE 4-2a. Departures of the annual air-sea CO2 fluxes F and of the day of 

the onset of nutrient limitation (in parentheses) from the values in the standard run 

(+2.2 molC02 n i - 2 y r - 1 and day 187, respectively) as a result of changes in the 

photosynthesis parameters. 

achl x l .5 

achl x 1 

arhl x0.5 

prhl 

-0.2 

-0.6 

-1.9 

x 0.5 

( +3) 

(+26) 

( * ) 

prhl 

+0.5 

0 

-0.7 

xl 

( -6) 

( 0) 

(+23) 

P^ 'x l .o 

+1.1 (-14) 

+0.5 ( -7) 

-0.4 ( + 10) 

) — nutrients were not exhausted 

TABLE 4-2b. Departures of the components of air-sea CO2 fluxes associated 

with the covariance between A" and Ap (the first number in the pair) and with 

nonlinearity of the carbonate system (the second number) from their standard val­

ues (-1.5 and -0.9 1110ICO2 n i - 2 y r - 1 , respectively) as a result erf changes in the 

photosynthesis parameters. 

Prf1 x 0.5 P^1 x 1 P$l x 1.5 

achi x 1.5 

achl x 1 

achl x 0.5 

+0.1/ 0 

+0.4/+0.1 

+0.9/+0.5 

0 / 0 

0 / 0 

+0.3/+0.1 

-0.2/ 0 

-0.1/ 0 

-0.2/-0.1 
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a) 

100 

F I G U R E 4-3. Effects of modificahonr in the photosynthesis parameters (achl and 
P^]) o n the seawater properties affecting the air-sea fluxes of CO2. Superscript 
0 denotes the results obtained using the standard values of the photosynthesis 
parameters (solid lines); supeiscnpts + and ~ denote the results obtained by 
increasing (dashed lines) and decreasing (dotted lines) the parameters by 50%, 
respectively. 

(a) Phytoplankton concentration in the surface layer (B\), in mmolC m - 3 . 
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(b) Dissolved inorganic carbon concentration in the surface layer (C\) and in the 
intermediate layer (C2), both in mmolC m - 3 (results of the reduction in the 
photosynthetic parameters were omitted from the graph for clarity). 

(c) Air-sea fluxes of CO2, in molC0 2 m~2 y r - 1 . Positive values of F correspond 
to the net uptake of CO2 by the ocean. 
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parameters allowed phytoplankton production to begin when the surface layer was 

still deep. As the shallowing of the surface layer progressed, some of the water, with 

lowered concentration of inorganic carbon, was left behind and was incorporated 

into the intermediate layer. This lowered C2 compared with the standard case. In 

autumn, when mixing and entrainment brought the intermediate waters into the 

surface layer, the resulting increase in C\ was lower than in the standard case (Fig­

ure 4-3b). Therefore, the increase in the uptake of CO2 in autumn (Figure 4-3c) 

was associated not only with the direct route (slower decay of organic matter in 

the surface layer), but also with the indirect one (lower supply of inorganic carbon 

from the intermediate layer). 

In total, an increase in achl and Pfn
hl by 50%, led to an increase in the annual 

mean flux F by 1.2 molC02 m - 2 y r - 1 . On the other hand, a 50% drop in the 

values of the photosynthesis parameters lowered the annual uptake of atmospheric 

CO2 by 1.9 molC02 m - 2 y r - 1 . The decrease in the photosynthesis parameters 

slowed the growth of the phytoplankton (Figure 4-3a). and caused a delayed, weaker 

depression in C\ (Figure 4-3b) (because not all the nutrients in the surface waters 

were utilized). 

These values, +1.2 and -1.9 molC02 m - 2 y r - 1 , resulting from changes in the 

photosynthesis parameters within a realistic range (about one standard deviation 

from the seasonal means), may be compared with the magnitude of the uptake of 

anthropogenic CO2 by the Labrador Sea, which is likely to be about 0.8 mol CO2 

m - 2 y r - 1 (see Chapter 5). Therefore, the fluctuations in air-sea fluxes of CO2 in 

response to changes in the photosynthesis parameters at the annual time scale, may 

be indeed significant in the context of climate change. Effects of similar variations 

over longer time scales are discussed in section 4.4. 

Other combinations of changes in the photosynthesis parameters produced 

smaller departures from the standard values of CO2 fluxes. The CO2 fluxes were 

most sensitive to proportional changes in achl and P^1, that is, when the photoad­

aptation parameter Ik (— P^1 /achl) was unchanged. 

I 
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Changes in the photosynthesis parameters in most cases did not affect strongly 

the terms associated with the covariance (AFa) or the carbonate nonlinearity (AFb) 

(Table 4-2b). The only exception was the case of low achl and P^tl, where the 

incomplete utilization of nutrients caused a lower depression in the concentration 

of dissolved inorganic carbon, which in turn reduced AFfl and AFb. 

Other biological parameters may affect the CO2 fluxes in a similar manner: ei­

ther directly, by affecting conversions between inorganic carbon and organic matter 

in th surface layer, or indirectly, by affecting the inorganic carbon concentration 

in the intermediate layer. Sensitivity of the COo fluxes to some of these parameters 

is discussed briefly below. 

Phytoplankton losses 

Respiration and excretion: Sensitivity of the CO) fluxes to production-

dependent and production-independent components of phytoplankton respiration 

was evaluated by altering the parameters describing these components by ±50%. 

Such a range seems reasonable given that the respiration parameters vary substan­

tially, depending on species and environmental conditions [Langdon, 1992]. 

Within the 50%< range, the COo fluxes were not very sensitive to changes in 

the parameters describing the production-dependent respiration, either to the dark 

respiration coefficient, i?t;, or its enhancement in light, Ri (Table 4-1). The CO2 

fluxes were also not sensitive to large changes in the production-dependent excretion 

rate £. 

On the other hand, changes in the production-independent component of res­

piration, R0, may alter the CO2 fluxes. The value of this parameter becomes 

important when primary production is low, which occurs in spring and autumn in 

layer 1 and throughout the year in layer 2. Changes in R0 in either of the layers 

modified air-sea fluxes of CO2 by similar amounts (0.4 - 0.5 UI0ICO2 m - 2 y r - 1 ) , 

although the mechanisms of these modifications were different: 

w 
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- In layer 1, lower values of R0 accelerated the phytoplankton bloom in spring 

and slowed the phytoplankton decline in autumn. This increased the CO2 up­

take by the Labrador Sea in two ways: directly, by extending the period of 

the uptake of atmospheric CO2 by the surface layer, and indirectly, by affect­

ing the composition of the intermediate layer (an earlier spring phytoplankton 

bloom in waters destined to be incorporated into layer 2 during the subsequent 

shallowing of the surface layer) (Figure 4-4). 

- In layer 2, lower values of R0 increased the uptake of CO2 indirectly: lower 

respiration in layer 2 decreased the degree to which organic carbon, exported 

from layer 1 by sinking or detrainment, was remineralized in this layer, and, 

therefore, lowered the amount of inorganic carbon reaching the surface layer 

after the onset of autumn mixing (Table 4-1). 

Increasing R0 decreased the CO2 fluxes, although the magnitude of change was 

smaller than for a comparable decrease in R0 (Figure 4-4). 

Sinking: The CO2 fluxes were not very sensitive to small changes in sinking veloc­

ities. A decrease in all sinking velocities by 0.5 m d - 1 changed the CO2 fluxes by 

less than -0.3 mol CO2 n i - 2 y r - 1 . A comparable increase in the sinking velocities 

had an even smaller impact (Table 4-1). When changes in sinking velocities were 

larger, the CO2 fluxes seemed to be affected mainly by the sinking velocity in layer 2 

(v2). Changes in the sinking velocity in layer 1 (v\) within a realistic range of 0-3 

m d - 1 , had negligible effects on the CO2 fluxes. For instance, when v\ was reduced 

to zero, the annual CO2 fluxes were hardly affected. In this case, lack of sinking 

of organic carbon from the surface layer was compensated by an increased export 

of organic carbon by zooplankton which, given high concentrations of food, could 

attain much higher biomass than in the standard case. 

A similar mechanism cannot be invoked for the intermediate layer, where there 

is much less food than in layer 1 to support a large zooplankton biomass. Conse­

quently, if sinking of organic material from layer 2 was substantially reduced, more 
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organic carbon would be remineralized in this layer and more CO2 would degas 

after the onset of autumn mixing. 

On the other hand, an increase in the sinking velocitjr v2 had a weaker effect on 

the CO2 fluxes than a decrease in t'2. For instance, the reference value of v2 would 

have to increase 400% to produce an effect similar in magnitude (but opposite in 

sign) to that of reducing v2 by 50%. 

Zooplankton: The effect of zooplankton on the CO2 fluxes was evaluated by al­

tering zooplankton parameters within a large range, corresponding to the large 

potential variability in the zooplankton community. In the standard case, the zoo­

plankton concentrations (which were consistent with the observations of Longhurst 

and Williams [1993]) had only a weak effect on the CO2 fluxes. When the model 

was run without zooplankton, the CO2 fluxes were hardly affected (Table 4-1). In 

general, changes in zooplankton parameters that did not lead to an increase in zoo­

plankton biomass by at least one order of magnitude from the standard values had 

negligible effects on the CO2 fluxes. 

However, a large range of the zooplankton biomass is possible, given uncertain­

ties in estimates of zooplankton parameters [Parsons et al, 1984], as well as the large 

variability in zooplankton biomass reported in the Labrador Sea (some samples from 

NORTHWESTATLANT cruises (ICNAF Report, 1968) and BIO 1994-1995 cruises 

(Les Harris, unpublished data) contain such high concentrations of zooplankton). 

Therefo °, I tested the effect of zooplankton on CO2 fluxes when its biomass was 

allowed to increase by one order of magnitude compared with the values computed 

in the standard case. Figure 4-5 shows several ways in which such large increases 

in zooplankton biomass may be achieved: 

- by increasing the Ivlev parameter A, 

- by increasing the assimilation efficiency a, or 

- by increasing the maximum grazing ration gm (lowering the zooplankton spe­

cific loss rate rn had a similar effect as increasing </„,). 
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In the first case, the annual flux of atmospheric CO2 (F) was almost unchanged, 

in the second case F decreased, whereas in the third case F increased. These 

different responses reflect different impacts of the alterations on the compositions 

of layers 1 and 2. 

In layer 1, more zooplankton respired more organic matter, thus remineralizing 

more carbon and reducing the uptake of atmospheric CO2 during summer. In layer 

2, on the other hand, less organic carbon was respired, since some organic carbon 

was either remineralized before entering layer 2, or exported into the deep ocean 

(by rapidly-sinking fecal pellets, or by downward migration of zooplankton). As a 

result, the inorganic carbon concentration in layer 2 was lower than in the standard 

case, which, in turn, increased the uptake of atmospheric CO2 after autumn mixing 

brought intermediate waters to the surface. The net effect of changes in a given 

zooplankton parameter depended therefore on the balance between the summer 

increase and the autumn decrease in air-sea fluxes of CO2. 

The flux components associated with the covariance between A' and Ap (AFa) 

and with the nonlinearity of the carbonate system (AF&) were substantially reduced 

in all three cases, as more intensive grazing lowered the annual variability in the 

oceanic properties (e.g., a smaller depression in pi in summer). 

In conclusion, the CO2 fluxes were sensitive to changes in some phytoplankton 

loss terms. The fluxes were affected by changes in the production-independent 

(maintenance) respiration R0 in both layers and in sinking velocity in layer 2. An 

increase of zooplankton biomass may signal a change of the CO2 fluxes, but the 

direction and magnitude of the change depend on the mechanism by which the 

increase in zooplankton biomass was achieved. 

4.3.4 Other considerations 

Sensitivity of the results to some other parameters and input values, as well as 

to the modelling approach adopted, was also evaluated. 

I 
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Zooplankton component: In the standard version, the model would function 

quite well even if the zooplankton component were omitted. However, the zooplank­

ton component would be necessary if new observational data indicated presence of 

much higher zooplankton concentrations in the area than was assumed here. Fur­

thermore, retaining the zooplankton component in the model may be important in 

cases where the model parameters constraining the phytoplankton growth or export 

of organic matter from the surface layer are modified. For instance, the presence of 

zooplankton mitigates potential changes in the CO) fluxes resulting from lowering 

the velocity with which phytoplankton sinks from the surface layer (as discussed in 

more detail in section 4.3.3). 

Phytoplankton succession: 

Representation of the succession of phytoplankton communities from the 

diatom-dominated to the flagellate-dominated phase (e.g., by increasing the carbou-

to-chlorophyll and C:N ratios, lowering the sinking rate find modifying the phyto­

plankton respiration rates) was not critical to the estimates of the CO2 fluxes. If 

the phytoplankton community were dominated by diatoms throughout the year, 

the CO2 fluxes would not be modified much from the standard case. The simulated 

shift to the flagellate-dominated community occurred after most the particulate 

carbon and nitrogen pools had already been removed from the surface waters. If 

the phytoplankton composition shifted earlier during the annual cycle, before the 

sinking of the spring-bloom phytoplankton into deeper waters, the consequences for 

the CO2 fluxes could be larger. However, such a possibility seems unrealisti-, since 

it is the same condition (onset of nutrient depletion) that is likely to trigger both 

the sinking of phytoplankton and the shifting of composition. 

Atmospheric partial pressure of CO>: One of the prescribed inputs was the 

atmospheric partial pressure of CO2 (p«). fixed at 335 //atm. 
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In reality, the atmospheric partial pressure of CO2 varies between seasons. 

Wong et al. [1984] found, between 1974 and 1981, that the peak-to-trough differ­

ences in pa measured at Sable Island and Alert (that is, at sites to the south and to 

the north of the Labrador Sea) were ± 11-18 patm. To test whether neglect's g such 

seasonal variability affects the model estimates of air-sea fluxes of CO2.1 computed 

monthly departures in pa from annual means for different years at these two sites 

and overlaid these departures on the prescribed mean value of p„ — 335/uatm. 

In all cases, the CO2 fluxes computed using such modified values of pa were 

almost identical to the fluxes computed in the standard case. This indicates that 

the model is not sensitive to the seasonal variations in pn. 

This low sensitivity may be clue to two main factors (see Figure 4-6): 

1) the magnitude of the intra-annual variations in pa was one order of magnitude 

lower than that in pi, 

2) the covariance between pi and A" was more strongly pronounced (with lowest 

values of p\ in early summer coinciding with lowest values of A") than the 

covariance between pa and A" (pn reaches its minimum at the end of summer 

when A' is close to its annual mean value). 

The prescribed mean value of pa may also be subject to error- the value used 

here approximated p„ in the period 1979-80, from which most of the data on the 

carbonate system originate. A difference of 2patm, which is more than the typical 

diffeiruce m pa between two consecutive years, would not strongly affect the CO2 

fluxes. 

Light attenuation by phytoplankton: Estimates of air-sea fluxes of CO2 were 

sensitive to the chlorophyll-specific vertical attenuation coefficient of phytoplankton 

(K'cht). This coefficient describes apparent optical properties of the water column 

and depends on the angular and spectral composition of light, the phytoplankton 

community structure, and the presence of other absorbing and scattering material 

that covary with chlorophyll. The CO2 fluxes were more sensitive to a reduction 

t 
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than to an increase in K.ckl. Reducing K.chi by 50%, well within the range cited 

in the literature, would increase the uptake of CO2 by 0.9 m o l m - 2 y r - 1 . In this 

case, the spring bloom would be accelerated and the autumn decrease in the CO2 

uptake delayed. Increasing fCchl by 50% would lower the annual uptake only by 0.4 

m o l m - 2 y r - 1 . 

Abiotic case: To test the role of biological processes in creating the variability of 

seawater properties responsible for the covariance and the carbonate nonlinearity 

terms, I ran the model in an abiotic mode. Without the biological processes the 

carbonate nonlinearity term was highly reduced, and the covariance term had a 

different sign and a much reduced magnitude. 

Carbonate dissociation constants: The partial pressure of CO2 was computed 

using the carbonate dissociation constants of Mehrbach et al. [1973]. When the 

dissociation constants of Goyet and Poisson [1989] were used instead, the partial 

pressure of CO2 was lower throughout the year, and consequently the annual CO2 

uptake F was higher by 1 molC02 m - 2 y r - 1 than in the standard case. At the 

same time, values of the covariance term (AF„) and the carbonate nonlinearity 

term (AFb) were not substantially affected. 

The lack of sensitivity of AFb to the dissociation constants was somewhat 

unexpected: in the analysis of the spatial data, values of the nonlinear contribution c 

associated with a one-box model of the global ocean computed using the dissociation 

constants of Goyet and Poisson [1989] were half the magnitude of c based on the 

constants of Mehrbach et al. [1973] (Chapter 2). This difference probably reflects 

different variability in temperature between a single-ocean box, which contains both 

cold and warm waters, and the Labrador Sea data set, which has relatively stable 

temperatures. When p is a function of T, the difference between the algorithm using 

the constants of Mehrbach et al. and that based on the constants of Poisson and 

Goyet is more pronounced than in the case when p is a function of C, as is the case 

in the Labrador Sea. Therefore, the estimates of the nonlinear contribution were 
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quite sensitive to dissociation constants in the large-scale spatial computations, but 

much less so in the temporal computations. 

Short-term variability of atmospheric forcing: The model uses "smoothed" 

atmospheric forcing: inputs on any given day were interpolated linearly from the 

monthly averages. I tested some consequence of neglecting the day-to-day variations 

in windspeed and cloud cover. 

To simulate the day-to-day variability in windspeed u\ I used the 1964 record 

of winds measured at 3-hour intervals at Station Bravo in the Labrador Sea. Each 

day in this year was represented by one of the instantaneous wind measurements 

from that day. 

These data were not used directly to compute air-sea fluxes of CO2, since the 

monthly means of windspeed (w) in 1964 were different from the climatological 

monthly means employed in the standard case. Instead, I overlaid the 1964 day-to-

day variations on the "smoothed" windspeeds used in the standard run (interpolated 

from climatological monthly means). First. I computed the 1964 monthly means 

of windspeed. Next. I interpolated from them the '•smoothed counterparts" of the 

actual 1964 daily values, in the same way that the "smoothed" climatological daily 

windspeeds were interpolated from climatological monthly means in the standard 

version of the model. Finally, I subtracted from the 1964 daily values their 1964 

"smoothed counterparts", and added in their place the climatological values. This 

ensured that the day-to-day values of w would average to monthly means that were 

identical to those used in the standard case. 

To run the model with rapidly changing windspeeds one has to change the 

coefficients in the formula for the gas-transfer coefficient A" from the one applicable 

to the climatological means (A" x 0.094 x w2, where w is windspeed in m s - 1 ) to 

another, applicable to instantaneous windspeeds (A' oc 0.075 x w) (see section 3.3.4 

in Chapter 3 and Wanninkhof [1992]). 

I I 
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The annual evolution of daily values of A" is shown in Figure 4-7 a. The an­

nual average of A' computed from the daily-changing windspeed (=0.114 mol CO2 

m - 2 y r - 1 ) was close to the value computed from winds interpolated from monthly 

averages (=0.117 mol CO2 m - 2 y r - 1 ) . This agreement indicates that by using the 

proportionality coefficient .4 (see equation 3-16) of 0.094 instead of 0.075, follow­

ing Wanninkhof [1992], I implicitly accounted for most of the effects of the smaller 

variability in the "smoothed" windspeeds on A", at least at the annual scale. 

Unlike A", values of pt did not vary much from day to day (Figure 4-7 b): air-

sea fluxes of CO2 on any single day did not change pi much, since the daily influx 

of CO2 was distributed over at least 30 m of the water column. Because of the slow 

changes in pi, the day-to-day variability in F ( = A"(pa — pi)) depended mainly on 

the variability in A*. 

In reality, during periods of weaker winds only a portion of the surface layer may 

be in effective contact with the atmosphere. This would result in a faster increase 

in the partial pressure of the seawater and consequently would lower air-sea fluxes 

of CO2, at least until stronger winds would bring waters from lower portion of the 

surface layer into the contact w th the atmosphere. Evaluation of the effects of such 

temporary stratifications within the surface layer for air-sea fluxes of CO2 merits 

special attention (see suggestions for future work in Chapter 6). 

If daily variations in F were "smoothed out", (by computing monthly means 

from daily F values and then interpolating the "smoothed" F values from these 

monthly means), the remaining differences in F between this and the standard 

case included a stronger air-sea flux in summer and a weaker flux in winter. At 

the annual scale, these differences nearly cancelled each other; therefore the annual 

mean flux F did not change much. Nor did the nonlinearity term, AFb: since the 

annual mean A" and the mean properties of the surface layer (T\, Si, C\, A\) were 

not changed substantially by the daily fluctuations in windspeed, AFj, was close 

to its value in the standard case. On the other hand, the smaller difference in K 
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F I G U R E 4-7 a ) . The gas-transfer coefficient A" as a function of instantaneous 
windspeeds. Broken lines denote A' computed from instantaneous windspeeds, 
before (thin line) and after (thick line) "smoothing" to remove the day-to-day 
variations in A" (see text). Solid line denotes results of the standard run, in 
which "smoothing" is performed on windspeeds instead of A'. 
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(b) Partial pressures of CO2 in the surface layer computed with the gas-transfer 
coefficient K as a function of instantaneous winspeeds (broken line) and 
"smoothed" windspeeds used in the standard run (solid line). 
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(c) Air-sea fluxes of CO2 computed using instantaneous windspeeds, before (thin 
broken line) and after (thick broken line) "smoothing" to remove the day-to-day 
variations in F . Solid line denotes results of the standard run. 
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between winter and summer caused the covariance term, AF a , to fall from 1.5 to 

l . lmo lCOa m - 2 y r - i . 

Note that these computations accounted only for the effect of changes in wind-

speed on the gas-transfer coefficient. Possible effects of increased vertical mixing on 

the depth and composition of the surface layer are not addressed here. 

Daily variations in cloud cover were simulated similarly to windspeed. When 

the cloud cover was allowed to vary following the pattern observed in 1964, F , AFB 

and AFb were almost identical to those in the standard case. 

Nonlinear contribution as a function of variability in seawater properties: 

In Chapter 2, I found that the magnitude of the nonlinear contribution c was better 

correlated with the standard deviation of the partial pressure of CO2 within a 

region than with the standard deviation of C or T (see Figiue 2-4). I investigated 

the appficability of a similar approach to temporal fluctuations in the Labrador 

Sea. I examined whether the magnitude of the temporal nonlinear contribution C( 

associated with the annual cycle in seawater properties in any given year could ' <e 

predicted from standard deviations of Ti, Ci or pi during this year. 

The oceanic data are too scant to re-create an annual cycle of oceanic properties 

of the Labrador Sea. However, some insight into this matter can be gained by 

additional analysis of the sensitivity runs that were introduced earlier in this section 

(Table 4-1). They cover much of the range of variability in physical and biotic 

properties in the Labrador Sea. I examined whether the magnitude of the nonlinear 

contribution in these runs could be predicted from variability in Ti, C'i or px. 

For each sensitivity run. I computed the nonlinear contribution, as well as 

the standard deviations of Ti, C\ and pi (denoted here as s(Ti), s(Ci) and s(pi), 

respectively). There was no correlation between s(Ti) and c in this dataset (r2 = 

0.05), because: 

(a) many modifications of chemical and biological processes altered c< without 

affecting Ti, and 
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(b) changes in s(Ti) caused by modifications of physical processes were not corre­

lated with changes in c<. 

On the other hand, the nonlinear contribution was closely correlated with n(pi), 

and, in most cases, with s(C\) (Figure 4-8). If the runs with increased production 

of CaCOs (denoted by squares in Figure 4-8) were excluded from the analysis, the 

nonlinear contribution was closely correlated with both standard deviations of C\ 

and pi (r2 = 0.97 and r2 = 0.96, respectively). However, when the runs with 

elevated production of CaCO:j were included, the correlation between $(Ci) and c 

broke down. At the same time, the correlation between s(p\) and c remained very 

high (r2 = 0.96), indicating that the variability in p is a more reliable predictor of 

the nonlinear contribution than the variability in C. This finding is consistent with 

the observations made with respect to spatial fluctuations of oceanic properties in 

Chapter 2. 

4.4 Medium-term effects of alterations in processes 
determining air-sea fluxes of C 0 2 

So far, the effects of alterations in biogeochemical and physical processes have 

been evaluated on a short time scale: air-sea fluxes of CO2 were computed during 

the first year after the model parameters or inputs were changed. However, the 

fluxes computed in the first year may differ from the fluxes in the subsequent years. 

For instance, an uptake of additional CO2 in one year would increase the dissolved 

inorganic carbon inventory of the water column in the following year. Since the 

carbon-enriched waters absorb less atmospheric CO2. the annual fluxes of CO2 

would decrease with time. 

To gain some insight into the effects of changes in the modelled processes on air-

sea fluxes of CO2 over several decades, I followed the evolution of the model system 

during 50 years after the alteration of a few selected parameters. This would also 
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help to ascertain whether the conclusions on the importance of various processes to 

the CO2 fluxes that were reached for short time scales are valid for a medium time 

scale. 

As a test case, I used the modifications in the air-sea fluxes of CO2 caused 

by hypothetical changes in the photosynthesis parameters of the phytoplankton 

community by ± 50%. The assumption of constant composition of the deep-ocean 

box, used in the short-term sensitivity analysis, may no longer be valid over 50 

years. Therefore, the concentrations of dissolved inorganic carbon C, nutrients .V 

and alkalinity A were allowed to change in all three modelled layers. 

In general, the evolution of the air-sea CO2 fluxes, following an alteration in 

oceanic processes, depended on the exchanges of water between the modelled layers 

of the Labrador Sea and the adjacent waters (including the waters from the adjacent 

geographic regions as well as the bottom waters of the Labrador Sea. residing below 

the top 1430m represented in the model). 

Two cases were considered. First, a no-export case was analysed, in which all 

the additional fluxes of CO2 were taken up by (or released from) the three ocean 

hiyers modelled here. In other words, there was no net export of the additional CO2 

from the top 1430 m of the Labrador Sea. Later, I considered an alternative case in 

which export (or import) into the adjacent waters was allowed. 

Two elements of the carbon system were examined: the annual a; sea fluxes of 

CO2 and the total inorganic carbon inventory of the modelled waters. The departure 

from the pre-alteration values of the annual CO2 fluxes is denoted as AF{t) and 

given by: 

AF(r) = F ( / ) - F ( 0 ) , ( 4 - 1 ) 

where / is the year of simulation and 0 denotes the pre-alteration values. 

At any given time, the total inorganic carbon inventory, denoted as ^ C can 

be expressed as 

Y,C = CiHi + C2H2 + CsH3, ( 4 - 2 ) 

1 
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where d and Hi are, respectively, the inorganic carbon concentration in, and the 

thickness of, the ith layer (i = 1,2,3). The accumulation of the additional carbon in 

the modelled waters (that is, the departure from the pre-alteration carbon inventory, 

denoted as A ]£ C(t)) is given by: 

4.4.1 The no-export case 

Applicability: The no-export case was computed on the assumption that all the 

additional CO2 remained within the three modelled layers. Such an assumption 

would be valid if one of the two conditions were met: 

1) no water exchange with the adjacent waters, or: 

2) the concentration of C in the adjacent waters was equally affected, so there is 

no net export (or import) of any additional C to the adjacent waters. 

High-latitude waters are usually regarded as sinks of atmospheric carbon and 

to fulfil this role they have to export inorganic carbon into adjacent waters. Fur­

thermore, the heat and salinity budgets of the Labrador Sea require some exchange 

of water with the adjacent water bodies (Appendix B; Lkeda [1987]). Therefore, the 

first condition is not likely to hold for the Labrador Sea, and so would be of Httle 

interest, except for those studies designed to explore the consequences of reducing 

the exchanges with adjacent waters. 

The second condition could be met if changes in the physical or biogeochemical 

processes are widespread, thus affecting not only the water composition in the 

studied area, but also the composition of the adjacent water masses. 

Results: To simulate the evolution of the CO2 fluxes in the no-export case, the 

total inventory of the inorganic carbon J^ C(t) was allowed to accommodate all the 

additional air-sea fluxes of CO2 in year t: 

£ C(* + 1) = £ C(t) + AF(t). (4 - 4) 
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The total inventories of nutrients and alkalinity were maintained constant within the 

top 1430m (although redistribution of these properties between individual layers, 

resulting from changes in the biological processes, was allowed). 

The results of the increase in the photosynthesis parameters by 50% are shown 

as line la in Figure 4-9. In the first two years, changes in the biological productivity 

dominr'-ed the evolution of the air-sea fluxes of CO-j. In year 1, the increase in arbl 

and P^'! raised the annual air-sea flux by AF(1) = +1.2 molCOa n i - 2 y r - 1 (as 

already shown in 4.3.3). The increased phytoplankton biomass during the first year 

allowed more biomass to survive till early spring of year 2. The larger concentration 

of phytoplankton in early spring accelerated the onset of the phytoplankton bloom 

and, consequently, increased the departure from the standard CO2 fluxes: AF(2) = 

+1.4 molC02 m - 2 y r - 1 . In year 3, the phytoplankton concentration C (as well 

as the concentrations of nutrients X and alkalinity A) reached a new inter-annual 

steady state, in the sense that the cycles of B, X and A were repeated from year 

to year with respect to both the phase and the magnitude. 

The further evolution of the carbonate system depended only on the physical 

exchanges with the atmosphere. As the additional CO? accumulated, the partial 

pressure of CO2 in seawater rose, which, in turn, reduced the air-sea fluxes of CO2. 

The new steady-state of inorganic carbon was approached slowly, because of 

the large amount of carbon in the water column that had to be adjusted. In year 10, 

AF(t) was +0.6 1110ICO2 n i - 2 y r - 1 , that is. after 10 years. 50% of the initial change 

in the CO2 fluxes was still present. After another 10 years, the departure from the 

pre-alteration values was reduced to 20% (AF(20) = 0.20 x AF(1)). Ultimately, the 

new steady state of C was approached asymptotically, where AF[t) —> AF(3o) = 0 

and A^)C( r ) —» A£]C(oc) — +15.7 1110ICO2 m - 2 , where 00 denotes the final, 

steady-state values. In other words, the increase in the photosynthesis parameters 

allowed an additional 15.7 1110ICO2 m~2 to be stored within the top 1430 m of the 

water column. 

T? 
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uptake of C02 by the ocean. 



I 

149 

Similar tendencies, although of opposite sign, resulted from decreasing the 

photosynthesis parameters by 50% (line 2a): large negative departure in F during 

the first year was gradually reduced to zero in the following years. Over this time 

the negative fluxes, representing degassing of C02. lowered the carbon inventory of 

the Labrador Sea by A V^C'(oo) = - 20molCO2 m - 2 . 

Medium-term effects of a short-term perturbation: In the computations 

above, the change in the photosynthesis parameters persisted throughout the sim­

ulation. For a comparison, line 3a in Figure 4-9 shows the medium-term results of 

a short-term perturbation: after the 50% increase in the photosynthesis parame­

ters in the first year, they were restored to the standard, pre-alteration, values. In 

year 2, there was still some additional uptake of CO2 because of an earlier spring 

bloom caused by higher biomass surviving from the first year. However, from year 

3 onwards, the phytoplankton biomass stayed at its pre-modification levels and the 

water column began releasing the inorganic carbon accumulated during the first 

two years. 

4.4.2 The export case 

Applicability: The export-case, in which some of the additional CO2 is exported 

into (or imported from) the adjacent waters, was also considered. This case differed 

from the previous one in assuming that the adjacent waters were not substantially 

affected by the simulated changes in the physical or biological processes affecting 

the top 1430 m of the Labrador Sea. This may be a reasonable assumption when: 

1) the changes are local, and do not affect waters in other locations; or: 

2) the exchange of properties with the adjacent waters includes a substantial ex­

change with the bottom layer, located below the depth of 1430m (given the 

large volume of the bottom layer, it would take some time until its composi­

tion changes in the response to changes in the processes occurring in the top 

1430 m). 



150 

Results: If one assumes that the typical mixing rate between the top three layers 

of the Labrador Sea and the adjacent waters is of order of 5 Sv and the area of the 

open Labrador Sea is 0.86xl01 2m2 (Appendix B; Ikeda [1987]), then about 13% 

of the top 1430 m of the Labrador Sea is exchanged each year with the adjacent 

waters. If the composition of the adjacent waters were unchanged, the amount of 

the additional C exported annually by mixing between the modified Labrador Sea 

waters and the adjacent waters would equal [X)C(r) — ]CC(0)] x 0.13. Results of 

the simulation incorporating this removal are shown as broken lines lb and 2b in 

Figure 4-9. 

In case lb, mixing with adjacent waters removed some of the additional inor­

ganic carbon drawn from the atmosphere. This slowed the increase in the carbon 

inventory and the decrease in the CO2 fluxes, compared with case 2a in which the 

mixing was neglected. After 10 years, AF(t) was still 85% of the first-year depar­

ture. After a few additional years, the departure stabilized at 75% of AF(1). In 

other words, a new steady state was approached in which air-se,-t fluxes of CO2 were 

permanently increased by AF(oc) = + 0.9 molC02 n i - 2 y r - 1 . Xote that all these 

additional fluxes of CO2 were channeled into the adjacent waters, as the inorganic 

carbon inventory in the top 1430m of the Labrador Sea stabilized at a value 7.7 

moll )2 m - 2 (= AY^C(oo)) higher than the pre-alteration inventory. 

Similar tendencies were observed in the case of the reduction of the photosyn­

thesis parameters (2b). Mixing slowed the reduction in the mirnitude of AF(r) 

and led to an encl-state that was different from that in the no-export case. In this 

new end-state the CO2 uptake remained lower by AF(oo) = 1.1 molC02 m~2 y r - 1 

from the pre-alteration value. 

4.4.3 Implications 

Time scale of the response: The results presented in this section indicate that a 

sustained change in the phytoplankton productivity (and other oceanic processes) 
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may affect the air-sea fluxes of CO2 and the amount of carbon stored in the ocean 

on medium-time scales. 

If the export of the additional carbon from the top three layers of the Labrador 

Sea (0-1430in) were small, it would take about 30 years to restore the air-sea fluxes 

of CO2 to within ±0.1 molCOg m - 2 y r - 1 from the pre-alteration values. This 

restoration of the pre-alteration fluxes would be achieved through a permanent 

change in the inorganic carbon inventory. 

If the export of the additional carbon from the top three layers were substantial, 

the air-sea fluxes of CO2 could be altered permanently: in the analysed cases, after 

10-15 years the carbon system approached a new steady state, in which air-sea CO2 

fluxes differed from those prior to the alteration. These differences were balanced 

by the additional exports of inorganic carbon into the adjacent waters. 

The new steady state in inorganic carbon was reached much more slowly than in 

the case of the other model variables. Perturbations in concentrations of nutrients, 

alkalinity, phytoplankton and zooplankton were limited here to the modelled waters 

and the interactions between these variables usually brought them to a new steady 

state within 2-3 years after the alteration. In the case of inorganic carbon, the 

response time was much longer, because, in addition to responding to changes in 

the seawater variables, the inorganic carbon had to adjust to changes in the external 

input from the atmosphere. When some of the altered CO-; fluxes were exported 

into the adjacent waters, the change in the carbon inventory that was required to 

achieve the new steady state was smaller and, consequently, the adjustment period 

was shorter (10-15 years instead of 30 years). 

Extrapolation of the short-term sensitivity results to medium-term 

scales: One of the aims of this section was to evaluate the extent to which the 

conclusions derived from the short-term changes in the CO2 fluxes in section 4.3 

would be valid over longer time scales. 
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The sign and the magnitude of the change in the mean CO2 fluxes during 

the first year (AF(1)) are good indicators of the sign and the magnitude of both 

AF(£) and A ^ C(t) during several years following a change in the oceanic processes 

(Figure 4-9). Further extrapolation of the information contained in AF(1) over the 

time scale of decades depends on the case considered to be adequate to describe the 

changes. 

If the no-export case better approximates the real situation, the annual air-sea 

fluxes of CO2 would return ultimately to the pre-alteration values (F(oo) = F(0)). 

Still, the first-year results indicate the sign and magnitude of the changes in the 

inorganic carbon inventory required to approach this new steady-state. In general, 

larger values of AF(1) result in larger values of ]T) C(oc). 

If the export case is more appropriate, the first-year results indicate not only 

the amount of carbon stored in (or removed from) the modelled layers, but also the 

permanent change in the air-sea fluxes of CO2 and the amount of inorganic carbon 

exported into the adjacent waters associated with the new steady state. Typically, 

larger AF(1) values result in 

- larger AF(oo) values, 

- higher (F(oc) — F(0)) values, and 

- higher exports of C into the adjacent waters. 

Li view of these arguments, one may conclude that the results of the sensitivity 

analysis, based on the short-term changes in air-sea fluxes of CO2 (section 4.3), 

contain some information on changes occurring at longer time scales as well. 
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4.5 Concluding remarks 

The calculated mean annual fluxes F in the Labrador Sea were sensitive to 

a number of physical and biogeochemical processes, whereas the flux components 

associated with the covariance between K and Ap and with the nonlinearity of the 

carbonate system, AF a and AFb, were more stable, provided the partial pressure 

of atmospheric CO2 did not change much. 

Results of the sensitivity analysis allow various oceanic processes to be ranked 

according to their potential to alter mean annual CO2 fluxes. The first group, 

which contains the processes to which the fluxes were most sensitive, would in­

clude: 

- photosynthesis efficiency in spring, 

- growth-independent respiration in the surface and the intermediate layers, 

- light attenuation in the water, 

- presence or absence of deep winter convection, and 

- timing and magnitude of CaCO.? production. 

Realistic changes in these processes altered F by amounts comparable to, or 

greater than, the typical anthropogenic flux of CO2 in this area, estimated to be 

about 0.8 mol CO2 m - 2 y r - 1 . Therefore, any model of the CO2 uptake in high 

latitudes should simulate these processes carefully. 

Changes in some of these processes may manifest themselves through a change 

in the timing of the spring bloom. A shift in this timing by merely two or three 

weeks, which may be observable from ships or from satellites, may indicate large 

changes in the annual CO2 fluxes in the area. 

The second group comprises the proces.ses which were identified in this study 

as having a moderate influence on the CO2 fluxes. Reasonable changes in these 

processes altered the CO2 fluxes by amounts comparable to about half that of the 

anthropogenic flux of CO> in the area. This group includes: 

- winds, 

- humidity. 

- duration of the warm-season stratification. 

- thickness of the summer surface layer. 
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- concentrations of dissolved inorganic carbon and alkalinity in the deep layer, and 

- sinking of organic matter from the intermediate layer. 

Finally, the third group, consists of processes that, within the context of this 

model, had small effects on air-sea fluxes of C02- This group includes: 

- sinking rate of organic matter from the surface layer; 

- chemical composition of the soft-tissue matter (the C:N:chl ratio in phytoplank­

ton), 

- zooplankton dynamics, 

- changes in monthly means of cloudiness, air-temperature and precipitation, 

- the day-to-day variability in cloudiness and in the gas-transfer coefficient 7v, 

and 

- the deepening of the winter convection beyond several huidred meters and 

changes in the timing of the convection. 

Processes in the last group may be omitted or simplified in models evaluating 

the uptake of CO2 in the Labrador Sea and in other, similar, high-latitude waters. 

For instance, one may use a single phytoplankton species, with a constant C:N:chl 

ratio, constant sinking velocity in the surface layer and a simplified zooplankton 

component. Detailed prescription of cloudiness, air-temperature and precipitation 

would not be critical either, as long as the occurrence of winter convection were 

properly simulated. 

Two caveats should be mentioned at this point. First, sensitivity analyses that 

led to these conclusions were done, for most part, by alterations of one parameter 

at a time. If two or more parameters are changed simultaneously, the effect of the 

changes could be different from that expected from changes in any one parameters. 

Second, the processes which could be omitted or simplified when the annual (net) 

fluxes of CO2 are of interest, could still be important when other elements of the 

carbon cycle (such as total primary production or carbon fluxes between trophic 

levels) are assessed. 

The results of many of the sensitivity analyses presented here would be very dif­

ferent if the intermediate layer separating the surface layer from deep layer were not 

1 
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modelled. This work, therefore, underscores the need for including an intermediate 

layer in carbon models. 

The strong sensitivity of F to a number of processes also indicates that the an­

nual air-sea fluxes of CO2 in high latitudes could be susceptible to large inter-annual 

variability. Therefore, obtaining reliable estimates of fluxes of CO2 in high latitudes 

may require compiling observations from many years. Given the potentially large 

langc of natural variability in F . it may also be difficult to discern possible effects 

of any anthropogenic climate change. 

The choice of the carbonate dissociation constants to be used in a model is 

important (e.g., between those of Mehrbach et al [1973] and Goyet and Poisson 

[1989]) because it may produce large differences in the computed partial pressure of 

CO2 and, consequently, affect model estimates of F. Unlike the mean fluxes, values 

of A F n and A F , were not sensitive to die choice of the carbonate dissociation 

constants: in the Labrador Sea, computations of the partial pressure of CO2 using 

the c o n s u l t s of Goyet and Poisson [1989] were almost as sensitive to the nonlinear 

effects as those using the constants of Mehrbach et al. [1973]. The advantage of the 

weaker nonlinearity of the constants of Goyet and Poisson, noted in the analysis 

of the global spatial data in Chapter 2, is apparent only when dealing with waters 

having strongly variable temperatures. 

In general, values of the covariance term (AF„) and the nonlinearity term (AFb) 

in the Labrador Sea were less sensitive than average annual fluxes ( F ) to changes 

in oceanic processes. Magnitudes of AF„ and AFb depend mainly on biological 

processes creating the intra-annual variability in the partial pressure of CO2. The 

value of AFb was found to be closely correlated with the annual s tandard deviations 

in p\, which is consistent with the observation made in Chapter 2, linking the 

carbonate nonlinearity with spatial variability in the partial pressure of CO2. The 

magnitude of AF„ was somewhat reduced when realistic day-to-day windspeeds 

were used. 

When changes in the processes determining air-sea fluxes of CO2 were simu­

lated over several decades, the whole system approached a new steady state. In 

most cases, nutrients, alkalinity, phytoplankton and zooplankton in the Labrador 
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Sea achieved a new equilibrium within a few years, whereas the adjustment of the in­

organic carbon required at least 10-30 years. During the adjustment, the inventory 

of dissolved inorganic carbon of the water column changed and the air-sea fluxes of 

CO2 were altered. The flux alteration could be permanent or temporary, depending 

on whether the change was limited to the modelled waters of the Labrador Sea, or 

affected the adjacent water masses as well. Changes in biogeochemical or physical 

processes may therefore modify the uptake of anthropogenic CO2 by high latitude 

waters. 



Chapter 5. 

Effects of Temporal Fluctuations in 

Oceanic Properties on Air-Sea Fluxes 

of C 0 2 in High-C02 Environments 

5.1 Introduction 

Accumulation of anthropogenic COo in the ocean-atmosphere system modifies 

interactions between various components of the carbon system. In the future, CO2-

rich, environment, a given change in the properties of seawater, such as temperature, 

salinity, concentration of dissolved inorganic carbon concentration or alkalinity, may 

have a different effect on the seawater partial pressure of CO2 (p) than at present. 

In the present-day ocean there is a certain degree of spatial and intra-annual 

variability in the seawater properties, created by the spatial and intra-annual vari­

ability in the oceanic processes (such as mixing or primary production). The re­

lationship between p and seawater properties is such that the same variability in 

these oceanic properties would produce a larger variability in p in the future, CO2-

rich. conditions. As a result, the covariance term, defined as the component of the 

CO-2 flux associated with the covariance between the gas-transfer coefficient A' and 

air-sea difference in the partial pressure of CO2 (Ap), is likely to increase in the 

future. Moreover, under COg-rich conditions, the partial pressure of CO2 becomes 

a more nonlinear function of seawater properties. As a result, the nonlinearity term, 

defined as the component of the CO2 flux associated with the nonlinearity of the 

carbonate system, is likely to increase in the future as well. 

In other words, the difference between the actual uptake of atmospheric CO2 

and that expected from mean oceanic properties (which can be attributed to the 

157 
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covariance and the nonlinearity terms), will increase in the future, even if the bio­

geochemical processes responsible for the spatial and intra-annual variability in the 

oceanic properties remain unchanged. 

In this chapter I quantify the increase in the covariance and nonlinearity terms 

(denoted as AF t t and AFb, respectively; see equations 3-21 and 3-23) in the future 

environments by computing them for a range of atmospheric partial pressure of 

CO2 (pa) varying from the pre-industrial value to four times that value. 

In Chapter 3, it was found that most of the covariance and the nonlinearity 

terms were implicitly accounted for, if the annual data were partitioned into seasons. 

In this chapter, I test whether this finding would hold in the future, C02-rich. 

environments. 

The cases considered above concern changes in air-sea fluxes of CO2 with in­

creasing pa, assuming that physical and biological processes determining the seawa­

ter properties are unchanged from their present-day spatial and temporal patterns. 

However, the CO2-ric.l1 conditions may also affect the way in which the future air-sea 

fluxes of CO2 respond to potential changes in these patterns. I explore this issue 

through an analysis of short- and medium-term responses of annual air-sea fluxes 

of CO2 to a hypothetical change in primary production in a C02-rich environment. 

Next I discuss some conseciuences of potential changes in AF n and AF;, for 

diagnostic and transient caibon models. In carbon models, the covariance and the 

nonlinearity terms are neglected at time scales below the temporal resolution of the 

model. Since most carbon models have a resolution of one year, the consequences of 

intra-annual variability in oceanic properties are usually not accounted for explicitly. 

The problems with an implicit accounting, through calibration of the air-sea gas 

exchange in these models using data on tracers, are also examined. Finally, some 

general conclusions are presented. 

http://CO2-ric.l1
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5.2 Approach 

Future changes in air-sea fluxes of CO2 are evaluated using the one-dimensional • 

model of the Labrador Sea described in Chapter 3. This area was chosen because 

high-latitude waters are befieved to be important for the present and future uptake 

of anthropogenic carbon. Many transient models, which follow the evolution of 

the carbon cycle over a wide range of partial pressure of CO2 in the atmosphere 

(pa), recognize this importance by assigning a separate compartment to represent 

high-latitude waters [e g., Joos et aZ., 1991; Peng and Broecker, 1991; Shaffer and 

Sarmiento, 1995]. Future changes in the covariance and the nonlinearity terms in 

high-latitude waters may influence the accuracy of these models. 

I simulate of the annual cycles of the oceanic variables controlling air-sea fluxes 

of CO2 for environments with an atmospheric partial pressure of CO2 (p«) different 

from the present-day value. 

To simulate future conditions, two modifications are made to the model: 

1) the partial pressure of CO2 in the atmosphere (pa ) is set at arbitrary levels (up 

to four times the preindustrial value), and 

2) the total inventory of dissolved inorganic carbon (]T) C) is changed. The change 

reflects the accumulation of anthropogenic CO2 in the modelled 1430 m of the 

water column between the present time and the time when the atmospheric 

partial pressure achieves the prescribed value. 

It is not easy to modify the inventory of dissolved inorganic carbon. It requires a 

knowledge of the rate of increase in pa and the rate of accumulation of anthropogenic 

CO2 in the adjacent waters with which the Labrador Sea waters are exchanged. 

Without this information, changes in ^ C have to be prescribed. Fortunately, as 

will be shown in section 5.3, it is not crucial to the objectives of this analysis that 

the inventory of dissolved inorganic carbon be represented very accurately. 
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Results of each simulation are used to calculate three annual fluxes of CO2: 

- F , the annual mean flux (i.e., the sum of daily fluxes), 

- Fa, the product of mean A" and mean Ap (see equation 3-21), and 

- Fb, the product of mean K and the Ap computed as the difference between 

mean pa and the partial pressure of seawater (p) computed from the mean 

values of T, S, C and A of seawater (see equation 3-23). 

Future values of the covariance term (AFffl) are computed as the differences 

between F and Fa at a given p„. Similarly, future values of the carbonate nonlin­

earity term (AFb) are computed as the differences between Fn and Fb. Values of 

AF a and AFb are computed for pa ranging from the preindustrial value (assumed 

to be 280 //atm [Neftel et al, 1986]) to four times that value. 

To evaluate whether partitioning of the annual cycle into seasons could remove 

most of averaging errors caused by neglecting AFH and AF;,, I partition the data 

into cold and warm seasons. The covariance and the carbonate nonlinearity terms 

within these seasons are calculated. These seasonal values are then added and their 

sum is compared with the standard values of AF a and AFb obtained by pooling all 

the daily data into a single annual dataset. 

I also examine changes in the sensitivity of the mean CO2 fluxes (F) to alter­

ations in the physical and biogeochemical processes at higher pa. This is achieved 

by a simulation of the response of the annual CO2 fluxes to a change in primary 

production at pa = 840//atm (three times the preindustrial value), over 50 years. 

Results of this simulation are then compared with the response of the CO2 fluxes 

to an identical change in primary production simulated at the present-day p„ in 

Chapter 4. 

'!} 
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5.3 The covariance and the nonlinearity terms un­
der various atmospheric partial pressures of C 0 2 

5.3.1 Adjustment of the inorganic carbon inventory 

As indicated in the previous section, to run the model at various pa one should 

modify the total inventory of dissolved inorganic carbon (X] C - see equation 4-2) 

to reflect the accumulation of anthropogenic CO2 in the sea with time. The modi­

fication of Y^, C was achieved by adjusting the concentration of dissolved inorganic 

carbon in the deep layer (C'3) until the mean annual flux of CO2 at partial pressure 

pa (FPa) achieved a prv'scribed value. 

Fortunately, values of AF„ and AF;,. unlike values of F, are not sensitive to 

(reasonable) changes in C'$ (as shown in Table 4-1). Therefore, I modified Gj until 

the computed values of FPa were identical to the present-day F (that is, until 

FPa = Fr.ir>). 

In section 5.3.3 I show that allowing for a reasonable increase in F would have 

negligible effects on the computed values of AF„ and AFb. 

5.3.2 The covariance and the nonlinearity terms at atmo­

spheric partial pressure of C 0 2 of 560, 840, and 1120 /(atm 

The covariance and the nonlinearity terms (AFa and AF;,. respectively) were 

computed for atmospheric partial pressure (p„) equal to two. three and four times 

the preindustrial values (that is, for pa = 560. S40 and 1120//ami). In these cal­

culations I used the simplifying assumption that the carbon inventory of seawater 

increased in such a way that the mean annual fluxes remained at their present values 

(see the pie 'ous subsection). I found that the magnitudes of the covariance term 
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AFn and, for the most part, the nonlinearity term AFb, increased with pa (Figure 

5-1). 

The present value of AF0 (-1.5 mol C m~2 y r - 1 ) nearly doubled at 560//atm, 

and more than tripled when pa reached 1120 //atm. The magnitude of AFb increased 

from the present value of -0.9 mol C m - 2 y r - 1 to more than two times that value 

at 840 //atm, and slightly declined at 1120//atm (Figure 5-1). 

The increase in the covariance term AF a can be understood if one compares 

the annual cycles of the partial pressure of CO2 in the surface layer at various levels 

of p a . For instance, the removal of the same amount of inorganic carbon by the 

spring bloom (Figure 5-2 a) causes a much deeper depression in p (and a larger Ap) 

at pa = 840//atm than at pa = 335//atm (Figure 5-2b). 

Low values of A" during late spring and summer coincide with higher values of 

Ap at higher pa. Therefore, AF a , the component of the CO2 flux associated with 

the covariance between A" and Ap, is expected to increase in the future. 

The evolution of the nonlinearity term AFb with pa is more complicated. Equa­

tion (3-23) in Chapter 3 shows that AFb = —A'Q. Since A", the mean gas-transfer 

coefficient of CO2, is assumed to be constant here, the evolution of AFb with pa 

(shown in Figure 5-1) mirrors changes in the nonlinear contribution Cf. The nonlin­

ear contribution reached a maximum (16//atm, compared with 7.5//atm at present) 

at pa = 840//atm. and then slightly decreased. 

The rise and fall of r* (and, consequently, of AFb) can be understood if the 

partial pressure of C 0 2 of seawater is treated solely a function of dissolved inorganic 

carbon C (a reasonable assumption in the Labrador Sea where changes in C are by 

far the dominant source of variability in p). When the partial pressure p is a function 

of a single seawater property, be it temperature (as discussed in Chapter 2), or 

dissolved inorganic carbon (?-i discussed here), the nonlinear contribution increases 

with the convexity of p and with the varianility of the property controlling p. 

In the case examined here, the convexity of p(C) can be quantified by the 

second derivative of p with respect to C (dp-/dC~, plotted in Figure 5-3). For T, A 

1 " 1 - 1 
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F I G U R E 5-1. Values of AFtt (filled symbols) and AFb (empty symbols) as a 
function of atmospheric partial pressure of C02- Circles denote the present-
day values, squares represent the values derived assuming the anthropogenic 
fluxes at the present levels, and triangles depict the values computed assuming 
the anthropogenic fluxes consistent with those given by Maier-Reimer [1991]. 
Also shown are AF a and AF& after the partitioning of the annual cycle into 
two seasons (diamonds). Negative values of AF a and AFb indicate that these 
terms reduce the uptake (or increase loss) of CO2 by the ocean. 
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and S typical of the Labrador Sea. dp'2 jdC2 initially increases with C and p, then 

levels off and finally decreases at high values of p. 

The second element, the intra-annual variability in C, decreases with pa (Figure 

5-2 a): in the C02-rich environment, large departures in C from an equilibrium 

value are of a shorter duration than in the present-day environment. This can be 

seen in Figure 5-2: the removal of the same amount of carbon by the spring bloom 

(Figure 5-2a) causes a much deeper depression in p\ at pa = 840patm than at 

pa = 335//atm (Figure 5-2 b). The higher Ap ensures that the air-sea fluxes of COi 

are stronger and that the departures in C\ from the equilibrium value are reduced 

much faster than at the present-day pn (Figure 5-2 a). In other words, the resistance 

of the air-sea interface to the CO2 fluxes is weaker in the CC)2-ri.di environments, 

where KAp are larger than at present. 

Consequently, although the variability in pi increases sharply with pa, the 

variability in C\ decreases: the standard deviation in daily values of C\ decreases 

from 35 mmol m~3 at pa— 335 //atm, through 23.5 mmol m"'5 at pa= 840 //atm at 

p„= 1120 //atm, to 19.5 mmol m _ J at p„= 1120 //atm. 

The initial rise in the nonlinear contribution ct when pa increases from 280 to 

840 //atm (reflected in the increase in AFb shown in Figure 5-1), corresponds to 

the rising values of dp2 jdC2 (Figure 5-3). Within this range of pa, the increasing 

curvature of p(C) more than compensates for the decreasing variability in concen­

trations of dissolved inorganic e/1- • •>-. C. However, for pa greater than 840 //atm, 

dp2JdC1 stabilizes and evenhu 'ly 1 . -"ases (Figure 5-3), and the convexity of p(C) 

can no longer compensate the decreasing variability in C. As a result, the nonlinear 

contribution ct declines at high values of p„ (Figure 5-1). 

The decline in ct at high p„ may be limited to cold waters: in waters with 

typical global-ocean properties, dp2JdC1 continues *o rise well beyond 840 //atm 

(Figure 5-3). Therefore, at the global scale, the values of AFb are likely to continue 

to inciease with pa. 
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Note also that the values of dp2 jdC2 computed using the carbonate dissoci­

ation constants of Goyet and Poisson [1987] are in a close agreement with those 

computed using the dissociation constants of Mehrbach et al [1973] (Figure 5-3). 

The conclusion from Chapter 4 that computations of p using the constants of Goyet 

and Poisson [1987] were almost as susceptible to the nonlinear errors as the com­

putations using the constants of Mehrbach et al. [1973] (provided the variability in 

seawater temperature is small) seems to applicable to the future environments as 

well. 

5.3.3 Air-sea fluxes of C 0 2 at 968 //atm 

Next I examined the sensitivity of the covariance and the nonlinearity terms 

to the assumptions made regarding the mean fluxes in the high-CO> environments. 

For this purpose. I ran the model with the deep-layer carboti concentration (Cj) 

adjusted to reproduce the estimate of the annual mean fiux F obtained by Ma.ie.r-

Reimr.r [1991] from 3-D model simulations, and compared the new estimates of 

AF„ and AFb with those obtained using the assumption of constant F . which was 

presented in the previous subsection. 

The model of Maier-Reimer predicts the evolution of pa ai:d F associated 

with the "business-as-usual" COj-eniission scenario (emission increases by l.o'/f 

per year). According to this model, p« would rise to 968//atm in year 2100. From 

Figure S in Maier-Reimer [1991] one1 can roughly estimate that the increase in F 

by year 2100 over the present-day value would be about 2 m o l C m _ i y r - 1 : 

F(21()0) = F 9 6 8 ~ F " m + 2 mol C m - 2 y r - 1 . ( 5 - 1 ) 

With F9(i8 fixed at the value given by equation (5-1), the calculated AF„ and AFb 

turn out to be -4.5 and -1.7 mol CO2 m - " y r" 1 , respectively (Figure 5-1). These 

answers are remarkably similar to the results obtained when the 2 mol COj m~ 2 

y r - 1 increase in F over the present-day values were neglected: the differences were 

only -0.05 and 0.04 mmol m~ 2 y r - 1 (or 1 ( / and 2'X), respectively (see also Figure 

I I " I 
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5-1). These results suggest that AFa and AFb are not sensitive to changes in F (and 

the total inventory of dissolved inorganic carbon) and the simplifying assumption 

on the future values of F used in this work does not introduce any appreciable 

errors. 

5.3.4 Preindustrial fluxes of C 0 2 

The analysis of the evolution of the covariance term AF„ and the nonlinearity 

term AF& with p„ can be also extended in the other direction - from the present-day 

to preindustrial values. Again using the results of the 3-D model of Maier-Reimer 

[1991] (his Figure 6). I inferred the present-day value of anthropogenic flux in the 

Labrador Sea to be about 0.8 mol CO? m~2 y r - 1 . This value is consistent with my 

estimates of the uptake of atmospheric CO2 by the top 1430 m of the Labrador Sea: 

to maintain F at the present level, the total inventory of inorganic carbon in the 

top 1430 m of the water column should increase each year by 0.6-0.9 mol CO2 m~2 

y r - 1 to match the rise in pa, assumed to be 1-1.5 //atm per year the early 1980s. 

After adjusting C':j so that F280 = F335 — 0.8mol C m~2 y r - 1 , I computed 

the preindustrial values of AF a and AFb to be -1.2 and -O.81110I CO2 in~" y r - 1 , 

respectively. These magnitudes are smaller than those at pa — 335//atm. which fits 

well (see Figure 5-1) the trend established previously. 

5.3.5 Effect of partitioning of the oceanic properties into sea­

sons 

Under the present-day atmospheric concentration of CO2, partition of the sim­

ulated variables of the Labrador Sea into warm and cold seasons removed most of 

the potential er-ors associated with neglecting the covariance between A" and Ap 

and the nonlinearity of the carbonate system (Chapter 3). I tested whether this 

would also be the case in COi-rich environments. 

When the daily variables obtained for the Labrador Sea at pa = 840 //atm were 

divided into the November-April and the May-October seasons, the annual sums of 
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seasonal values of AF a and AFb were about one third of the values of AF0 and AFa 

obtained from a single annual dataset, (Figure 5-1). Therefore, the recommendation 

on the division of the annual data sets into at least two seasons, made in Chapter 3, 

is valid for the future as well. 

5.4 Sensitivity of future fluxes of C 0 2 to biogeo­
chemical processes 

In an environment, with high values of the partial pressure of CO2 one may 

expect a different sensitivity of the CO2 fluxes to changes in the physical or biogeo­

chemical processes. Modifications in temperature or the composition of the seawater 

in the COi-rich environment may cause larger xluctuations in the partial pressure 

of CO2 than at present. 

To explore this point, I repeated some of the previous calculations (section 4.4) 

of the 50-year evolution of rhe CO2 fluxes following hypothetical modifications iii 

the photosynthesis parameters for high p„. The consequences of an increase in F,„ 

and a by 50% at pa — 840//atm are shown in Figure 5-4. 

Both th" no-export case (line lc) and the export case (line Id) were simulated 

(for definitions of the cases see section 4.4). The computed values were compared 

with the corresponding cases la and lb computed at pa = 335 //atm. Two observa­

tions can be made: 

1. At pa = 840//atm, a given modification in primary production would change F 

i.iitially, as in the case for pa = 335//atm. However, the first-year departure in 

F from the pre-alteration value for pa = 840//atm was twice the magnitude of 

the first-year departure at p„ = 335//atm. 

2. The approach to the new-steady state in the year;; following the initial depar­

ture would be faster in the COj-rich environments. 

Both these effects can be traced to the properties of the carbonate system: 

a given change in C causes larger changes in p in the COa-rich environment (as 

n 1 ' f l 
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F I G U R E 5-4. Evolution of the air-sea fluxes of C0 2 following hypothetical in­
crease in nichl and P^1 by 50% throughout the simulation for the partial pres­
sure of atmospheric CO2 (pa) of 840//atm. A F denotes the departure from 
the mean air-sea fluxes of CO2 (F) computed using the standard values of aM 

and P^hl: lc is the case without exchanges with adjacent water-i; Id is the case 
including the effect of the exchanges. For comparison, the corresponding cases 
la and lb from Figure 4-5, computed under pa = 335patm, are also shown. 
Positive values of A F indicate additional uptake of CO2 by the ocean. 
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dp/dC increases with C). Larger changes in p ' -anslate into larger changes in the 

C0 2 fluxes. Therefore, the first-year departure in F is stronger. On the other hand, 

as more CO2 is drawn into the water, the partial pressure of CO2 approaches the 

levels corresponding to a new steady state more quickly. 

These results indicate that the nature of interannual-to-interdecadal fluctua­

tions in the air-sea fluxes of CO2 may change in the future: the fluctuations are 

likely to become larger in magnitude and shorter in duration. 

The new-steady states approached by the system at different pa can be different 

as well. For instance, in the export case, the difference between the new steady-state 

annual uptake of CO2 and the pre-alteration value, AF(oo), is equal to +1.1 mol 

C m - 2 y r - 1 at pa = 840//atm, compared with AF(oo) = +0.9 molC m - 2 y r - 1 at 

pa = 335 //atm (Figure 5-4). The reason for this change is that the enhanced primary 

production causes a deeper depression inpi at higher pa, which allows more CO2 to 

be taken up from the atmosphere in late spring and summer, despite relatively low 

A'. In other words, in the C'02-rich environment, the same increase in formation of 

organic carbon translates into a stronger fluxes of CO2 from the atmosphere. The 

same will be true for alterations in other biogeochemical or physical processes. 

5.5 Some consequences for carbon modelling 

The results of this work indicate that the effects of the fluctuations in the 

properties controlling air-sea fluxes of CO> could potentially affect the accuracy of 

carbon models and the empirical formulations of the gas-exchange coefficients. 

5.5.1 Calibration by tracers 

Carbon models have limited temporal and spatial resolution and therefore do 

not account explicitly for the effects of fluctuations at scales below the model res­

olution. One might argue, however, that these effects are accounted for implicitly. 

through calibration of the exchange coefficients for CO2 between the atmosphere 

I 
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and the ocean with tracer data. The distribution of a tracer reflects the actual 

fluxes of this tracer into the ocean and might, in theory, account for the effects of 

the fluctuations in oceanic properties. 

However, there are several problems with such an argument. Let us first con­

sider the tracers other than carbon isotopes, such as 3H, CFCs, radon, or argon. 

The distributions of these tracers may account for covariance between the tracer 

transfer coefficient and air-sea differences in tracer concentration, but this covari­

ance is not likely to be the same as the corresponding covariance term for CO2. 

Besides, the nonlinear term discussed here is specific to the nonlinear dependence 

of the partial pressure of CO2 on several seawater properties. The study of non-

carbon tracers would not throw any light on this consequence of the nonlinearity of 

the carbonate system. 

Even the exchange of carbon radioisotopes across the air-sea interface may not 

reflect all mechanisms determining the exchange of 12C. The net flux of 14C into the 

ocean per unit area, 1 4 F , can be expressed as the difference between the invasion 

and the evasion fluxes: 

UF = KPana - KpmKm, (5 - 2) 

where K is the gas-transfer coefficient of CO2, p is the partial pressure of CO2, Ti 

is the isotopic ratio 14C to 1 2C, and subscripts a and m denote the atmosphere and 

oceanic mixed layer respectively. 

Note that the covariance and the carbonate nonlinearity terms affect primarily 

the evasion fluxes (= KpmTZm). On the other hand, the invasion fluxes (= Kpa7la) 

are practically unaffected by these terms. Since pa does not vary much in space 

or in time, within a year, the covariance between A' and pa is likely to be small 

and to have a negligible eff'ect on the CO2 fluxes. The nonlinearity of the seawater 

carbonate system does not affect directly the invasion flux either. 

In the case of the bomb 1 4C, produced by atmospheric nuclear testing in the 

late 1950s and early 1960s, the values of TZm are much lower than those of IZa, since 

the ratio of bomb 14C to 12C is much higher in the atmosphere than in the oceanic 
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mixed layer. Therefore, the net flux of bomb 14C is dominated by the invasion 

flux. Since the invasion flux is not affected by covariance between A' and pm or by 

the nonlinearity of the carbonate system of seawater, the CO2 exchange coefficients 

computed from the oceanic inventory of bomb 14C measured by the GEOSECS 

program [Broecker, 1985] do not reflect well these effects either. 

On the other hand, for the natural 14C, values of the invasion and the evasion 

fluxes are of similar magnitude: the natural 14C to 12C ratio in the mixed layer is 

about 95% of that in the atmosphere (72.m « 0.957£a). Consequently, the air-sea 

gas exchange coefficients derived from the observed distribution of the natural 14C 

would account or most of the effects of the covariance and carbonate nonlinearity 

(during the pre-industrial period over which natural 14C was being taken up by the 

ocean). 

However, one should exercise caution when results from studies of natural 14C 

are extrapolated to situations other than the pre-industrial state. Results of this 

work indicate that the covariance and the nonlinearity terms may change with 

changes in oceanic processes and with changes in the atmospheric concentrations of 

C02- The former effect is particularly relevant to diagnostic models, and the latter 

to transient models. 

5.5.2 Diagnostic models 

By their very nature, diagnostic models have to vary physical and biogeochem­

ical processes to achieve their objective of examining the relative importance of 

various oceanic processes to the carbon cycle. However, as these processes are var­

ied, values of AF„ and AFb are likely to change as well, and such changes may 

influence the results of the simulations. 

For instance, some diagnostic models were used to evaluate the sensitivity of the 

global carbon cycle to changes in the supply or uptake of nutrients (and associated 

inorganic carbon) in high-latitude waters [e.g., Knox and McElroij, 1984], In the 

standard case, the nutrient concentration in the high-latitude box was set at the 
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present-day annual mean values. In the modified cases, the nutrient concentration 

in the high-latitude box was set to zero to reflect one of two cases 

a) no mixing with deep waters, or 

b) biological removal of nutrients at its maximum efficiency. 

Changing patterns of physical and biological processes in high-latitudes changes 

AFa and AF& as well (as seen in Chapter 4). Therefore the differences between 

the standard and modified cases depend not only on the differences in the fluxes 

associated with mean properties (as computed by these models;, but also on the 

differences in the respective values of AF a and AFb. To quantify these effects one 

would have to run a diagnostic model, which is beyond the scope of this thesis. 

If diagnostic models simulate conditions at various pa, AFa and AFb could be 

influenced not only by alterations in the processes causing temporal variability in 

oceanic properties, but also by changes in pa. In the example discussed above, the 

lower concentrations of nutrients (and inorganic carbon) in the high-latitude box 

may lead to lower pa [Knox and McElroy, 1984]. This would additionally reduce 

the magnitudes of AF a and AF6. Still, in most diagnostic models, changes in p„ 

would play a secondary role to changes in the oceanic processes, unlike in transient 

models, where this situation is reversed. 

5.5.3 Transient carbon models 

Transient carbon models typically use physical and biological processes at their 

present-day rates to simulate the evolution of the carbon cycle over a wide range of 

atmospheric partial pressure of CO2. Variabilities at time-scales less than one year 

are typically neglected. Even if the exchanges between the model reservoirs were 

calibrated Avith the natural 14C, the effects of AF a and AF;, would be accounted 

foi only at their preindustrial levels. Results presented in this chapter indicate that 

AF a and AF& associated with these intra-annual variabilities increase strongly with 
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p„. Therefore, when future environments are modelled, the preindustrial calibration 

may no longer be valid. 

The situation may further complicate if some biological or physical processes in 

the transient models are altered in the future, as in the case of models of long-term 

effects of the iron-fertilization scheme [Peng and Broecker. 1991; Joos et al, 1991]. 

Iron fertilization would modify not only the mean values, but also the temporal 

variability in the properties of the Antarctic waters, and therefore, values AF„ and 

AFb > at any given pa. 

5.6 Concluding remarks 

With increasing partial pressure of CO2 in the atmosphere (p„ ), a given change 

in the composition of the surface waters is likely to result in a larger change in the 

seawater partial pressure of CO2 (pi). Consequently, in the C02-rirh environment, 

values of AFfl and AF/,, which depend on the variability in pi. would increase, even 

if the biological and physical processes remained unchanged. 

I11 the future environments, interannual-to-interdecadal fluctuations in air-sea 

fiux of CO2 will be modified: a given change in a physical or biogeochemical process 

would cause a stronger initial perturbation, a shorter period of adjustment of the 

carbonate system and a different, new, steady-state CO2 flux, when p„ are higher. 

Partitioning the annual cycle into at least two seasons is again recommended, be­

cause it would reduce some of the errors associated with neglecting AF a and AFb. 

Estimates of the CO2 exchanges between the ocean and the atmosphere, which 

are based on the uptake of tracers by the oceans, are subject to errors because they 

neglect, or inadequately account for, the covariance between K and Ap and for the 

nonlinearity of the carbonate system. This may introduce errors when the tracer-

derived CO2 gas-exchange coefficients are employed to compute carbon fluxes in 

diagnostic and transient carbon models. 

Most of the lessons from this work, although derived for the Labrador Sea, 

should be applicable, at least to some extent, to other areas of the ocean: the 
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increase in the atmospherif concentration of C'Oo would probably increase AF„ 

and AF, in other parts of the global ocean, even if the absolute magnitude of these 

terms, and the nature of variability in oceanic properties (for instance, spatial rather 

then temporal) were different. 



Chapter 6. 

Summary and Suggestions for Further Work 

This thesis focused on the effects of spatial and temporal fluctuations in the 

seawater composition and in the air-sea gas-transfer coefficient on the fluxes of CO2 

between the ocean and the atmosphere. I also examined the sensitivity of various 

components of air-sea fluxes of CO2 to physical and biogeochemical processes, nang 

the Labrador Sea as a case study. This analysis was also extended to examine the 

future. COa-rich, conditions. The main results are summarized here and some 

directions for further work are indicated. 

Summary 

Air-sea fluxes of CO2 are determined by the gas-transfer coefficient A' and 

Ap, the difference in the partial pressure of CO2 in the air (pa) and surface ocean 

(p). In turn, the partial pressure of CO2 in seawater is a nonlinear function of 

several seawater properties, such as temperature (T). salinity (5), concentration if 

dissolved inorganic carbon (C) and alkalinity (A). 

The air-sea fluxes from a uniform ocean may be different from those from a 

nonuniform ocean with the same bulk properties. Fluxes in the nonuniform ocean 

are not only affected by the means, but also lnr fluctuations of the oceanic values. 

These fluctuations affect the fluxes through: 

1) the covariance term, which is the difference betAveen the mean flux and the flux 

computed from mean values of A" and Ap. 

2) the carbonate nonlinearity term, which is the difference between air-sea fluxes 

computed using mean values of p and the fluxes calculated using p computed 

from mean values of T, S, C and .4. 
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I quantified the magnitude of the covariance and the nonlinearity terms, using 

oceanic spatial data (Chapter 2) and temporal simulations from a model of the 

Labrador Sea (Chapters 3. 4, and 5). Implications for direct estimates of air-sea 

fluxes of CO2 from surface-ocean data and for carbon models were discussed. 

Using the surface-ocean data averaged over global or annual scales to compute 

air-sea fluxes of CO2 may lead to a systematic overestimation of these fluxes by 

amount comparable to, or larger than, the total estimated oceanic uptake of an­

thropogenic CO;- The value of the error is likely to increase strongly in the future, 

COa-rich. environments. 

This systematic error could, in principle, be eliminated if the average fluxes of 

CO2 AA-ere computed directly from individually values of F (calculated as a product 

of paired measurements of A' and Ap). HoAA-ever. when measurements of Ap are 

scarce (thus the number of paired obseiwations of A" and Ap is low) this approach 

Avas shown (Chapter 3) to be impractical, since it is subject to large random errors. 

For such situations, an alternative strategy was recommended. In this strategy the 

systematic error associated with averaging is reduced by partitioning the global and 

annual datasets into subsets representing high- and low-latitude waters, and Avarm 

and cold seasons, respectively. 

Carbon models, Avhich idealize the ocean as a set of internally-uniform boxes 

and use finite time-steps, may be subject to errors caused by neglecting fluctua­

tions in oceanic properties below the spatial and temporal resolution of the models. 

Preliminary computations indicated that accounting for the present-clay carbon­

ate nonlinearity effect.s reduced the oceanic uptake computed by transient carbon 

models by 3%. In reality, this effect may be stronger, since in these computations 

the effects of nonlinearity associated with intra-annual variability, as well as the 

covariance effects, were not included. Moreover, it was SIIOAVII (Chapter 5) that the 

coA-ariance and the nonlinearity terms increase strongly with pa. Therefore, carbon 

models simulating the future, COo-rich, environments should at tempt to reduce the 

errors caused by neglecting these terms. The1 results of this work indicate that most 

F 



I I 

179 

of the errors AVOUICI be removed if carbon models included a separate high-latitude 

box and used a time-step not longer than half-a-year, to represent cold and warm 

seasons. 

Some general conclusions on the effect of the carbonate nonlinearity were 

reached: 

- The standard deviation in p was found to be a good indicator of the magnitude 

of the carbonate nonlinearity effect, both in the data and in the model simu­

lations (although this correlation may not hold Avhen the nonlinearity effects 

from environments with very different levels of pa are compared). 

- The computations of the partial pressure of CO2 using the dissociation con­

stants of Gonet and Poisson [1989] AA'ere less sensitiAre to the nonlinear effects 

than those using the constants of Mehrbach et al [1973], but only when the 

fluctuations in temperature were large. 

I also explored the sensitivity of the CO2 fluxes in high-latitude waters, as­

sociated Avith the mean and the fluctuating components of oceanic properties, to 

hypothetical changes in temporal patterns of physical and biogeochemical processes 

(Chapter 4). 

The fluxes associated with the fluctuating components were not sensitive to 

most of these changes, suggesting that the estimates of the magnitude of the coArari-

ance and the carbonate nonlinearity terms made in this work are relatively robust. 

The mean component of the CO2 fluxes, on the other hand, Avas much more 

sensitive to changes in the modelled processes. Consequently, realistic changes in 

some of these processes (such as the timing of spring bloom, presence of deep winter 

convection or CaCO.3 production by marine organisms) may result in large changes 

in the calculated total annual fluxes of CO2. comparable to, or greater than, the 

total anthropogenic flux of CO2 in this area. 

This strong sensitivity of the CO2 fluxes to various processes also indicates a 

potential for large inter-annual \-ariations in these fluxes in high latitudes. Con­

sequently, the CO2 fluxes computed from observations from one or a few years (a 

file:///-ariations
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very common pre -dure, gi\ren very scant data coverage) may be representa t ive 

of "typical" Aralues of the fluxes of CO2 in the area. 

I examined the decadal-scale response of the CO2 fluxes in high latitudes to 

hypothetical alterations in the primary production at higher values of pa. In the 

future environments, the magnitude of the initial response to such an alteration will 

be larger, and the aj broach to the neAV equilibrium faster, than at present. 

The results of the sensitivity analysis may also be used in the optimization of 

carbon models of high-latitude waters: 

1. I identified the most important processes that should be carefully represented in 

such models: the spring photosynthesis efficiency and growth-independent res­

piration of phytoplankton, light attenuation in the water, presence or absence 

of deep winter convection and timing and magnitude of CaCO,3 production. 

2. I suggest that an intermediate layer (separating the surface and the deep-ocean 

layers) be included in such models, given the sensitivity of air-sea fluxes of CO2 

to processes occurring in this layer. 

3. I found that the CO2 fluxes in the Labrador Sea, Avere not sensitive to a num­

ber of other processes. Therefore, simplified models, using single phytoplankton 

species Avith a constant C:N:chl ratio and a constant sinking velocity from the 

surface layer, a simplified zooplankton component, and approximate values of 

cloudiness, air-temperature and precipitation, should be suitable for simulating 

air-sea fluxes of CO2 in the Labrador Sea and similar Avaters. Note, howe\'er. 

that these simplifications are only justified within the range of tested parame­

ters. Besides, processes that haA'e negligible effect of the annual fluxes of C02 

could still be important Avhen other elements of the carbon cycle (such as total 

primary production) are assessed. 

4. Accounting for the day-to-day A-ariability in the gas-transfer coefficient A" does 

not seem crucial for estimating of the annual CO2 fluxes, provided that proper 

proportionality constants relating A" with Avindspeed are used. 

The representativeness of the synoptic estimates of the oceanic uptake of an­

thropogenic CO2 by Tans et al. [1990] was also tested. The results did not support 
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the criticism of these estimates based on the data selection scheme used by Tans et 

al, at least for high-latitude Avaters. 

Suggestions for Further Work 

NeAv questions have emerged from this study. The results presented here have 

also highlighted some problems not addressed in this thesis. 

The Labrador Sea model can be further developed, for instance, by adding 

an oxygen component, which could be used to constrain primary production and 

remineralization processes (by testing the result of the model against relath'ely 

abundant measurements of oxygen concentration in the Labrador Sea). 

Another clear direction for further work is eAraluation of the effects of ArariabiHty 

in oceanic properties in other regions of the oceans. The .Labradoi Sea model 

may be adapted for use in other waters, or its biogeochemical component can be 

coupled physical models previously developed f i r a given location. For instance, 

the biogeochemical component can be coupled with physical models of Antarctic-

waters including effects of ice formation (such as the Weddell Polynya model by 

Martinson et al. [1981]). 

One may also apply the model to compute the temporal covariance and car­

bonate nonlinearity effects in warm waters (e.g., in the Sargasso Sea). Although 

the magnitudes of these effects per unit area are likely to be much smaller than in 

high latitudes, they may still translate into a substantial correction of the global 

CO2 fluxes given the much larger area of warm Avaters. Besides, as indicated in 

the present work, the increase in the nonlinear contribution Avith pa may be more 

pronounced in warm than in cold waters. 

As mentioned, the effects of oceanic variability for diagnostic and transient 

models of carbon flux (e.g., the models containing separate high-latitude compart­

ments, such as the model of Knox and McElroy, [1984], or the HILDA model of 

Shaffer and Sarmiento [1995]) merits careful consideration. 

I 
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Another possible direction of future work is further exploration of the conse­

quences of the day-to-day fluctuations in AA'indspeed. In the present work it AAras 

shown that the accounting for the day-to-day changes in A', caused by the day-to­

day changes in windspeed, had minor effect on the annual CO2 fluxes, if an appro­

priate fomiula is used for the computation of A'. HoAveATr, other consequences of 

the day-to-day variability in Avindspeed, for instance, for the depth of the surface 

layer and for mixing with the intermediate layer, have not been addressed here. 

During days with weak winds, the depth of effectively-mixed Avater may be 

only a fraction of the depth of the surface layer prescribed from long-term observa­

tions [Bminerd and Gregg; 1995]. This may affect air-sea fluxes of CO2 directly or 

indirectly: 

- directly, by limiting the A'olume of the water cffectiA-ely in the contact with the 

atmosphere, thus causing faster reduction in Ap and consequently in air-sea 

fluxes of CO2; and 

- indirectly, by affecting the timing of the spring bloom. 

To quantify the effect of temporary stratification as a function of frequency of 

storm eA-ents, one may modify the Labrador Sea model, by overlaying the short-term 

variations in the depth of the surface layer on the long-term trends in the surface-

layer depth prescribed from climatological data. In the absence of frequent in-situ 

measurements, the day-to-day A-anations in the effectiA-e depth of the surface layer 

may be simulated by a mixed-hr r model [e.g., Niiler and Kraus. 1977; Denman, 

1973; Price et al. 1986]. 
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Appendix A: Sensitivity of the Estimates of the 
Spatial Nonlinear Effects to the Computational 
Procedure 

When computing the effects of nonlinearity for the partial pressure of the 

surface ocean (see subsection 2.4.3). I employed the 10-region partition of the 

GEOSECS data from the depths 0-49 m, (as given by Takahashi et al [1981b]) 

with area weights based on Moiseev [1971], and partial pressure of CO2 calculated 

according to Peng et al. [1987]. To assess the sensitivity of my results to these 

assumptions. I repeated some of the computations altering the conditions of this 

scheme, one at a time. 

Table A-1 shows IIOAV my estimates may be affected by alterations in this basic 

procedure. I present the results of the alterations for three models described in 

Tabie 2-2: models 1 md 2a, representing the most frequently-used box models and. 

model 4, a likely upper limit of the horizontal resolution of simple carbon models. 

Note that modifications of the procedure also change the reference A'alue, Avhich 

is the estimated global A'alue of partial pressure in the nonuniform ocean (pt). In 

each case the nonlinear error E is calculated with respect to the corresponding pt. 

I do not discuss at this point Avhich A'alue of pt is most representatiA'e of the actual 

ocean but merely assess AArhether any of the modified procedures is less vulnerable 

to nonlinear errors. 

In all cases one-box representations of the global ocean w^e more susceptible to 

the nonlinear error, and more sensitive to changes in the computational procedure, 

than the corresponding two-box or multi-box representations. All but one of the 

modifications yielded no substantial change in the nonlinear error. 
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Table A - 1 . Sensitivity of Global Estimates of Partial Pressure of C 0 2 and the 

Nonlinear E n o i in Selected Model Representations 

i ii iii iv A vi vii viii ix 

Global Mean Pa,riial Pressure (above 800 fiatm) Directly Estimated From Data (ptj 

35.9 33.6 25.5 21.9 32.9 33.9 32.9 34.6 32.2 

Global Mean Partial Pressure (above 300 fiatm) EstimaUd From Models (p, } 

one-box model 25.0 23.2 16.6 17.7 23.9 24.1 20.1 24.2 20.7 

two-box model4 31.1 29.0 21.6 18.8 28.8 30.1 28 5 29.9 26.5 

ten-box model* 31.5 29.4 21.8 19.0 29.2 30,6 28.6 30.4 27.4 

Global Nonlinear Erroi ( E = pt — pf) 

one-box model 10.9 10.4 S.9 4 2 9.1 9 S 12.5 10.4 11.5 

two-box model"1 4.S 4.0 3.9 3.1 4.1 3.S 4.4 4.7 5.7 

10-box modelt 4.4 4.2 3 7 2.9 3.7 3.3 4.3 4,2 4.7 

Column I contains the reference A'alues extracted from Table 2-2, based on the 10-

region partition of the GEOSECS data from the depths 0 49 ni (folloAAing Takahashi 

et al [1981b]). with area weights based on Moist(t> [1971] and partial pressure of 

CO2 calculated according to Peng et a/. [1987]. Columns ii-iv AA'ere obtained by 

modification of the algorithm of Peng et al: ii. alkalinity was approximated as a sum 

of the caibonate, boiate and AA-ater contributions: iii. alkalinity was approximated as 

d sum of the carbonate and borate contributions only: iv, caibonic acid dissociation 

constants of Goyet and Poissoii [1989] AA'ere used. Columns A'-ix Avere computed 

using an alternative data selection v. A'alues of A. C. Si. and P AA'ere standardized 

to salinity S=34 78; A'i, the data from the depths 0-24 111 weie used only. vii. the 

7-iegion partition of the data and area weights based on Takahashi et al. [1981a] 

\A-ere employed, viii, a station instead of a sample Avas the basis of calculation of 

regional a\*erages of the seaAvatei properties: iX the Arctic region Avas added and 

the TTO data Avere included. All A'alues are in microatniospheres. 

* Here represented by model 2a from Table 2-2 

1 Except column vii, where the ten-box model is replaced by the seA'en-box one, 

and column ix, Avheie the eleven-box model AVHS used. 
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A.l Alternative Algorithms of Calculations of Partial Pres­

sure of C 0 2 

The only modification that resulted in substantially loAA'er nonlinear error E 

(computed using equation 2-7b) was replacing the carbonic acid dissociation con­

stants of Mehrbach et al. [1973] with those of Goyet and Poisson [1989]. 

Simplified formulations of the "arbonate system that approximate total alka­

linity as the sum of the carbonate, borate, and water contributions (A = [HCO-T] 

+ 2[C03_] +[H4BO.T] + [OH -] - [H+]), or as the sum of the carbonate and borate 

contribution only (A = [HCOjT] + 2[CC»3~] +[H4B0.7]), were still prone to the 

nonlinear errors. 

A2. Alternative Selection of the Data 

Changing the procedure of selection of the data (described in subsection 2.2.1) 

did not strongly affect the estimates of the nonlinear error. First, I modified the 

A'alues of A, C. Si, and P, by standardization to the GEOSECS average oceanic 

salinity of 34.78 [Takahashi et al, 1981a]. As standardization eliminates variations 

in salinity and reduces variability of alkalinity (which is determined mainly by the 

addition or removal of fresh water), one might expect weaker nonlinear effects. 

However, the temperature variations are unaffected. Also, since the concentration 

of C may be strongly influenced by processes other than the addition or removal 

of fresh water (mixing, gas exchange with the atmosphere, and biological activity), 

standardization to a constant salinity may actually increase variability of C. As a 

result, variability in p is only slightly reduced (as seen in Figure 2-4) and nonlinear 

errors are not substantially lower than in the nonstandardized case. 

Next, I computed the nonlinear errors when observations from the depth range 

of 0-24 m only were used. Estimates of E were not altered substantially, suggesting 

that the influence of deep Avaters in the data from depths 0-49 m is weak. 
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Then, I considered a station as the basis of computations instead of a sample, 

i.e.. all samples from a given station were averaged and a single Aralue from each sta­

tion was used in the computation. Although averaging of the observations obtained 

from different depths within a single location remoA'od part of the data variability 

associated with differences in seawater within a station, it did not substantially 

reduce the nonlinear error, since the differences betAA-een different stations AA'ere still 

present. 

Fisially, an alternative scheme for defining regions was examined. Instead of 

using the 10-box partition of Takahashi et al. [19?ib], I partitioned the GEOSECS 

data after Takahashi et, al. [1981a] into scwen boxes. Each ocean Avas divided at the 

e j ia tor into a northern and a southern part , and all data south of 45°S AA'ere pooled 

into an Antarctic region. The computations using this set of regions yielded similar 

A'alues of E for the two-box and multibox representations, and someAA'hat larger E 

for the single-box representation. 

A.3 The Effect of Incorporation of the TTO Data 

I assessed the effect of supplementing the GEOSECS data AA'ith those from 

the TTO cruises (subsection 2.2.2). To this point I had not combined these data 

sets because of methodological differences (for instance, the need of correction of 

the GEOSECS titration data discussed by Takahashi et al [1981a]) and the time 

gap between these sampling programs. I made an exception to evaluate how the 

estimates of the nonlinear error at global scale would change, if the data coA'erage 

was extended in the North Atlantic beyond 36°N. I expanded the range of the 

North Atlantic region from 10°-36°N to 10°-50°N and assigned it an area AA'eight of 

9.3%. I also added an eleA-enth region representing ice-free Arctic AA'aters AA'ith area 

weight of 4.9%. This AA'eight AAras obtained assuming the Arctic sea ice in its minimal 

range covers 8x 1012 m2 [Parkinson et al, 1987]. The AA'eights of the remaining nine 

regions were proportionately reduced. 
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Assuming that the TTO data from latitudes 50°-80°N and i5°-50°N are rep­

resentative of the Arctic and the North Atlantic region, respectively, I computed 

the nonlinear errors using those Aralues and the properties of the remaining nine 

regions based on the GEOSECS data. I also calculated the nonlinear errors after 

supplementing the GEOSECS data with the TTO obserA'ations. As expected, the 

addition of the Arctic data, Avith properties strongly differing from the low-latitude 

waters, increased the variability of the seawater properties and the nonlinear error 

in models that pool the tngh-latitude data AA'ith those from loAv-latit tides into single 

boxes (models 1, 2b, and 2c). The nonlinear error increased even in the case of the 

remaining models which isolate the high-latitude waters from the rest of the ocean. 

As the properties of the Arctic region differ from properties of the Antarctic region, 

pooling together data from these regions into a single high-latitude box (models 

2a and 3) increases the nonlinear contribution in this box to 7.3 patm, more than 

doubling the value computed for this box when only the GEOSECS Antarctic data 

Avere used. 
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Appendix B : Computat ion of Vertical Exchanges 
and the Surface-Layer Temperatures in the 
Labrador Sea 

The A'ertical exchanges of Avater betAA'een the three oceanic layers and the annual 

cycles of surface water temperature AA'ere obtained by balancing the budgets of 

temperature and salinity in the Labrador Sea, which were computed using the 

approach of Ikeda [1987] with some modifications. The computational procedure 

Avas summarized in section 3.3.2 (Chapter 3). The properties of the horizontally 

mixed waters, justifications for the modifications of the Ikeda model, and results of 

the fitting procedure are described here. 

B.l Properties of the horizontally-mixed waters 

The horizontal exchanges of temperature T and salinity S AA-ere calculated 

according to lk,eda [1987]. In this approach (see also section 3.3) atmospherif forcing 

and the properties of AA'aters adjacent to the Labrador Sea are prescribed; A'ertical 

diffusiA'e mixing betAA'een the modelled layers of the Labrador Sea is then adjusted 

until the annual cycles of temperature and salinity meet prescribed criteria. 

The properties of the adjacent waters, used in these calculations, are summa­

rized in Tabl" B-1. In this table, LC2 denotes the cold and IOAV salinity Avater from 

the Labrador shelf and the West Greenland Current, delivered to layers 1 and 2 in 

the model, AA'ith the Aolume of input to each layer per unit time being proportional 

to the thickness of the layer. 

Another cold and IOAV salinity water affecting the Labrador Sea is denoted as 

LCI . The input of this AA'ater, formed as a result of the melting of Arctic ice and 

the outflow of fresher water from the Hudson Bay, affects mainly the surface layer 

and occurs seasonally. Therefore, it was assumed in the model that this Avater 

enters only layer 1, betAA'een April and October (AA'ith the October flow being half 

the volume of flow during the other months). 
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Table B-1. Temperatures and salinities of the AA'aters adjacent to the Labrador 

Sea (based on Ikeda [1987]). 

Waters Layer Affected Temperature Salinity 

LCI 

LC2 

NC 

IC 

1 

1,2 

1, 2 

3 

r i - 4 ( ± 0 . 5 ) ° C 

T ( -4(±0.5)°C 

T; + C(±0.5)°C 

4.5 (±0.5) °C 

32.5 (±0.25) 

33.0 (±0.25) 

35.1 (±0.10) 

35.1 (±0.10) 



I I 

190 

The top tAvo layers also receive warm, saline waters from the North Atlantic Current 

and the upper part of the Irminger Current. The input of this water, denoted as NC, 

was divided betAveen the top tAvo layers in proportion to their thicknesses. Finally, 

layer 3 is affected by the horizontal exchanges with the core of the Irminger Current 

(IC). 

The effect of the horizontal mixing on the properties of the Labrador Sea AA'ater 

column were calculated by dividing the inputs of the adjacent Avaters by the area of 

the open Labrador Sea (with depths oA'or 1000 m). which AA*as assumed to be 0.86 

x 10Vl m2 [Ikeda. 1987]. 

B.2 Modifications of the model of Ikeda 

The modifications to the Ikeda approach include an altered A'ertical structure 

(i.e., a variable surface-layer depth and the omission of the bottom-water layer), a 

different specification of the upper limit of the eddy diffusivity and modified initial 

conditions, atmospheric inputs, fitting criteria and the computational time-step. 

B.2.1 Variable depth of the surface layer 

The depth of the surface-layer in this model Avas allowed to vary, because 

fixing the surface layer depth at 30 m throughout the year as in Ikeda [1987] was 

inadequate for the modelling of the biological productivity in the Labrador Sea. For 

example, the aA'erage light in a 30-m layer would be higher than that in a deeper 

mixed layer in spring. I found that, in this model, a 30-m surface layer AA-OUIC! lead 

to the development of a bloom in mid-April, which is at least one month earlier 

than that expected from the monthly composites of the CZCS images [Feldman et 

al. 1989] or from the nutrient and chlorophyll data [Irwin et al, 1983. 1984. 1986], 

or from the timing of blooms at other locations of comparable latitudes [Takahashi 

et al, 1993]. 

I 
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B.2.2 Omission of the bottom Jayer 

The bottom-waters, represented in the Ikeda model as a layer of thickness 

1800 m directly below layer 3, was omitted in the present model in the interest of 

simplicity. This omission is not likely to affect the A-alues of the properties affecting 

the air-sea fluxes of CO2 in the upper three layers, Avhich are of main interest here, 

as the mixing betAveen layer 3 and the bottom layer in the model of Ikeda [1987] 

was A'ery Aveak and the properties of these tAvo layers were similar. 

B.2.3 Upper limit of the vertical eddy diffusivity 

When the difference in density p is very small, the A'alues of c/;, the A'ertical 

eddy diffusivity at the bottom of the ?th layer, could become unreasonably high. 

To avoid this, the maximum value of dj was set here at 864 m2 d_ 1 = 1 x 10~2 

m2 s_ 1 , for all layers, corresponding to the diffusiA'ity in a non-stratified ocean 

[Munk and Anderson, 1948]. This limit is slightly different from that used by Lkeda 

[1987], who assumed that when the density difference falls beloAV 0.05 kg m - 3 , 

d{ = Li x 0 .05 - 1 ' 5m 2s - 1 (where Li, is the proportionality constant linking the 

difference in density with the diffusivity). This assumption is eciuivalent to the one 

used here only when Li is equal 1.1 x 10~4 m 2 s ~ l f kgrn - 3 J1-5. 

I modified the upper limit because assuming a single maximum diffusivity, 

corresponding to that of a non-stratified ocean, seems to be more realistic than the 

situation in which, by adjusting L, to fit the temperature and salinity criteria for 

summer, one also alters the maximum diffusivity in winter. 

B.2.4 Initial conditions, atmospheric forcing, fitting criteria and compu­

tational time-step 

The initial A'alues of seawater temperatures, as well as the annual cycle of air 

temperature Avere changed to be more consistent with the long-term data of Lazier 

and Hackett [1986] and Smith and Dobson [1984], respectively. 

I I 
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The fitting criteria constraining inter-annual Amiabilities in T and S were mod­

ified here as well. The present model approximates the inter-annual steady state, 

which requires temperatures and salinities to change little betAA'een consecutive years 

of simulation, while the original model of Ikeda attempted to reproduce the inter-

annual trends in T and S observed during the periods 1964-1967 and 1968-71. 

To be consistent Avith the time-step used to model the biogeochemical variables, 

the time-step used in the computation of T and S was one day, instead of the 5-day 

rime-step used by Ikeda. The time-step difference would mainly affect the frequency 

of the shalloAV overturnings, which are simulated at the end of each time-step if the 

density of layer 1 is greater than the density of layer 2. In Avinter. a shorter time-step 

implies more frequent shalloAV overturnings between the top two layers. Howe\rer. 

since the properties of the top two layers after the first overturning become quite 

similar to each other, the difference in frequency of the folloAving OA-erturnings do 

not affect the budgets of T and S strongly. 

B.3 Results of the fitting procedure 

Results of fitting the proportionality coefficients Li and the horizontal Avater 

inputs are giA'en in Table B-2. Using these parameters allowed the simulation of 

temperature and salinity cycles with IOAV inter-annual A'ariabilities, as expected for 

a steady-state situation. These parameters also reproduce u-ell the observed sum­

mer differences in temperature and salinity betAveen the top two layers computed 

from the Labrador Sea data of Lazier and Hackett [1986]. For a comparison, the 

parameter A'alues fitted by Ikeda. [1987] at-e also shown (Table B-3). 

I I 
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Table B-2. Fitted parameters of the present model and model of Ikeda [1987] 

Parameter This AA'ork Ikeda [1987] 

L12 [x 10-41 

I23 [x 10—*1 

'12 

'23 

LCI [Sv] 

LC2 [Sv] 

NC [Sv] 

IC [Sv] 

0.83 

0.50 

0.57 

0.23 

0.55 

4.2 

0.9 

1.1 

0.4-0.8 

0.3-0.8 

1.3-1.5 

3.0 

Table B-3 . Inter-annual and annual variabilities in temperature T [°C] and salinity 

S obtained by applying the parameters from Table B-2. 

Inter-annual A'ariabilities: 

A ^ 

AT2 

AT3 

T i - r 2 ( 3 1 Aug.) 

•0.0002 

0.0002 

0.0002 

89 (3.95) 

ASi 

AS 2 

A5 3 

Annual A'ariabilities: 

S2-Si (30 Sept.) 

0.0001 

0.0001 

- 0.0050 

0.31 (0.34) 

The inter-annual variabilities (AT and AS) Avere measured as differences in T and S 

in each of the three layers on February 1 of tAvo consecutive years of simulation. The 

modelling approximates the inter-annual steady state. The annual A'ariabilities are 

measured as differences between the top two layers in T in S at the end of summer 

(following Ikeda [1987]). The corresponding values of the annual A'ariabilities in T 

and 5 computed from the data from the Ocean Weather Station Bravo [Lazier and 

Hackett, 1986] are given in the parentheses. 
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Appendix C: Details of biogeochemical compo­
nents of the model of the Labrador Sea 

A general description of the biogeochemical A-ariables Avas given in section 3.3 

(Chapter 3). Here only details of the computation and justifications for the assmnp-

tions made in the model are presented. 

C.l Zooplankton 

Changes in zooplankton concentration depend on gross growth and losses, 

Avhich determine net growth of zooplankton AA'ithin a layer, and on migrations of 

zooplankton between layers. These processes, and the parameters describing them, 

are reported to A'ary Avidely in the natural eimronment. Therefore, the main con­

cern in the selection of particular A'alues of the parameters Avas that they be within 

the reported range from the literature and that the zooplankton biomass computed 

using these parameters be of a similar order of magnitude as the biomass reported 

'or high latitudes of the North Atlantic. Longhurst and Williams [1993] observed 

the zooplankton biomass near Iceland between 80 (Avinter) and 345 (summer) mgC 

in . 

C . l . l . Gross growth rate 

The gross growth rate of zooplankton is the product of grazing rate g, expressec. 

in d - 1 , and dimensionless assimilation efficiency a. The grazing rate depends on the 

concentration of prey: grazing is assumed to take place only aboA'e the threshold 

prey concentration B0, and the dependence of grazing rate on concentration of food 

is described by: 

dg/dB = \(gm-g). 

where gm is the maximum daily ration, and A is the proportionality constant (the 

Lvlev parameter). Integrated, this equation gi\res 

9 = cJm l - e x p ( - A ( B - B 0 ) ) . ( C - 1 ) 
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A Avide range of values has been reported in the literature [Parsons et al, 1984] 

for the parameters describing grazing; gm: 0.01-0.6 d_ 1 , A: 0.024-2.4 (mmolC 

m ~ 3 ) - 1 , and B0: 0-11 mmolC m~3. The assimilation efficiency a was generally 

reported to be 0.60-0.95 [Conover, 1968] (although for some zooplankton a could 

be as low as 0.10-0.20 [Parsons et al, 1984]). 

The standard version of the model uses gm = 0.5d_ 1 , A = 0.07m3 (mmolC 

m ~ 3 ) - 1 , B0= 0.66 mmolC m - 3 and a = 0.75, following the values used by Wrob-

lewski et al. [1988] in their model of the North Atlantic plankton. 

C.1.2 Loss r a te 

The specific loss rate for zooplankton m, expressed in d - 1 , is difficult to deter­

mine as it encompasses losses due to various processes, such as respiration, excretion 

and mortality. The largest mortality rate Avas assigned to the zooplankton in layer 1 

(mi = 0.30 cl_1), because of higher rates of metabolism (stimulates jy higher tem­

peratures and active feeding) and possible larger losses to predation (predators may 

be more efficient in locating the prey because of higher concentrations of zooplank­

ton in the layer and good illumination). The loss term in layer 2 is someAvhat 

smaller (m2 = 0.25 d - 1 ) given lower temperatures and less light in this layer. Fi­

nally, the loss rate in layer 3 is assumed to be very small (m3=0.01d_1) to reflect 

low metabolic losses, possible because of IOAV temperatures, little energy spent on 

grazing [Conover, 1962] and zooplankton physiology being in the state of diapause 

[Longhurst et al, 1989; Vinogradov, 1968]. Furthermore, losses to predation are 

likely to be much lower, because of darkness and IOAV zooplankton concentrations. 

C.1.3 Migrations 

The zooplankton concentration is affected not only by the balance between the 

growth and the loss terms, but also by vertical migration. Most of the ecosystem 

models assume either no vertical migration, or migrations within the surface layer. 

For instance, Sarmiento et al. [1993] neglect movement of zooplankton by treating 
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it as a non-motile tracer, passiA'ely transferred betAveen layers through the water 

mixing. Other models, such as those of Evans and Parslow [1985]. or Fasham et al. 

[1990], assume that zooplankton actiA-ely maintains itself within the layer in which 

phytoplankton growth takes place. Therefore, vertical migrations in these models 

are limited to the surface layer. 

However, observations in the high-latitude North Atlantic indicate that A'erti­

cal migrations of zooplankton are not limited to surface waters. Calanids, the main 

component of zooplankton in the Labrador Sea, undertake large migrations asso­

ciated with their developmental cycle: after ovenvintering at depths, zooplankton 

ascends to the surface, grazes on phytoplankton and gradually descends to deep 

Avaters [Conover, 1976; Longhurst et al, 1989]. 

In the present model these ontogenic migrations are represented by alloAving 

zooplankton, after overwintering in layer 3. to migrate to the upper layers, when 

the net growth rate (ag — m) in these layers exceeds those in layer 3. The gradual 

descent occurring later in the season is then represented as a migration of a fixed 

fraction of zooplankton per day, which is arbitrarily set at 0.04 d - 1 . 

Daily migrations are not represented in the model. Although Vinogradov [1968] 

reports migrations of older stages of Calanus finmarchicus in autumn in seA'eral 

regions of the North Atlantic, in general, daily migrations in high latitudes are 

deemed unimportant or nonexistent [Longhurst et al, 1989]. 

C.2 Phytoplankton 

C.2.1 Gross Growth Rate 

The phytoplankton gross growth rate is computed from daily production of 

phytoplankton within a layer (Pr) , divided by the depth of the layer and concen­

tration of phytoplankton within the layer (eq. 3-10 in subsection 3.3.3). The daily 

production depends on the amount ot light available for photosynthesis and on other 

limiting factors. 



I I . I 

197 

Light limitation: The daily phytoplankton productions in layers I and 2 were 

computed as a function of noon irradiance following Piatt et al. [1990] and Piatt 

and Sathyendranath [1991], who integrated phytoplankton production analytically 

over an arbitrary layer and over the day, assuming a vertically-uniform distribution 

of biomass, and approximated the solution by a fifth-order polynomial to within 

0.5% . 

The attenuation coefficient for photosynthetically active radiation /C, appearing 

in this solution, Avas computed following Sathyendranath and Piatt [1988]: 

K = ICw+lCcki[12xB/0] + lCx, ( C - 2 ) 

where Kw denotes the attenuation coefficient of pure seawater, expressed in m - 1 , 

ICckl is the chlorophyll-specific coefficient of attenuation of phytoplankton and co-

varying substances (expressed in (mgchl m - 3 ) - 1 ) , biomass B is converted from 

mmol C m - 3 to mgchl m - 3 by multiplication by the molecular weight of carbon 

(12) and by division by the carbon-to-chlorophyll ratio 9, and K,x, expressed in m _ 1 , 

describes the attenuation caused by all other substances. As the model is run for 

a location away from the coast, the contribution of the other substances should be 

negligible, hence /Cr RJ 0. After Sathyendranath and Piatt [1988] it was assumed 

that Kw is 0.06 m - 1 and Kchl 0.023 m _ 1 (mgchl m~3) _1. 

Limitations by other factors - just i f icat ion of the implicit approach: The 

limitation of the daily phytoplankton production by factors other than light can be 

represented using one of two approaches. In the explicit approach the phytoplankton 

production at a given irradiance is reduced by additional limiting factors, usually 

according to the Michaelis-Menten kinetics (as in models of Evans and Parslow 

[1985], Fasham et al. [1990], and Taylor et al, [1991]). This approach has some 

limitations. First, only a few functional dependencies can be represented in the 

model. In Evans and Parslow [1985] and in Fasham et al. [1990] nutrients are the 

only other limiting factor in addition to light; in Taylor et a/. [1991] growth rate is 

n 
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influenced additionally by temperature. All other factors, such as the light history 

and changes in taxonomic composition, are neglected. 

In the available data from the Labrador Sea no strong correlation between 

the photosynthesis parameters and amount of nutrients or temperature (Figure C-

1) could be found, which indicates that for the most of the year phytoplankton 

production in this area, or at least its chlorophyll-normalized component, may be 

strongly affected by a combination of other factors. 

The lack of correlation between P£l and temperature differs from the findings 

of Harrison and Piatt [1980] in temperate waters of Bedford Basin, a small inlet 

on the coast of Nova Scotia, south of the Labrador Sea, where temperature AA"as 

the most important co-variate of P^1- The difference may be caused by more than 

two times smaller range of temperature in the Labrador Sea, making any possible 

relation with temperature more ''noisy'1, and the origin of samples, from much 

larger, thus less homogenous, area. 

Second, there are potential errors in the parameters used to define the relation­

ship betAveen the photosynthesis and the limiting factors. The maximum growth 

rate, the half-saturation constant of nutrients, and the temperature quotient (used 

to describe the effect of temperature by Taylor et al. [1991]) are derived mainly 

c the basis of a limited number of laboratory experiments, and their applicability 

to the natural phytoplankton communities is doubtful. For instance, Harrison et 

al. [1995, in press], in their recent study, found the half-saturation constants for 

nitrate and ammonia to be one order of magnitude loAver than those typically used 

in ecosystem modeling. 

Therefore, I use an alternative approach in which all groAvth constraints other 

than light an1 dealt with implicitly by using the in situ measured photosynthesis pa­

rameters: the assimilation number [P^1) and the initial slope of the photosynthesis-

irradiance curve (ac ), and by the prescribed A'alues of the carbon-to-chlorophyll 

ratio (9). 
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At a given irradiance, values of these parameters are assumed to reflect limita­

tions on the gross growth exerted by all environmental and biotic factors. 

Values of photosynthes i s parameters : The seasonal averages of the photosyn­

thesis parameters were computed from the data collected by Bedford Institute of 

Oceanography [Irwin et al, 1978, 1980, 1983, 1984, 1986,1988], and the daily values 

Avere interpolated from them (Figure C-2). 

In the surface layer, the assimilation number P^1 (Figure C-2 a) AA'as about 2.5 

m g C ( m g c h l ) - 1 h r - 1 throughout most of the year, with the exception of autumn 

when it dropped to 1.6 m g C ( m g c h l ) - 1 h r - 1 . The initial slope ach! (Figure C-2b) 

in the same layer was higher during the first half of year at 0.12 m g C ( m g c h l ) - 1 

h r " 1 (W m - 2 ) - 1 , and fell to about half of that A'alue later in the year (about 0.07 

m g C ( m g c h l ) - 1 h r - 1 ) . These A-alues are similar to those computed by Piatt et al. 

[1991] from the BIO data for subarctic, open, Atlantic Ocean (5l-70°N). The value 

of the photoadaptat ion parameter Ik (Figure C-2c) AA'as betAA'een 20-25 W i n - 2 , 

except in summer when it was some\Arhat higher (36 W m - 2 ) , reflecting probably 

the adaptation of phytoplankton to higher levels of irradiance. 

There Avere few measurements of the photosynthesis parameters from depths 

corresponding to those of layer 2 in the model outside the summer season, so the 

summer A'alues of these parameters were prescribed throughout the year: P^1 = 

2.25 m g C ( m g c h l ) - 1 h r - 1 , achl = 0.15 m g C ( m g c h l ) - 1 h r - 1 (W m - 2 ) - 1 and 

Ik = 15 W m - 2 . The higher values of achl and krwer A'alues of Ik reflect adaptations 

to IOAV light levels in this layer. 

Temporal changes in photosynthesis parameters computed in this way may not 

reflect exactly the eA'olution of the photosynthesis parameters in the real ocean, 

giA'en that the in situ, data Avere collected in different years and at different loca­

tions. In particular, during transitions betAveen seasons, the interpolated A'alues of 

the photosynthesis parameters might not change fast enough. For instance, after the 

I 



I I 

201 

1 2 3 4 5 6 7 8 9 10 11 12 

month 

2 3 4 5 6 7 8 9 101112 

month 

o
 

D 
• 

4Q 

• 

H 
n 

D 
A 

• 

^ P p — 

120 

100 

80 

M 60 

40 

20 

0 
4 2 3 4 5 6 7 8 9 1 0 1 M 2 

month 
FIGURE C-2. The photosynthesis parameters in the open Labrador Sea as a func­

tion of time, based on the data collected by the Bedford Institute of Oceanog­
raphy [Irwin et al, 1978, 1980, 1983, 1984, 1986, 1988], Squares and triangles 
denote the samples from the surface id subsurface waters of the open Labrador 
Sea, circles and crosses denote the mples from tl.e surface and intermediate 
waters, respectively. Solid line denotes the daily values of the parameters used 
in the model, interpolated from the seasonal data. The assimilation number 
P^1 is in mgC (mgchl) -1 hr - 1 , the chlorophyll-normalized initial slope of the 
photosynthesis-light curve achi is in mgC (mgchl)-1 h r - 1 (Wm - 2 ) and the 
photoadaptation parameter Ik is in W m - 2 . 
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onset of nutrient limitation at the end of spring bloom, the photosynthesis param­

eters in the real ocean might decrease faster than the interpolation from seasonal 

Aralues of the photosynthesis parameters AA-OUICI indicate. Consequently, the model 

nutrient uptake deduced from these interpolated parameters may occasionally be­

come larger than the amount of nutrients aA'ailable. To prevent such an error, a 

numerical safeguard in the computer program reduces the growth rate to the level 

at which the concentration of nutrients can be maintained just abo\'e zero. 

This numerical safeguard Avas used between early July and mid-September: 

during this period to prevent nutrient concentration from falling below zero, the 

phytoplankton growth rate had to be reduced to about 30-409? of the potential 

growth rate, computed using prescribed A'alues of the photosynthesis parameters 

(P^'1 and achl) and the carbon-to-chlorophyll ratio (9). 

As an alternative solution one may consider limiting the phytoplankton growth 

rate through an increase in 9. For giA'en A'alues of P'n{
xl and achl the primary pro-

due'ion at depth z and time t, P{~,t) (expressed in molC m - 3 h r - 1 ) is inversely 

proportional to 9 (eciuation 3-11). The reduction in the realized phytoplankton 

groAvth rate (30-409c of the potential groAvth rate at prescribed A'alues of 9) Avould 

require an increase in 9 to 150-200 m g C ( m g c h l ) - 1 . AA'hich is within the upper limit 

of 200 m g C ( m g c h l ) - 1 measured in polar phytoplankton by Sakshaug [1989]. 

C.2.2 Other Phytoplankton Parameters 

Other phytoplankton parameters describe chemical composition (the carbon-

to-chlorophyll and carbon-to-nitrogen ratios), metabolic losses (respiration and ex­

cretion) and sinking. Different A'alues of these parameters are prescribed to charac­

terize different stages in phytoplankton growth in the surface layer, and to describe 

the difference betAveen the surface and the intermediate layers. 

Parameters typical to diatoms, which dominate the early part of the year 

[Longhurst et al, 1989], are used to characterize the surface phytoplankton com­

munity in the period betAA'een the deep convection at the end of February and 
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the peak of spring bloom. After the onset of nutrient-depletion, the sinking rate 

strongly increases and the diatom bloom declines. Once the phytoplankton concen­

tration falls to 0.7 mmol C m - 3 (corresponding to 3 mgchl m - 3 ) the parameters 

describing phytoplankton respiration, sinking and chemical composition are gradu­

ally modified to the "post-bloom" values, characteristic to the community adapted 

to the low-nutrient environment. The ''post-bloom" values are used to parametrize 

phytoplankton until the next deep-water convection event. Although changes in 

eirvironmental conditions in autumn may alter the phytoplankton parameters, any 

such alterations are ignored in the model, because the influence of phytoplankton on 

the properties of the ocean at this time of year is minimal (because of IOAV biomass 

and IOAV primary production). 

Chemical composition: The description of the chemical composition of phyto­

plankton includes relationships between cellular carbon, chlorophyll and nitrogen. 

The carbon-to-chlorophyll ratio (9) affects conA'ersion of the chlorophyll-normalized 

photosynthesis parameters into phytoplankton gross growth rate, while the carbon-

to-nitrogen ratio affects how much organic carbon could be formed giA'en the avail­

able pool of nitrogen. 

Both these ratios are highly variable, depending on the availability of light and 

nutrients, light history and species composition. In polar waters A'alues of 9 Avere 

found to range from 20 to 200 mgC (mgchl) - 1 [Sakshaug, 1989]. Similarly, the C:N 

molecular ratio A'aries widely: for instance, in diatoms it Avas found to vary from 6 

in the nitrogen-replete cultures, to 20 in the nitrogen-limited cultures [Chalup and 

Laws, 1990; Cullen et al. 1993]. 

Direct estimates of chemical composition in natural phytoplankton are sub­

ject to serious uncertainties [Eppley, 1980] given difficulties in separating the phy­

toplankton from detritus, bacteria or microzooplankton. For instance, in the BIO 

data from the Labrador Sea the ratio betAA'een the particulate organic carbon (POC) 
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and chlorophyll varies from less than 10 to several hundreds, reflecting both the dif­

ferences in phytoplankton composition and in the ratio between the phytoplankton 

and non-phytoplankton components of POC. 

The laboratory results, on the other hand, impose growth conditions different 

from those preA'ailing in the natural environment, and are affected by the experi­

mental design (see Cullen et al. [1993] for a discussion of differences betAveen the 

results of batch and continuous cultures). 

Consequently, to describe the composition of the phytoplankton in the model 

I assigned arbitrary values within the range of observed A'alues and with differences 

between communities reflecting known adaptation mechanisms. 

The carbon-to-chlorophyll ratio in the surface layer is set at 50 during the 

diatom-dominated phase. This Aralue was chosen to be betAA'een the A'alues of 60-

65 reported in high-latitude bloom diatoms by Sakshaug [1989], the typical A'alues 

of 30-40 in the POC-to-chlorophyll ratios in the BIO samples from the Labrador 

Sea from Avaters with high concentrations of phytoplankton (thus, presumably, Avith 

relatiA'ely loAArer errors caused by the presence of the non-phytoplankton carbon), 

and the range of 30-75 for shipboard cultures of diatoms from the Barents Sea 

[Sakshaug, 1989]. 

In the post-bloom phase, 9 is assumed to increase to 75 to reflect adaptation 

to high-light and low-nutrients enA'ironment [Geider, 1987; Langdon, 1988; Cullen 

et al. 1993]. In the intermediate layer 9 is set at 35 throughout the year, because 

of loAV-light, high-nutrient, conditions preA'ailing there. 

The carbon-to-nitrogen ratio is assumed, except the post-bloom phase, to be 

close to the Redfield ratio (106:16=6.625), which is to be expected for the phyto­

plankton growth of which is not limited by nitrogen [Eppley, 1980; Laws and Chalup, 

1990]. In the post-bloom phase the C:N ratio increases to 10, to reflect adaptations 

to the nitrogen-limiting enA'ironment. 

Note that the chosen A'alues of Cxlil and C:N imply a constant N:chl ratio 

( = 8.8) in the surface Avaters. This is consistent AA'ith the findings of Laws and 
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Chalup [1990] and Cullen et al. [1993], Avho showed that in continuous cultures, 

this ratio is relatiA^eiy constant over a wide range of nutrient-limited growth rates, 

as long as the light conditions are not very different. In the low-light enA'ironment, 

the N:chl ratio is lower (albeit this decrease is _>t very dramatic), leading to a loAver 

A-alue for N:chl in the intermediate layer (= 6.1). 

Modelling the chemical composition during t ransi t ions: Representing the 

variable chemical composition of phytoplankton requires an adjustment of the model 

A'ariables when a) the bloom phase changes into the post-bloom phase and b) when 

phytoplankton is transferred from layer 1 to layer 2. 

a) During the transition from the diatom-dominated conditions and the post-

bloom conditions in the surface layer, the model conserves the phytoplankton 

nitrogen, allowing additional caibon to be synthesized to bring the C:N ratio 

to the higher post-bloom level. As the nitrogen-to-chlorophyll ratio remains 

unchanged, there is no increase in the amount of chlorophyll. 

b) When phytoplankton is exported from layer 1 to layer 2, the model con­

serves the phytoplankton carbon. As the carbon-to-chlorophyll ratio is lower 

in layer 2, the amount chlorophyll is increased. Similarly, when the post-bloom 

phytoplankton sinks, its nitrogen content is increased to bring the high post-

bloom carbon-to-nitrogen ratio to the layer 2 value (there is no need to adjust 

the C:N ratio during the earlier, diatom-dominated stage, when the surface 

C:N ratio is assumed to be the same as that in layer 2). 

The difference in the modelling of the "seasonal" and the "vertical"' transitions 

reflects different adaptation mechanisms operating in these two cases. In the surface 

layer, after the onset of nutrient-limitation, phytoplankton has a photosynthesis 

"overcapacity" -— there is enough light to synthesize more organic carbon, but 

the groAvth is limited by available nitrogen. For this reason, during the transition 

between the diatom-dominated and the post-bloom phytoplankton communities, 

model tracks nitrogen, not carbon. In layer 2, on the other hand, there is enough 

available nitrogen, but the synthesis of organic carbon is low because of insufficient 

light. Therefore, when phytoplankton sinks, the model tracks carbon. As more 

I I I 
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chlorophyll allov/s better utilization of aA'aikable light, the amount of chlorophyll 

increases. When the post-bloom plankton sinks, in layer 2, given the a\failability of 

nitrogen, the elevated C:N ratio may be brought down to the Redfielcl ratio. The 

simulated changes in chlorophyll (nitrogen) reflect adaptation to the low-light (high-

nutrient) environment, which may occur either through the synthesis of additional 

chlorophyll (uptake of additional nitrogen) or a faster rate of decomposition of 

carbon than chlorophyll (nitrogen). 

Respiration and excretion: The losses by phytoplankton / are the sum of respi­

ration R and excretion E: 

l = R + E. 

Following Piatt et al. [1991a] and Langdon [1993], the daily respiration per 

unit biomass is split into a maintenance respiration R0. and a growth-dependent 

respiration: 
/ 2 4 - D D \ 

R = Ro+(-^-Rd + -R<iRL)v ( C - 3 ) 

where D is daylength (in hours), Rd describes the dark respiration as a fraction of 

the gross growth rate a, and RL denotes the enhancement of dark respiration in 

the presence of light. 

Values of the growch-related parameters, Ri and Rd, are based on Langdon 

[1993]. For diatom-dominated plankton, Ri Avas set at 2. and Rd at 0.08. AA'hich is 

someAvhat higher than the A'alue of 0.06 given for diatoms by Langdon [1993]. Lang-

don's aA-erage A'alue for diatoms Avas strongly influenced by the contribution of low 

RD (=0.047) measured in Leptocylindricus danicus (C. Langdon, personal commu­

nication): other diatom species haA-e considerably higher Ro (see Table 3 in Langdon 

[1993]). Although Leptocylindricus danicus dominated some of the Labrador Sea 

samples [e.g., MacLaren Report, 1976] the A'alue of RD was set at 0.08, to account 

for the other species as well. 

+ l 
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The post-bloom community in high latitudes are often dominated by flagellates 

and other taxonomic groups [MacLaren Report, 1976; Longhurst et al, 1989], that 

typically have higher values of Rd than diatoms [Langdon, 1993]. Therefore, the 

value of Rd was set at 0.20 for the post-bloom phase. 

In his review, Langdon, [1993] cites Ri for only one non-diatom group - chloro-

phytes (RL ~ 1). For lack of other estimates, RL is assumed to take this A'alue in 

the post-bloom phase. 

In layer 2, values of Rd and RL were set to the same values as in the pre-bloom 

surface community. As in the case of the photosynthesis parameters, uncertainty in 

the growth-related respiration parameters in this layer had negligible effect on the 

composition of seawater, given low groAvth rates in this layer. 

Values of the growth-independent maintenance respiration R0 was set at 0.03, 

within the range observed in A'arious taxonomic groups [Langdon, 1993]. The im­

portance of the maintenance respiration in the model lies in its effect on the de­

composition of organic matter in the intermediate layer. Its rate, together with the 

sinking rate and zooplankton grazing, determine how much of the phytoplankton 

biomass is decomposed before sinking to the deep-ocean layer. This, in turn, affects 

the air-sea fluxes of COa-

In addition to respiration, the phytoplankton losses are also caused by excretion 

of organic material. It is assumed that the excretion is a constant fraction of the 

gross growth rate: 

E = £a 

where E is the proportionality coefficient, assumed to 0.05 [Piatt et al, 1991a]. 

During winter the computed losses of phytoplankton could sometimes cause 

the phytoplankton biomass to fall below the minimum A'alue. In such cases the 

loss rates Avere reduced to maintain the minimum phytoplankton biomass. This 

numerical safeguard would reflect lowering of metabolism losses in an inhospitable 

environment (for instance, through forming overwintering spores with IOAV rates of 

metabolism). 
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Sinking: Sinking removes phytoplankton from the surface and the intermediate 

layers. The sinking velocity v depends on many biological factors, such as size 

of organisms, their nutritional status, species composition, [e.g., Smayda, 1970; 

Bienfang, 1981; Granata, 1987; Waite et al, 1992a,b] and on physical properties of 

seawater such as viscosity and density. 

In the surface layer various sinking velocities AA'ere prescribed depending on the 

stage of phytoplankton groAvth: 

- SIOAV sinking (vi = 0 . 5 m d - 1 ) during AA'inter and during the initial, nutrient-

unlimited phase of spring bloom; 

- fast sinking (i>i = 3 m d - 1 ) during the declining phase of spring bloom (after 

the onset of nutrient limitation); 

- SIOAV sinking (ui = 0 . 5 m d - 1 ) in the post-bloom phase, with plrytoplankton 

community adapted to loAv-nutrient levels, likely to be dominated by smaller 

phytoplankton, often Avith some ability to sAvim actiA-ely (flagellates). 

In the intermediate layer the sinking A'elocity V2 Avas set betAA'een the tAA'o ex­

tremes of the sinking A-elocities in the surface layer. On the one hand, v2 should 

be higher than 0 . 5 m d - 1 prescribed for the actively-groAving diatoms (and for the 

post-bloom community groAving at the maximum rate permitted by the aA'ailability 

of nutrients). Phytoplankton production in layer 2 AA'as IOAV (respiration and excre­

tion losses exceeded the photosynthesis rate throughout most of the year, because of 

strong light limitation), therefore the groAvth status of phytoplankton AVOUM frivor 

fast sinking (senescent organisms sink faster than those groAA'ing actiA'ely [Sm,ayda; 

1970]). On the other hand. v2 may be loAA'er than 3 m d - 1 prescribed for the de­

clining phase of spring bloom in the surface layer. On aA-erage. the phytoplankton 

community in the intermediate layer is likely to contain smaller organisms than the 

community present in the surface layer during the spring bloom, Avhich is dominated 

by large diatoms. With a smaller particle size and Avith the density and A'iscosity 

of the surrounding Avater being slightly higher than those in the surface layer, the 

phytoplankton sinking should be slower. Therefore, i'2 AA'as set at 2 m d - 1 . 

I 
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C.2.3 Effects of formation of organic mat ter on alkalinity 

The formation of organic matter affects alkalinity of seawater (subsection 3.3.3). 

If nitrate and sulfate are used in the formation of organic matter, then assuming the 

C:N molecular ratio of 106:16 [Redfield, 1934], and the N:S molecular ratio of 10:1 

[Chen, 1978], formation of 1 mole of organic carbon would increase the seawater 

alkalinity by 7^ = 0.18 equivalents 

j A = (16 : 106) x 1 + (1.6 : 106) x 2 = 0.18, (C - 4) 

Avhere multiplication by one and by two reflects the increase by one and two equiv­

alents of alkalinity, respectively, for every mole of nitrate and sulfate removed. 

If ammonium Avere used as a source of nitrogen instead of nitrate, the effect 

on alkalinity would be different, since the uptake of one mole of NH.j" decreases A 

by 1 equivalent. Therefore, a more detailed treatment of alkalinity would require 

separate modelling of ammonium, with a description of the uptake preferences by 

phytoplankton and bacteria. Such modeling is a part of the ecosystem nitrogen 

budgets of Fasham et al. [1990] (see also Sarmiento et al [1993]). However, in the 

context of this work I am ultimately interested in the fate of nutrients brought to 

the surface waters from the deep ocean, in which nitrate are the dominant form of 

the biologically-usable nitrogen. 

Even if a large fraction of the phytoplankton production were ammonium-

based, only the ammonium remaining in seaAvater affects directly the air-sea fluxes 

of CO2. Concentration of ammonium is likely to be low: in summer, when all 

species of biologically-aA'ailable nitrogen are taken up by the nutrient-starved phy­

toplankton, and in spring and autumn, because of preferential uptake of ammonium 

over nitrates. 

Concentrations of ammonium measured in the surface waters of the open 

Labrador Sea are typically below 1 mmol m - 3 , so the effect of treating all dis­

solved nitrogen available to phytoplankton as nitrate has hardly any effect on the 

estimates of the seawater partial pressure of C02-
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Furthermore, the overestimation of the partial pressure of CO2 by neglecting 

ammonium is roughly compensated by the underestimation of the partial pressure 

caused by neglecting the effect of phosphates and silicates. 

For instance, in winter the partial pressure of CO2 computed by representing 1 

mmol m - 3 of ammonium as nitrates, would overestimate the partial pressure of CO2 

by 3 [tntm. At the same time, neglecting the presence of silicates and phosphates 

in their winter concentrations (about 10 mmol m - 3 and 1 mmol m - 3 , respectiA'ely 

[Anderson et al, 1985]), would cause underestimating the partial pressure by 4 

p,atm, so the two errors nearly cancel each other. During other seasons both the 

effects are likely to be smaller, since ammonium, silicates and phosphates are likely 

to be smaller. 

Therefore, for the sake of simplicity in the model, in computation of partial 

pressure of CO2 all biologically-usable nitrogen in seaAA'ater is treated as nitrate, 

and silicates and phosphates are not simulated. 

C.2.4 Recycling 

Some of the nutrients, dissolved inorganic carbon and alkalinity sequestered by 

phytoplankton production are later lost from the system (subsection 3.3.3). They 

may be either remoA'ed physically from a layer (in the phytoplankton exported from 

the layer by sinking and mixing, or in migrating zooplankton and in zooplankton 

feces), or locked in the refractory dissoh'ed organic matter (DOM), in which form it 

is inaccessible to phytoplankton and no longer affects the inorganic carbon fluxes. 

The remaining part is recycled within the layer and is either reused by phytoplank­

ton, or released into the seaAvater. The recycled X, C and A are contained in the 

recycled fractions of the phytoplankton and zooplankton losses. 

The recycled fraction of the phytoplankton losses, ei, is gi\ren by 
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where ee is the recycled fraction of the excretion E. Note that equation (C-5) 

implies that all products of phytoplankton respiration R are recyclable (as implicitly 

assumed by Fasham et al. [1990]). Since the estimates of the refractory fraction of 

the phytoplankton excretion in the literature vary, I used ee=0.5. 

I assumed that the recycled fraction of the zooplankton losses, em, is 0.75, the 

same as the ammonium fraction of the zooplankton nitrogen excretion in Fasham 

et al. [1990]. The remaining 0.25 of the zooplankton losses include zooplankton 

migrating away from the layer and zooplankton excretion of refractory organic ma­

terial. The unassimilated fraction of zooplankton grazing (0.25=l-a) is not recycled, 

since it is likely to leave the layer as part of fast-sinking fecal pellets. 

Note that I did not specify separate recycling efficiencies for nutrients and 

carbon. Such a differentiation would be important if the non-recycled material 

had a Redfield ratio different from that of the recycled portion. Although refractive 

DOM has typically a much higher C:N ratio than living biomass, the same recycling 

efficiencies are used for N and C, given that most of non-recycled material in my 

model is lost through export of intact cells or unassimilated zooplankton food. 
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