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## Abstract

The existence of invariant subspaces for bounded lincar operators acting on an infinitio dimensional Hilbert space appears to be one of the most difficult questions in the theory of linear transformations. The question is known as the invariant subspare problem. Very few affirmative answers are known regarding this problem. One of the most prominent ones is the theorem on the existence of hyper-invariant subspaces for compact operators due to V.I. Lomonosov.

The aim of this work is to generalize Lomonosov's techniques in order to apply them to a wider class of not necessarily compact operators. We start by establishing a connection between the existence of invariant subspaces and density of what we define as the associated Lomonosov space in a certain function space. On a Hilliert space approximation with Lomonosov functions results in an extended version of Burnside's Theorem. An application of this theorem to the algebra generaterl by an essentially self-adjoint operator $A$ yields the existence of vector states on the space of all polynomials restricted to the essential spectrum of $A$. Finally, the invarian, subspace problem for compact perturbations of self-adjoint operators is translated into an extreme problem and the solution is obtained upon differentiating cortain real-valued functions at their extreme.

The invariant subspace theorem for essentially self-adjoint, operators acting on an infinite-dimensional real Hilbert space is the main result of this work and represents an extension of the known techniques in the theory of invariant, subspaces.
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## Introduction

## The question

Does every bounded linear operator on a Banach space have a non triwial closed invariant subspace?
is known as the invariant subspace problem.
The examples due to Enflo [8] and Read [17] show that, the answer to the invariant, subspace problem is in general negative. However, there are no known examples of operators without invariant subspaces acting on a reflexive Banach space and in particular, on a Hilbert space. Furthermore, there seems to be no evidence what should be an expected answer for the operators acting on a IIilbert, space, and the experts in the field have different opinions on it.

It is therefore not surprising that there are relatively fow special cases for which the existence of invariant subspaces have been established. One of the most, prominent, results is the one on the existence of hyperinvariant subspaces for compact, operators due to Lomonosov [11, 16]. Another class of operators that is well muderstood in terms of invariant subspaces are normal, and in particular, self-adjoint, operators for which there is the powerful spectral theorem. However, it is not known whenher a compact perturbation of a self-adjoint operator has a non-trivial invariant subspace.

This work focuses on the existence of invariant subspaces for essentially selfadjoint operators and culminates in an affirmative answer in the case where the underlying Ililbert space is assumed to be real.

When dealing with the existence of invariant subspaces it is a common practice [1, 4, 12] to study the space of certain continuous functions associated with the algebra gencrated by an operator rather than the operator itself. We follow this approach and establish a connection between the existence of invariant subspaces for an operator algebra and density of certain associated spaces of continuous functions called Lomonosov spaces. The construction of these functions is based on the idea of the partition of unity subordinate to an open cover, which is a standard tool in approximatiou theory $[7]$ and differential geometry $[5,18]$. In [5] the partition of unity is also used to prove the Arzela-Ascoli Theorem. It should be observed that similar argument was employed by V.I. Lomonosov in the proof of his celebrated result [11].

On a Hilbert space differentiability of the norm yields a numerical criterion for the construction of Lomonosov functions with certain properties. This results in an extension of the Burnside Theorem and implies the solution of what we define as the "cssentially-transitive algebra problem".

An application of the extended Burnside Theorem to the algebra generated by an cssentially sclf-adjoint operator yields the existence of vector states on the space of polynomials restricted to the essential spectrum of such an operator. The invariant subspace problem for compact perturbations of self-adjoint operators is translated into an cxtreme problem and the solution (in the case where the underlying Hilbert space is real) is obtained upon differentiating certain real-valued functions at their extreme.

Although the above-described techniques do not immediately catend to the complex Hilbert spaces, it is very likely that further analysis of the space of vector statess will reduce the complex case to the real one and thus provide the affirmative answer to one of the most difficult questions in the theory of invariant subspaces $[1 ; 3]$.

## Chapter 1

## The Space of Lomonosov Functions

In this chapter we give a constructive proof of an abstract approximation theorem, inspired by the celebrated result of V.I. Lomonosov [11]. This theorem is applied to obtain an alternative proof of some recent characterizations of the invariant subspace problem, given in [1]. We also establish dengity of non-cyclic vectors for certain convex scts of compact quasinilpotent operators, and conclude with a related open question. In Chapter 2 we extend the techniques introduced in this chapter to non-compact operators acting ou a Hilbert space.

### 1.1 Introduction

V.I. Lomonosov in his paper [12] conjectured that the adjoint of a bounded operator on a. Banach space has a non-trivial closed invariant subspace. In view of the known cxamples of operators without an invariant subspace $[8,17]$, this is the strongest version of the invariant subspace problem that can possibly have an affirmative answer. In particular, if the Lomonosov conjecture is true, then every operator on a reflexive Banach space has a non-trivial invariant subspace.

Considering the strong influence of Lomonosov's results on the theory of invariant subspaces, it is not surprising that both the conjecture and the techniques developed in the interesting paper [12] received further attention. L. de Branges used this result to obtain a characterization of the invariant subspace problem in terms of densily of certain functions. This stimulated another characterization of the invariant sub)space problem given by Y.A. Abramovich, C.D. Aliprantis, and O. Burkinshaw in [1]. Section 1.4 presents a more detailed account of this work.

We take a slightly different approach. First we give a construclive proof of the approximation theorem, inspired by the well known Lomonosov construction used in $[11,16]$. This theorem is then applied to give an alternative proof of the main result in [1]. Our proof applies to both real and complex Banach spaces, while the original result was established for complex Banach spaces only. The alternative proof somehow explains the role of compact operators that appear in the characterizations of the invariant subspace problem [1].

One may notice that the weak*-compactness of the unit ball in dual Banach spaces plays an important role in $[1,3,4,12]$, as well as in the applications given in this chapter. In other words, if the Lomonosov conjecture is true, then the compactness of the unit ball, with respect to the weak* topology, is likely to be an important, ingredient of its proof.

In the last section we put this observation to the test. A straightforward application of the approximation theorem obtained in Section 1.3, together with the Schauder-Tychonoff Fixed Point Theorem, yields density of non-cyclic vectors for the dual of a convex set of compact quasinilpotent operators. We end with the open problem of obtaining a similar result for the original set, rather than its dual.

This work is more or less self-contained and the notation and terminology used in it is (supposed to be) standard. However, here are a few conventions that hold throughout this chapter:

By an operator we always mean a bounded linear operator acting on a real or complex Banach space. If $\mathcal{A}$ is a set of operators and $K$ is a fixed operator then $\mathcal{A} K$ stands for the set $\{A K \mid A \in \mathcal{A}\}$. Saying that a set of operators $\mathcal{A}$, acting on a Banach space $X$, admits an invariant subspace, means that there exists a non-trivial closed subspace of $X$ that is invariant under all operators in $\mathcal{A}$. The space of all linear operators on a Banach space $X$ is denoted by $\mathbf{B}(X)$, while $C(S, X)$ stands for the set of all continuous functions $f: S \longrightarrow X$. If $S$ is a subset of a Banach space $X$, then in saying that a linear operator $A$ is in $C(S, X)$, we actually refer to the restriction of the operator $A$ to the set $S$.

### 1.2 Reflexive Topological Spaces and Continuous Indicator Functions

This section introduces some topological preliminaries that lead to a fairly general treatment of the approximation theory in the next section, where an important role is played by the partition of unity and the "continuous indicator functions" associated with a basis for the topology on a compact domain of certain functions. The existence of continuous indicator functions can be characterized by a purely topological property of the underlying space, which is defined as "reflexivity" of the topological space. In this section we introduce both concepts and establish the connection between them.

Definition 1.2.1. Let $S=(S, \tau)$ be a topological space and denote by $C^{\gamma}(S, \mathbb{R})$ the space of all continuous real--valued functions on $S$. A topological space $S$ is called reflexive if the topology $\tau$ coincides with the weakest topology $\tau_{w}$ on $\$$ for which all the functions in $C(S, \mathbb{R})$ are continuous.

Remark 1.2.1. The reflexivity of topological spaces is not to be confused with the corresponding concept of the reflexivity of Banach spaces. Indeed, we conclude this section by showing that every subset of a locally convex space is reflexive.

Proposition 1.2.1. Reflexivity is a hereditary property; i.e. a subspace is of a reflexive topological space $X$ is reflexive with the relative topology.

Proof. Consider the restrictions of the functions in $C(X, \mathbb{R})$ to the subset, $S$, and observe that they induce the relative topology on $S$, whenever $X$ is reflexive.

Definition 1.2.2. Suppose $U$ is an open subset of a topological space $S$. $\Lambda$ continuous function $\Gamma: S \longrightarrow[0, \infty)$ is called a continuous indicalor function of $U$ in $S^{\prime}$ if

$$
U=\{s \in S \mid \Gamma(s)>0\}
$$

Remark 1.2.2. If $X$ is a metric space then every open ball

$$
U=U\left(x_{0}, r\right)=\left\{x \in X \mid d\left(x, x_{0}\right)<r\right\}
$$

admits a continuous indicator function $\Gamma_{U}: X \longrightarrow[0, \infty)$, defined by

$$
\Gamma_{U}(x)=\max \left\{0, r-d\left(x, x_{0}\right)\right\}
$$

Furthermore, suppose $f \in C(S, X)$. Then the open set $V=f^{-1}(U) \subset S$ "inherits" an indicator function from $U$ by setting: $\Gamma_{V}(s)=\Gamma_{U}\left(\int(s)\right)$.

This yiclds the following characterization of reflexivity.
Proposition 1.2.2. A topological space $S=(S, \tau)$ is reflexive if and only if there exists an open basis $\mathcal{B}$ for the topology $\tau$ such that each set $V \in \mathcal{B}$ admits a continuous indicalor funclion $\Gamma_{V}: S \longrightarrow[0, \infty)$.

Proof. By definition of reflexivity, the family

$$
\mathcal{B}_{0}=\left\{f^{-1}(U) \mid f \in C(S, \mathbb{R}) \text { and } U=(a, b) \subset \mathbb{R}\right\}
$$

is a sub-basis for the topology $\tau$ on a reflexive space $S$. Clearly,

$$
\Gamma_{U}(t)=\max \left\{0, \frac{b-a}{2}-\left|\frac{a+b}{2}-t\right|\right\}
$$

is a continuous indicator function of the open interval $U=(a, b)$ in $\mathbb{R}$. Consequently, $\Gamma_{V}(s)=\Gamma_{U}(f(s))$ is a continuous indicator function for the set $V=f^{-1}(U)$ in $S$. Let $V=V_{1} \cap \ldots \cap V_{n}$ for $V_{k} \in \mathcal{B}_{0}$. A continuous indicator function of $V$ can be defined by

$$
\Gamma_{V}(s)=\prod_{k=1}^{n} \Gamma_{V_{k}}(s)
$$

Therefore, each set in a basis

$$
\mathcal{B}=\left\{V_{1} \cap \ldots \cap V_{n} \mid V_{k} \in \mathcal{B}_{0} ; n<\infty\right\},
$$

admits a continuous indicator function.
The other direction is trivial, because the continuous indicator functions form a subset of $C(S, \mathbb{R})$.

Remark 1.2.3. The argument in the proof of Proposition 1.2 .2 shows that the space $\mathbb{R}^{\operatorname{con}}$ can be replaced by any metric vector space over $\mathbb{R}$ in the definition of reflexivity. In particular, considering the complex valued functions would not change the definition of reflexivity.

Remark 1.2.4. While an open set $U$ is uniquely determined by any of its continuous indicator functions, the converse is of course not truc. However, Proposition 1.2.2 allows us to choose a basis $\mathcal{B}$, and a corresponding family

$$
\Gamma_{\mathcal{B}}=\left\{\Gamma_{U}: S \longrightarrow[0, \infty) \mid U \in \mathcal{B}\right\}
$$

of continuous indicator functions associated with the basis $\mathcal{B}$ lor the topology on a reflexive topological space $S$. In that sense, the correspondence between the chements of $\mathcal{B}$ and an associated family of continuous indicator functions $\Gamma_{\mathcal{B}}$ can be established.

Although not all topological spaces are reflexive (consider for example the topology of finite complements on any infinite set) the next proposition shows that convex balanced neighborhoods in a locally convex space admit continuous indicator functions, and consequently, all locally convex spaces are reflexive.

Proposition 1.2.3. Every locally convex vector space $X$ is reflcxive (as a Lopological space).

Proof. Suppose $\mathcal{B}$ is a base for the topology on $X$ consisting of open convex balanced sets. Then for each $U \in \mathcal{B}$ :

$$
U=\left\{x \in X \mid \mu_{U}(x)<1\right\}
$$

where $\mu_{U}$ is the Minkowski functional of $U$. The function

$$
\Gamma_{U}(x)=\max \left\{0,1-\mu_{U}(x)\right\}
$$

is a continuous indicator function for $U$. By Proposition $1.2 .2, X$ is reflexive.

### 1.3 Lomonosov Functions

The proof of the celebrated result of V.I. Lomonosov [11, 16] was based on the ingenious idea of defining a continuous function with compact domain in a Banach space, assuming that certain local conditions are met. In this section we generalize this idea in the form of an approximation theorem. Since our construction was greatly inspired by the proof of Lomonosov's Lemma $[11,16]$, we suggest the following definition.

Definition 1.3.1. Let $\mathcal{A} \subset C(S, X)$ be a subset of the space of continuous functions from a lopological space $S$ to a locally convex space $X$. The convex subset $\mathcal{L}(\mathcal{A}) \subset$ $C(S, X)$, defined by

$$
\mathcal{L}(\mathcal{A})=\left\{\sum_{k=1}^{n} \alpha_{k} A_{k} \mid A_{k} \in \mathcal{A}, \alpha_{k} \in C(S,[0,1]) \text { and } \sum_{k=1}^{n} \alpha_{k} \equiv 1 ; n<\infty\right\} .
$$

is called the Lomonosov space associated with the set $\mathcal{A}$, and a function $\Delta \in \mathcal{L}(\mathcal{A})$ is called a Lomonosov function.

Recall that the uniform topology on $C(S, X)$ is induced by the topology on a linear space $X$. If $\mathcal{B}$ is a local basis for the topology on $X$ then the sets

$$
\hat{U}=\{f \in C(S, X) \mid f(S) \subset U \in \mathcal{B}\}
$$

definc a local basis for the uniform topology on $C(S, X)$. If $X$ is a locally convex space then so is $C(S, X)$. In particular, if $X$ is a Banach space then $C(S, X)$ with the uniform topology is a Banach space, as well.

We are now ready to give a construction of the Lomonosov function that uniformly approximates a continuous function within a given neighborhood.

Lemma 1.3.1. Let $\mathcal{A} \subset C(S, X)$ be a subset of continuous functions from a reflexine compact topological space $S$ to a locally convex space $X$. Fix an open convex neighborhood $U$ of 0 in $X$. Suppose $f: S \longrightarrow X$ is a continaous function that al cach point of $S$ can be approximated within $U$ by some element of $\mathcal{A}$; i.e. for cucry point $s \in S$ there exists a function $A_{s} \in \mathcal{A}$ such that $A_{s}(s)-f(s) \in U$. Then there naists a finite subset $\left\{A_{1}, \ldots, A_{n}\right\}$ of $\mathcal{A}$, together with continuous nonnegative finctions $\alpha_{k}: S \longrightarrow[0,1]$, such that $\sum_{k=1}^{n} \alpha_{k} \equiv 1$, and the Lomonosou function $\Lambda \in \mathcal{L}(\mathcal{A})$, defined by

$$
\Lambda(s)=\sum_{k=1}^{n} \alpha_{k}(s) A_{k}(s)
$$

lies in the prescribed neighborhood $\hat{U}$ of $f$ in $C(S, X)$; i.c. $\Lambda(s)-f(s) \in U$ for curry $s \in S$.

Proof. By the hypothesis, for every point $s \in S$ there exists a function $A_{s} \in \mathcal{A}$ such that $A_{s}(s)-f(s) \in U$. Continuity of the functions $f$ and $A_{s}$ implies the existence of a (basic) neighborhood $W_{s}$ of $s$ in $S$ such that $A_{s}(w)-\int(w) \in U$ for every $w \in W_{s}$. In this way we obtain an open cover for $S$ with the seis $W_{s}$. Compactncss of $S$ yields a finite subcover: $W_{s_{1}} \cup \ldots \cup W_{s_{n}} \supset S$.

Each set $W_{s}$ is associated with a continuous indicator function $\Gamma_{W_{s}}: S \rightarrow[0, \infty)$. Every point in $S$ lies in at least one neighborhood $W_{s_{h}}$; therefore the sum $\sum_{j=1}^{n} \Gamma_{W_{s}}(s)$ is strictly positive for all elements $s \in S$. Consequently, the functions $\alpha_{k}: S \longrightarrow[0,1]$, defined by

$$
\alpha_{k}(s)=\frac{\Gamma_{W_{s_{L}}}(s)}{\sum_{j=1}^{n} \Gamma_{W_{s}}(s)} \quad(k=1, \ldots, n)
$$

are well defined and continuous on $S$. Also, $\sum_{k=1}^{n} \alpha_{k}(s)=1$ for every $s \in S$, and $\alpha_{k}(s)>0$ if and only if $s \in W_{s_{k}}$. Therefore, $\alpha_{k}(s)>0$ implies that, $A_{s_{k}}(s)-f(s) \in U$.

Set $A_{k}=A_{s_{k}}(k=1, \ldots, n)$. Continuity of the functions $\alpha_{k}: S \longrightarrow[0,1]$ and $A_{k}: S \longrightarrow X$ implies that the Lomonosov function $\Lambda \in \mathcal{L}(\mathcal{A})$, defined by

$$
\Lambda(s)=\sum_{k=1}^{n} \alpha_{k}(s) A_{k}(s)
$$

is continuous. Observe that

$$
\Lambda(s)-f(s)=\sum_{k=1}^{n} \alpha_{k}(s)\left(A_{k}(s)-f(s)\right)
$$

is a convex combination of the elements in $U$, because only those coefficients $\alpha_{k}(s)$ for which $A_{k}(s)-\int(s) \in U$ are nonzero. Since $U$ is a convex set, it follows that the image of $\Lambda-\int$ is contained in $U$. In other words, $\Lambda$ lies in the prescribed neighborhood $\hat{U}$ of $\int$ in $C(S, X)$.

Remark 1.3.1. The proof of Lomonosov's Lemma [11, 16] introduces a special case of the above construction: $S$ is a compact set in a Banach space $X$, defined as the closure of the image of the unit tall around a fixed vector $x_{0}$, under a given nonzero compact operator $K$. Furthermore, the vector $x_{0}$ is chosen so that the set $S$ doesn't contain the zero vector; $\mathcal{A}$ is the restriction to $S$ of an algebra cf bounded linear operators on $X$ that admits no invariant subspaces. Under the stated hypothesis a construction of the function $\Lambda: S \longrightarrow X$ is given such that $\Lambda \in \mathcal{L}(\mathcal{A} K)$ maps $S$ into the unit ball around $x_{0}$; or equivalently, the constant function $f \equiv x_{0}$ can be approximated on $S$ within 1 by the elements of $\mathcal{L}(\mathcal{A} K)$. It is clear from the original construction as well as from Theorem 1.3.2 that in that case the set $S$ can be mapped into an arbitrary small neighborhood of $x_{0}$; or equivalently, the function $f \equiv x_{0}$ is in the closure of the space $\mathcal{L}(\mathcal{A} K)$.

The following appreximation theorem follows immediately from Lemma 1.3.1.

Theorem 1.3.2. Let $\mathcal{A} \subset C(S, X)$ be a subset of continuous funclions from a refle. ive compact topological space $S$ to a locally convex space $X$. Suppose that $f: S \rightarrow X^{r}$ is a continuous function that at each point of $S$ can be approximated by some clement of $\mathcal{A}$; i.e. for every $s \in S$ and every neighborhood $U$ of 0 in $X$ there cxists a function $A_{s} \in \mathcal{A}$ such that $A_{s}(s)-f(s) \in U$. Then the function $f$ can be approrimated unnformly on $S$ by the elements of the associated Lomonoson space $\mathcal{L}(\mathcal{A})$.

In the next section we employ Theorem 1.3.2 to obtain an alternative proof of a characterization of the existence of invariant subspaces for algebras of bounded linear operators acting on a real or complex Banach space. The complex version of this theorem was first established in [1], using rather different techniques built on the result of L. de Branges [4].

### 1.4 A Characterization of the Invariant Subspace Problem

We introduce some basic concepts and notation that is consistent with [1]. Ilowever, for more details and further references on the invariant subspace problem, the reader is advised to consult the nicely written and comprehensible original [1].

In this section $X$ stands for a real or complex Banach space of dimension gicater than one and $X^{\prime}$ for its norm dual. The algebra of all bounded lincar operators on $X$ is denoted by $\mathbf{B}(X)$. If $\mathcal{A}$ is any subset of $\mathbf{B}(X)$, then the adjoint set $\mathcal{A}^{\prime}$ of $\mathcal{A}$ is defined by $\mathcal{A}^{\prime}=\left\{A^{\prime} \mid A \in \mathcal{A}\right\}$, where $A^{\prime}$ is the Banach adjoint of $A$.

The set $S^{\prime}=\left\{x \in X^{\prime} \mid\|x\| \leq 1\right\}$ denotes the unit ball in the dual space $X^{\prime}$, equipped with its weak* topology.

Definition 1.4.1. The vector space of all continuous functions from $S$ to $X^{\prime}$, where both spaces are equipped with the wcak* topology, is denoted by $C\left(S, X^{\prime}\right)$. As usual, $C\left(S^{\prime}\right)$ denotes the commutative Banach algebra of all continuous complex valued functions on $S$ with the uniform norm.

Note that for cach $T \in \mathbf{B}(X)$ the restriction of the adjoint operator $T^{\prime}: S \longrightarrow X^{\prime}$ is a member of $C\left(S, X^{\prime}\right)$. The vector space $C\left(S, X^{\prime}\right)$, equipped with the norm

$$
\|f\|=\sup _{s \in S}\|f(s)\|
$$

is a Banach space.
The Banach space $C\left(S, X^{\prime}\right)$ played the central role in [1, 4, 12]. Lomonosov [12] based bis proof of an interesting extension of Burnside's Theorem on the characterization of the extreme points of the unit ball in the norm dual of $C\left(S, X^{\prime}\right)$ using the argument of the celebrated de Branges' proof of the Stone-Weierstrass Theorem [3]. Louis de Branges [4] performed a deep analysis of the behaviour of these extreme points that yiclded a vector generalization of the Weierstrass approximation theorem, similar to the approximation theorem in the previous section. This approach resulted in a characterization of the existence of a nontrivial invariant subspace for the algebra $\mathcal{A}^{\prime}$ in terms of density of the linear span of the set

$$
\left\{\alpha A^{\prime} \mid \alpha \in C(S) \text { and } A \in \mathcal{A}\right\}
$$

in the space of restrictions of the adjoint operators to $S$, with respect to a topology in $C\left(S, X^{\prime}\right)$, introduced by L. de Branges.

Building upon this work, Y.A. Abramovich, C.D. Aliptantis, and O. Burkinshaw in [1], obtained the following characterizations of the existence of a non trivial invariant subspace for an algebra $\mathcal{A}$ of bounded linear operators acting on a complex Banach space $X$ :

Theorem 1.4.1 (Y.A. Abramovich, C.D. Aliprantis, and O. Burkinshaw). There is a non-trival closed $\mathcal{A}$-invariant subspacc of $X$ if and only if there cxists an operator $T \in \mathbf{B}(X)$ and a compact operator $K \in \mathbf{B}(X)$ such that $K^{\prime} T^{\prime}$ doos not belong to the norm closure of the vector subspace of $C\left(S, X^{\prime}\right)$ gencraled by the collcclion

$$
\left\{\alpha K^{\prime} A^{\prime} \mid \alpha \in C(S) \text { and } A \in \mathcal{A}\right\}
$$

Theorem 1.4.2 (Y.A. Abramovich, C.D. Aliprantis, and O. Burkinshaw). There is a non-trivial closed $\mathcal{A}^{\prime}$-invariant subspace of $X^{\prime}$ of and only if there carists an operator $T \in \mathbf{B}(X)$ and a compact operator $K \in \mathbf{B}(X)$ such that $T^{\prime \prime} K^{\prime \prime}$ does nol, brlonig to the norm closure of the vector subspace of $C\left(S, X^{\prime}\right)$ generaled by the collecthon.

$$
\left\{\alpha A^{\prime} K^{\prime} \mid \alpha \in C(S) \text { and } A \in \mathcal{A}\right\}
$$

We will give a short proof of both theorems as an application of Theorem 1.3.2. Our proof applies to real or complex Banach spaces, where in the case of a tral Banach space, $C(S)$ stands for the Banach algebra of all real-valued continnous fimetions on the set $S$.

Observe that the Lomonosov spaces $\mathcal{L}\left(K^{\prime} \mathcal{A}^{\prime}\right)$ and $\mathcal{L}\left(\mathcal{A}^{\prime} K^{\prime}\right)$, as defined in the previous section, are subsets of the linear manifolds introduced in Theorems 1.1.1 and 1.4.2.

Definition 1.4.2. The vector $x$ in a Banach space $X$ is cyclic for the set of operators $\mathcal{A} \subset \mathbf{B}(X)$ whenever the orbit,

$$
\mathcal{A} x=\{A x \mid A \in \mathcal{A}\}
$$

is a dense subset of $X$. If every nonzero vector is cyclic for $\mathcal{A}$, we say that $\mathcal{A}$ acts transilivaly on $X$. The terms $\tau$-cyclic and $\tau$-transitive are defined in the same way, by considering the space $X$ equipped with a topology $\tau$, instead of the norm.

The following well known characterizations of the existence of a non-trivial invariant subspace for an algebra $\mathcal{A} \subset \mathbf{B}(X)$ follow immediately from the definition.

Proposition 1.4.3. Suppose $\mathcal{A} \subset \mathbf{B}(X)$ is a subalgebra of bounded linear operators on $X$. The following are equivalent:
(1) $\mathcal{A}$ admits no nontrivial closed invariant subspace.
(2) $\mathcal{A}$ acts weak-transitively on $X$.
(3) $\mathcal{A}$ acts transitivcly on $X$.
(4) $\mathcal{A}^{\prime}$ admits no nontrivial weak*-closed invariant subspace.
(5) $\mathcal{A}^{\prime}$ acts weak*-transitively on $X^{\prime}$.

As in [ l ] we introduce the subspace of completely continuous functions in $C\left(S, X^{\prime}\right)$.
Definition 1.4.3. A function $f \in C\left(S, X^{\prime}\right)$ is said to be completely continuous if it is continuous with respect to the weak ${ }^{*}$ topology on $S$ and the norm topology on $X^{\prime}$. The subspace of all completely continuous functions is denoted by $\mathcal{K}\left(S, X^{\prime}\right)$.

Note that $K^{\prime}: S \longrightarrow X^{\prime}$ is completely continuous whenever $K \in \mathbf{B}(X)$ is a compact operator on $X$ (Theorem $6[6, \mathrm{p} .486]$ ).

We are now ready to give a short proof of Theorems 1.4.1 and 1.4.2.
Proof of Theorems 1.4.1 and 1.4.2.
We start with Theorem 1.4.2, which is an almost straightforward consequence of Proposition 1.4.3 and Theorem 1.3.2, applied to the space $\mathcal{K}\left(S,\left(S, X^{\prime}\right)\right.$.

Suppose $\mathcal{A}^{\prime}$ has a non-trivial closed invariant subspace. Then by Proposilion 1.4.3, there exists a pair of nonzero vectors $x^{\prime}, y^{\prime} \in S$ such that $\left\|A^{\prime} x^{\prime}-y^{\prime}\right\| \geq \varepsilon>0$ for all $A^{\prime} \in \mathcal{A}^{\prime}$. Choose any vector $x \in \tilde{\lambda}$ such that $\left\langle x^{\prime}, x\right\rangle=1$, and define the rank one operators $K=x \otimes x^{\prime}$ and $T=x \otimes y^{\prime}$. Clearly $T^{\prime} K^{\prime} x^{\prime}=y^{\prime}$, and since $T^{\prime \prime} K^{\prime}$ cannol, be approximated by the operators $A^{\prime} K^{\prime}$ at the point $x^{\prime}$, it follows that $T^{\prime \prime} K^{\prime \prime}$ is not in the norm closure of the linear space generated by $\left\{\alpha A^{\prime} K^{\prime} \mid \alpha \in C\left(S^{\prime}\right)\right.$ and $\left.A \in \mathcal{A}\right\}$.

Conversely, suppose $\mathcal{A}^{\prime}$ admits no non-trivial closed invariant subspasces. Therefore, $\mathcal{A}^{\prime}$ acts transitively on $X^{\prime}$, and consequently, every operator $T^{\prime \prime} K^{\prime}$ can be approximated by $A^{\prime} K^{\prime}$ at each point of $S$. Furthermore, since $K$ is a compact operator in $\mathbf{B}(X)$, it follows that $T^{\prime} K^{\prime} \in \mathcal{K}\left(S, X^{\prime}\right)$. Theorem L.3.2 implies that $T^{\prime \prime} K^{\prime}$ is in the norm closure of the Lomonosov space $\mathcal{L}\left(\mathcal{A}^{\prime} K^{\prime}\right)$ and thus completcs the proof.

The proof of Theorem 1.4.1 is just slightly more complicated.
Suppose the algebra $\mathcal{A}$ admits a nontrivial closed invariant subspace $\mathcal{M}$. Then $\mathcal{M}^{+}$is an invariant subspace for $\mathcal{A}^{\prime}$. Fix a uonzero vector $x \in \mathcal{M}$ and a nonzero functional $y^{\prime} \in M^{\perp}$, and choose a vector $y \in X$ such that $\left\langle y^{\prime}, y\right\rangle=1$ and a functional $x^{\prime} \in X^{\prime}$, with $\left\langle x^{\prime}, x\right\rangle=1$. Define the rank-cue operators $K=x \otimes y^{\prime}$ and $T=y 凶 x^{\prime}$. Then $K^{\prime} T^{\prime} y^{\prime}=y^{\prime} \neq 0$, while $K^{\prime} A^{\prime} y^{\prime}=0$ for every $A^{\prime} \in \mathcal{A}^{\prime}$. Consequently, the operator
$K^{\prime \prime} T^{\prime \prime}$ is not in the norm closure of the linear span of the completely continuous functions $\left\{\alpha K^{\prime} A^{\prime} \mid \alpha \in C(S)\right.$ and $\left.A \in \mathcal{A}\right\}$.

Converscly, suppose that there exists a compact operator $K$ and an operator $T$ such that $K^{\prime} T^{\prime}$ is not in the closure of the linear subspace generated by the completely continuous functions $\left\{\alpha K^{\prime} A^{\prime} \mid \alpha \in C(S)\right.$ and $\left.A \in \mathcal{A}\right\}$. Theorem 1.3.2 implies that there exists a nonzero vector $x^{\prime} \in S$ such that the orbit $\mathcal{M}=\left\{K^{\prime} A^{\prime} x^{\prime} \mid A \in \mathcal{A}\right\}$ is not a norm-dense manifold in the closure of the subspace $\mathcal{N}=\left\{K^{\prime} T^{\prime} x^{\prime} \mid T^{T} \in \mathbf{B}(X)\right\}$. By the IIahn-Banach Theorem there exists a functional $y^{\prime \prime} \in X^{\prime \prime}$ such that $\left\langle y^{\prime \prime}, K^{\prime} A^{\prime} x^{\prime}\right\rangle=$ 0 for every $A^{\prime} \in \mathcal{A}^{\prime}$, and $\left\langle y^{\prime \prime}, K^{\prime} T^{\prime} x^{\prime}\right\rangle=1$ for some $T \in \mathbf{B}(X)$. Consequently, $K^{\prime \prime} y^{\prime \prime} \neq 0$. Compactness of $K$ implies that $y=K^{\prime \prime} y^{\prime \prime} \in X$, where $X$ is considered naturally embedded in its second dual $X^{\prime \prime}$ (Theorem 5.5 [2, p. 185] or Theorem 2 [ 6 , p. 482]). From $\left\langle x^{\prime}, A y\right\rangle=0$ for all $A \in \mathcal{A}$, it follows that the algebra $\mathcal{A}$ admits a non-trivial closed invariant subspace.

It is possible to obtain similar characterizations that do not involve compact operators, by considering some other topology on $C\left(S, X^{\prime}\right)$. Theorem 3.1 in [1] and Theorem 6 in [4] are examples of results in that direction. We conclude this section by giving yet another characterization of transitivity for an algebra $\mathcal{A}$ in terms of the closure of the Lomonosov space $\mathcal{L}\left(\mathcal{A}^{\prime}\right)$ with respect to the uniform topology $\tau_{w^{*}}$, induced on $C\left(S, X^{\prime}\right)$ by the weak* topology on the dual Banach space $X^{\prime}$.

Theorem 1.4.4. Suppose $\mathcal{A} \subset \mathbf{B}(X)$ is a set of bounded linear operators on $X$. Then the dual set $\mathcal{A}^{\prime}=\left\{A^{\prime} \mid A \in \mathcal{A}\right\}$ acts weak*-transitively on $S$ if and only if the $\tau_{w^{*}}$-closure of the Lomonosov space $\mathcal{L}\left(\mathcal{A}^{\prime}\right)$ is equal to the subspace

$$
C_{0}\left(S, X^{\prime}\right)=\left\{f \in C\left(S, X^{\prime}\right) \mid f(0)=0\right\}
$$

Proof. The proof is almost identical to those of Theorems 1.4.1 and 1.4.2 except "ath Theorem 1.3 .2 is now applied to the space $C\left(S, X^{\prime}\right)$ equipped with the topolo ${ }_{6} / \tau_{w^{*}}$, instead of $\mathcal{K}\left(S, X^{\prime}\right)$ with the norm topology,

If the set $\mathcal{A}^{\prime}$ does not act weak*-transitively on $X^{\prime}$ then there exists a nonzero vector $x^{\prime} \in S$ together with a weak ${ }^{*}$ neighborhood $W$ of $y^{\prime}$ in $S$ such that $A^{\prime}: x^{\prime} \notin W$ for all $A^{\prime} \in \mathcal{A}^{\prime}$. Choose a vector $x \in X$ such that $\left\langle x^{\prime}, x\right\rangle=1$ and led $T=x \mathcal{N} y^{\prime}$. Then $T^{\prime} x^{\prime}=y^{\prime}$, and since $T^{\prime} \in C_{0}\left(S, X^{\prime}\right)$ cannot be approximated by the operators in $\mathcal{A}^{\prime}$ at, the point $x^{\prime}$, it follows that $T^{\prime}$ is not in the $\tau_{w^{*}}$-closure of the associated Lomonosov space $\mathcal{L}\left(\mathcal{A}^{\prime}\right)$.

Conversely, if the set $\mathcal{A}^{\prime}$ acts weak*-transitively on $S$ it follows from Theorem 1.3.2 that every function $f \in C_{0}\left(S, X^{\prime}\right)$ can be uniformly approximated by the clements of $\mathcal{C}\left(\mathcal{A}^{\prime}\right)$, and thus $f$ is in the $\tau_{u^{*}}$-closure of the Lomonosov space $\mathcal{L}\left(\mathcal{A}^{\prime}\right)$.

Corollary 1.4.5. The algebra $\mathcal{A}$ admits no non-trivial closed invarianl subspace if and only if the $\tau_{w^{*}}$-closure of the Lomonosov space $\mathcal{L}\left(\mathcal{A}^{\prime}\right)$ is equal to the subspace

$$
C_{0}\left(S, X^{\prime}\right)=\left\{f \in C\left(S, X^{\prime}\right) \mid f(0)=0\right\}
$$

Proof. By Proposition 1.4.3, the fact that $\mathcal{A}$ admits no non-trivial invariant, subspace is equivalent to $\mathcal{A}^{\prime}$ acting weak*-transitively on $S$. The result now follows from Theorem 1.4.4.

Note that the $\tau_{w^{*}-\text {-closure of the }}$ Lomonosov space $\mathcal{L}\left(\mathbf{B}(X)^{\prime}\right)$ is always equal to $C_{0}\left(S, X^{\prime}\right)$. This observation yields a few alternative formulations of ('orollary 1.4.5, which are left to the reader.

### 1.5 On Convex Sets of Compact Quasinilpotent Operators

In this section we combine Lemma 1.3 .1 with the Schauder-Tychonoff Fixed Point Theorem, to establish a density result for non-cyclic vectors for the dual of a convex set of compact quasinilpotent operators. We discuss in what sense this result gencralizes the celebrated Lomonosov Lemma [11], and conclude with a problem of establishing a similar result for the original set, rather than its dual.

Recall that an operator is called quasinilpotent if 0 is the only point in its spectrum.
Theorem 1.5.1. Suppose $\mathcal{A}$ is a convex set of compact quasinilpotent operators acting on a real or complex Banach space $X$, and let $\mathcal{A}^{\prime}=\left\{A^{\prime} \mid A \in \mathcal{A}\right\}$ be its dual in $\mathbf{B}\left(X^{\prime}\right)$. Then the set of non-cyclic vector's for $\mathcal{A}^{\prime}$ is dense in $X^{\prime}$.

Proof. Suppose not; then there exists a functional $x_{0} \in X^{\prime}$ and a positive number $r>0$ such that all vectors in the ball $S=\left\{x \in X^{\prime} \mid\left\|x-x_{0}\right\| \leq r\right\}$ are cyclic for $\mathcal{A}^{\prime}$. In particular, for every functional $x \in S$ there exists an operator $A^{\prime} \in \mathcal{A}^{\prime}$ such that $\left\|A^{\prime} x-x_{0}\right\|<r$. By Lemma 1.3.1 it follows that there exists a Lomonosov function $\Lambda \in \mathcal{L}\left(\mathcal{A}^{\prime}\right)$ such that $\left\|\Lambda(x)-x_{0}\right\|<r$ for all $x \in S$. Consequently, $\Lambda$ maps $S$ into itsclf (weak ${ }^{*}$-continuously).

The Schauder-Tychonoff Fixed Point Theorem [6, p. 456] implies that $\Lambda$ has a fixed point $x_{1}=\Lambda\left(x_{1}\right)$ in $S$. By the definition of the Lomonosov space

$$
\Lambda=\sum_{k=1}^{n} \alpha_{k} A_{h}^{\prime}, \quad \text { where } A_{k} \in \mathcal{A}, \alpha_{k} \in C(S,[0,1]) \text { and } \sum_{k=1}^{n} \alpha_{k} \equiv 1 ; n<\infty
$$

Therefore $A^{\prime}=\sum_{k=1}^{n} \alpha_{k}\left(x_{1}\right) A_{k}^{\prime}$ is an operator in the convex set $\mathcal{A}^{\prime}$. From $\Lambda\left(x_{1}\right)=x_{1}$, we conclude that $A^{\prime} x_{1}=x_{1}$. Since $x_{1} \neq 0$, it follows that 1 is an eigenvalue for $A^{\prime}$, contradicting the assumption that $A^{\prime}$ is a quasinilpotent operator.

Remark 1.5.1. Note that (unless $\mathcal{A}$ is assumed to be an algebra) it is not enough to require that the operators in $\mathcal{A}^{\prime}$ have no common invariaut subspace, in order to consure that $\mathcal{A}^{\prime}$ acts transitively on $X^{\prime}$. It is indeed possible to give examples of manifolds of nilpotent operators without a non-trivial closed common invariant subspace. For such examples on finite-dimensional vector spaces see $[14$. By Theorem 1.5 .1 a manifold of such operators cannot act transitively on the underlying space.

Theorem 1.5.1 does not follow from the original work of V.I. Lomonosov [11]. On the other hand, Lomonosov's Lemma [11] easily follows from Theorem 1.5.1, in the case when the underlying Banach space is reflexive. In that sense Theorm 1.5.1 is a generalization of the Lomonosov Lemma.

This discussion suggests the following question, which we have not been able too resolve:

Does there exist a convex set $\mathcal{A}$ of compact quasinilpolcnl operators acling on a real or complex Banach space $X$ such that the set of non-cyclit. vectors for $\mathcal{A}$ is not dense in $X$ ?

By Theorem 1.5.1 the underlying Banach space in such an example (if it exists) cannot be reflexive. Furthermore, Lomonosov's Lemma implies that, the set, $\mathcal{A}$ camol, be of the form $\mathcal{A} K$ or $K \mathcal{A}$, where $K$ is a fixed compact operator. In particular, the set $\mathcal{A}$ in such an example can never be an algebra.

Since, according to Theorems 1.4.1 and 1.4.2, compact operators are closely related to the existence of invariant subspaces for algebras of operators, the answer to the above question might be of some interesi to the theory of invariant subspaces.

## Chapter 2

## An Extension of Burnside's Theorem

In this chapter we combine differentiability of the Hilbert norm with the SchauderTychonoff Fixed Point Theorem to show that for every weakly closed subalgebra $\mathcal{A} \neq \mathbf{B}(\mathcal{H})$, acting on a real or complex Hilbert space $\mathcal{H}$, there exist nonzero vectors $f, g \in \mathcal{H}$ such that for every $A \in \mathcal{A}$ :

$$
|\operatorname{Re}\langle A f, g\rangle| \leq\|\operatorname{Re} A\|_{\text {ess }}\langle f, g\rangle .
$$

This result generalizes an extension of Burnside's Theorem, recently obtained by V.I. Lomonosov, using rather clifferent techniques. The theory developed in this chapter has an interesting application to the invariant subspace problem for essentially sclf-adjoint operators which is given in the last chapter.

### 2.1 Introduction

In the first chapter we defined the Lomonosov space and gave a constructive proof of the approximation theorem inspired by the well known result of V.I. Lomonosov [11]. This theorm was then applied to obtain a connection between the existence of invariant subspaces for the norm dual of an algebra of bounded operators on a Banach
space, and density of the associated Lomonosov space in certain function spaces. These results cover recent characterizations of the invariant subspace problem by Y.A. Abramovich, C.D. Aliprantis, and O. Burkinshaw in [1], who obtained their results using the techniques introduced in [12] and lurther exploited in [4].

In this chapter we combine differentiability of the Hilbert, norm with a construction of the Lomonosov functions and the Schauder-Tychonoff Fixed Point, Theorem to establish a connection between the Lomonosov space and the transitive algebra problem [16].

We start by briefly introducing a simplified Hilbert space terminology, that is consistent with the first chapter, where the corresponding terms are defined in more general, Banach space setting.

Definition 2.1.1. Suppose $\mathcal{S}$ is a bounded closed convex subset of a real or complex Hilbert space $\mathcal{H}$, equipped with the relative weak topology. The set of all contimuons functions $f: \mathcal{S} \longrightarrow \mathcal{H}$, where both spaces are equipped with the weak topology, is denoted by $C(S, \mathcal{H})$. Similarly, $C(\mathcal{S},[0,1])$ stands for the set of all weakly-continuous functions $f: \mathcal{S} \longrightarrow[0,1]$.

Remark 2.1.1. Recall that a bounded closed convex subset $\mathcal{S}$ in a Hilhert space is weakly compact. Observe also, that a bounded linear operator $\Lambda \in \mathbf{B}(\mathcal{H})$ is in $C(\mathcal{S}, \mathcal{H})$. Whenever we say that $A$ is in $C(\mathcal{S}, \mathcal{H})$, we actually refor to the restriction of the operator $A \in \mathbf{B}(\mathcal{H})$ to the subset $\mathcal{S} \subset \mathcal{H}$.

Definition 2.1.2. Let $\mathcal{A}$ be a subset of $C(\mathcal{S}, \mathcal{H})$. The convex set $\mathcal{L}(\mathcal{A}) \subset C(S, \mathcal{H})$, defined by

$$
\mathcal{L}(\mathcal{A})=\left\{\sum_{k=1}^{n} \alpha_{k} A_{k} \mid A_{k} \in \mathcal{A}, \alpha_{k} \in C(\mathcal{S},[0,1]) \text { and } \sum_{k=1}^{n} \alpha_{k} \equiv 1 ; n<\infty\right\}
$$

is called the Lomonosou space associated with the set $\mathcal{A}$, and a function $\Lambda \in \mathcal{L}(\mathcal{A})$ is called a Lomonosov function.

Definition 2.1.3. Let $\mathcal{W}$ be a basic weak neighborhood of a vector $f \in \mathcal{H}$ :

$$
\begin{equation*}
\mathcal{W}=\left\{g \in \mathcal{H}|\quad|\left\langle f-g, h_{k}\right\rangle \mid<1, h_{k} \in \mathcal{H}, k=1, \ldots, n ; n<\infty\right\} . \tag{2.1.I}
\end{equation*}
$$

A continuons nonnegative function $\Gamma_{W}: \mathcal{H} \longrightarrow[0,1]$, defined by

$$
\begin{equation*}
\Gamma_{\mathcal{W}}(g)=\prod_{k=1}^{n} \max \left\{0,1-\left|\left\langle f-g, h_{k}\right\rangle\right|\right\} \tag{2.1.2}
\end{equation*}
$$

is called a continuous indicator function of $\mathcal{W}$.

Remark 2.1.2. Clearly, $\Gamma_{\mathcal{W}}$ is a nonnegative weakly continuous function and

$$
\mathcal{W}=\left\{g \in \mathcal{H} \mid \Gamma_{\mathcal{W}}(g)>0\right\} .
$$

The following proposition and its corollary introduce the idea that will lead to the main result of this chapter.

Proposition 2.1.1. Let $\mathcal{S}$ be a closed bounded and conver subset of $\mathcal{H}$. Suppose the sct $\mathcal{A} \subset C(S, \mathcal{H})$ salisfies the following property:

For every $s \in \mathcal{S}$ there exists a function $A_{s} \in \mathcal{A}$ together with a weak: neighborhood $\mathcal{W}_{s}$ of $s$ such that $A_{s}\left(\mathcal{W}_{s}\right) \subset \mathcal{S}$.

Then there exists a Lomonosou function $\Lambda \in \mathcal{L}(\mathcal{A})$ that maps the set $\mathcal{S}$ into itself.
Proof. By the hypothesis for every point $s \in \mathcal{S}$ there exists a function $A_{s}$ logehher with a basic weak neighborhood $\mathcal{W}_{s}$ of $s$ such that $A_{s}\left(\mathcal{W}_{s}\right) \subset \mathcal{S}$. In this way we obtain an open cover of $\mathcal{S}$. Since $\mathcal{S}$ is a weakly compact set there exists a finite subcover $\mathcal{W}_{1}, \ldots, \mathcal{W}_{n}$, together with functions $A_{1}, \ldots, A_{n}$, with the property that $A_{k}\left(\mathcal{W}_{k}\right) \subset \mathcal{S}$ for $k=1, \ldots, n$.

Let $\Gamma_{k}: \mathcal{S} \longrightarrow[0,1]$ denote the continuous indicator function of $\mathcal{W}_{k}$ as defined by (2.1.2). Each point $s \in \mathcal{S}$ lies at least in one neighborhood $\mathcal{W}_{k}(k=1, \ldots, n)$, therefore the sum $\sum_{j=1}^{n} \Gamma_{j}(s)$ is strictly positive for all vectors $s \in \mathcal{S}$. Hence, the functions $\alpha_{k}: \mathcal{S} \longrightarrow[0,1]$, defined by

$$
\alpha_{k}(s)=\frac{\Gamma_{k}(s)}{\sum_{i=1}^{n} \Gamma_{\jmath}(s)} \quad(k=1, \ldots, n)
$$

are well defined and weakly continuous on $\mathcal{S}$. Also, $\sum_{k=1}^{n} \alpha_{k}(s)=1$ for every $s \in \mathcal{S}$, and $\alpha_{k}(s)>0$ if and only if $s \in \mathcal{W}_{k}$.

The Lomonosov function $\Lambda: \mathcal{S} \longrightarrow \mathcal{S}$, in the Lomonosov space $\mathcal{L}(\mathcal{A})$, associated with the sct of functions $\mathcal{A} \subset C(\mathcal{S}, \mathcal{H})$, is defined by

$$
\Lambda(s)=\sum_{k=1}^{n} \alpha_{k}(s) A_{k}(s)
$$

Observe that $\Lambda(s)$ is a convex combination of the elements in $S$, and consequently, $\Lambda$ maps the set $\mathcal{S}$ into itself (weak-continuously).

Corollary 2.1.2. Suppose $\mathcal{A}$ is a convex subset of $C(\mathcal{S}, \mathcal{H})$ satisfying the condition of Proposilion 2.1.1. Then there exists an element $A \in \mathcal{A}$ with a fixed point $s \in \mathcal{S}$.

Proof. By the Schauder-Tychonoff Fixed Point Theorem the Lomonosov function $\Lambda: \mathcal{S} \longrightarrow \mathcal{S}$, constucted in the proof of Proposition 2.1.1, has a fixed point $s \in \mathcal{S}$. Let, $A=\sum_{k=1}^{n} \alpha_{k}(s) A_{k}$. Convexity of the set $\mathcal{A}$ implies that $A \in \mathcal{A}$. Furthermore, from $\Lambda(s)=s$ it follows that $A(s)=s$.

Remark 2.1.3. In our applications we will consider the situations when $\mathcal{S}$ is a closed ball of radius $r \in(0,1)$ around a fixed unit vector $f_{0} \in \mathcal{H}$, and $\mathcal{A}$ is a convex subset of $\mathbf{B}(\mathcal{H})$. If the set $\mathcal{A}$ satisfies the condition of Proposition 2.1.1 then Corollary 2.1.2 implies that the set $\mathcal{A}$ contains an operator $A$ with an eigenvalue 1 .

This gives rise to the following two questions:

1. When does the set $\mathcal{A}$ satisfy the condition of Proposition 2.1.1?
2. When is the operator $A$ in Corollary 2.1.2 different from the identaty operator?

Complete continuity of compact operators, restricted to $\mathcal{S}$, yields an affirmative answer to the first question whenever $\mathcal{A}$ is a set of compact operators with the propcrty that for cvery $s \in \mathcal{S}$ there exists an operator $A_{s} \in \mathcal{S}$ such that $\left\|A_{s} s-f_{0}\right\|<r$. Furthermose, if the space $\mathcal{H}$ is assumed to be infinite-dimensional then an affirmative answer to the second question follows from the fact that the identity is not a compact operator. However, compactness of the operators in $\mathcal{A}$ is much too strong an assumption. In the next two sections we develop conditions based on the properties of the essential spectrum and differentiability of the Hilbert norm that will replace the condition of Proposition 2.1.1.

### 2.2 On the Essential Spectrum

In this section we state some well known properties of the essential spectrum in the form applicable to the situations arising later. We start, with a few definitions and introduce notation and terminology that is consistent throughout this chapter.

Definition 2.2.1. Suppose $\mathcal{H}$ is a real or complex Hilbert space. The algebrat of all bounded linear operators on $\mathcal{H}$ is denoted by $\mathbf{B}(\mathcal{H})$, while $\mathcal{N}:(\mathcal{F})$ stands for the ideal of compact operators in $\mathbf{B}(\mathcal{H})$. The spectral radius of the operator $A \in \mathbf{B}(\mathcal{H})$ is denoted by $r(A)$ and its essential norm, i.e. the norm of $A$ in the Calkin algobra $\mathbf{B}(\mathcal{H}) / \mathcal{K}(\mathcal{H})$, is denoted by $\|A\|_{\text {ess }}$.

Definition 2.2.2. If $\lambda \in \mathbb{C}$ is a complex number then $\operatorname{Re} \lambda$ and $\operatorname{Im} \lambda$ denote ils real and imaginary parts respectively, i.e. $\lambda=\operatorname{Re} \lambda+i \operatorname{Im} \lambda$. On the other hand, for a bounded linear operator $A \in \mathbf{B}(\mathcal{H}), \operatorname{Re} A$ and $\operatorname{Im} A$ stand lor its real and imaginary parts:

$$
\operatorname{Re} A=\frac{A+A^{*}}{2} \quad \text { and } \quad \operatorname{Im} A=\frac{A-A^{*}}{2}
$$

where $A^{*}$ is the Hilbert adjoint of $A$ in $\mathbf{B}(\mathcal{H})$.
Clearly, for every $A \in \mathbf{B}(\mathcal{H})$ we have $A=\operatorname{Re} A+\operatorname{Im} A$. Furthermore, this decomposition makes sense on a real or complex Hilbert space, and

$$
\begin{equation*}
\|\operatorname{Re} A\|_{\text {ess }} \leq\|A\|_{\mathrm{ess}} \leq\|A\| \tag{2.2.1}
\end{equation*}
$$

Proposition 2.2.1. Suppose $\delta$ and $M$ are positive numbers, and $\Lambda$ is a fixcd operalor in $\mathbf{B}(\mathcal{H})$. Then there exists a weak neighborhood $\mathcal{W}$ of 0 in $\mathcal{H}$ such that every vestor $f \in \mathcal{W}$ with $\|f\| \leq M$, satisfies the inequality

$$
|\operatorname{Re}\langle A f, f\rangle|<\|\operatorname{Re} A\|_{\text {ess }}\|J\|^{2}+\delta
$$

Proof. From $\operatorname{Re}\langle A f, f\rangle=\langle(\operatorname{Re} A) f, f\rangle$ and $(\operatorname{Re} A)=(\operatorname{Re} A)^{*}$ it follows that

$$
\|\operatorname{Re} A\|=\sup _{f \neq 0}|\operatorname{Re}\langle A f, f\rangle|\|f\|^{-2}
$$

By definition of the essential norm, we have

$$
\|\operatorname{Re} A\|_{\text {ess }}=\inf _{K \in \mathcal{N}(\mathcal{H})}\|(\operatorname{Re} A)+K\|=\inf _{K \in \mathcal{C}(\mathcal{H})}\|\operatorname{Re}(A+K)\| .
$$

Hence, there exists a compact operator $K$ such that

$$
\|\operatorname{Re} A\|_{\mathrm{ess}}>\|\operatorname{Re}(A+K)\|-\frac{1}{2} \delta M^{-2} \geq|\operatorname{Re}\langle(A+K) f, f\rangle|\|f\|^{-2}-\frac{1}{2} \delta M^{-2}
$$

The proposition now follows by the mixed (weak-to-norm) continuity of compact operators on bounded sets.

The following proposition plays an important role in the subsequent sections.
Proposition 2.2.2. Suppose $\mathcal{H}$ is a real or complex Hilbert space, and $\lambda \in \mathbb{C}$ is a point in the spectrum of the operator $A \in \mathbf{B}(\mathcal{H})$, such that

$$
\begin{equation*}
|\operatorname{Re} \lambda|>\|\operatorname{Re} A\|_{\text {ess }} \tag{2.2.2}
\end{equation*}
$$

Then the norm closure of the algebra generated by $A$ contains a nonzero finite-rank operator.

Proof. We may assume that the Hilbert space $\mathcal{H}$ is complex, as long as we can construct a finite-rank operator in the closure of the real algebra generated by $A$.

Clearly, (2.2.2) implies that $\lambda$ is not in the essential spectrum of $A$. From the well known properties of the essential spectrum (for example, Theorem 6.8 and Proposition 6.9 in [2, p. 366]), it follows that every point in the spectrum of the operator $A$, satisfying the condition (2.2.2) is an isolated eigenvalue of $A$, and the corresponding Riesz projection has finite rank.

After first replacing the operator $A$ by $-A$ in the case wheu $R c \lambda<0$, and then substituting the translation $A-\max \{\operatorname{Re} \lambda \mid \lambda \in \sigma(A)\}$ for $A$, we may assume that, $\max _{\lambda \in \sigma(A)} \operatorname{Re} \lambda=0$. The condition (2.2.2) implies that

$$
\sigma_{0}(A)=\{\lambda \in \sigma(A) \mid \operatorname{Rc} \lambda=0\}
$$

is a nonempty finite set, consisting of eigenvalues of $A$ with finite multiplicity. By the Riesz Decomposition Theorem [16, p. 31], the space $\mathcal{H}$ can be decomposed as $\mathcal{H}=$ $\mathcal{H}_{1} \oplus \mathcal{H}_{2}$, where $\operatorname{dim}\left(\mathcal{H}_{1}\right)<\infty$, and the operator $A$ is similar to the operator $A_{1}(1) A_{2}$, corresponding to this decomposition. Furthermore, the spectrum of $A_{1}$ is $\sigma_{0}(\Lambda)$, and the spectrum of $A_{2}$ lies in the open left complex half-planc. Thercfore $r\left(c^{t, A_{2}}\right)<1$ for $t>0$, while $r\left(e^{t A_{1}}\right)=1$ for any real argument $t$. By Rota's 'Theorem [15, p. 136], the operator $e^{A_{2}}$ is similar to a strict contraction. Consequently,

$$
\lim _{n \rightarrow \infty} \frac{e^{n A_{2}}}{\left\|e^{n A_{1}}\right\|}=0
$$

On the other hand, finite-dimensionality of $\mathcal{H}_{1}$ implies that the sequence

$$
T_{n}=\frac{e^{n A_{1}}}{\left\|e^{n A_{1}}\right\|}, \quad n=0,1, \ldots
$$

has a subsequence converging in norm to a nonzero finitc-rank operator.

Remark 2.2.1. Recall that the exponential function $e^{A}$ admits the power series:

$$
e^{A}=\sum_{n=0}^{\infty} \frac{A^{n}}{n!}
$$

Hence, the finite-rank operator constructed in the proof of Proposition 2.2 .2 is indecd contained in the norm closure of the real algebra, generated by $\Lambda$.

### 2.3 Preliminary Geometric Results

This section contains preliminary results that are needed in the constructive proof of the main theorem, given in the next section. The results presented here are mostly casy observations and the proofs are somehow tedious and straightforward calculalions, involving the standard " $\varepsilon, \delta$ " arguments.

Throughout this section we make the following conventions:
$\mathcal{H}$ is a real or complex Hilbert space. Fix a unit vector $f_{0} \in \mathcal{H}$ and choose a positive number $r \in(0,1)$. The set $\mathcal{S}$ is defined as follows:

$$
\mathcal{S}=\left\{f \in \mathcal{H} \mid \quad\left\|f_{0}-f\right\| \leq r\right\} .
$$

Lemma 2.3.1. Let $\mathcal{W}$ be a subset of $\mathcal{S}$ and let $A$ be a bounded linear operator on $\mathcal{H}$. Suppose that

$$
\operatorname{Re}\left\langle A f, f_{0}-f\right\rangle \geq \delta>0, \quad \text { for all } f \in \mathcal{W}
$$

Then there exists a positive number $\mu>0$, such that for any $\varepsilon \in(0, \mu)$ :

$$
\left\|f_{0}-(I+\varepsilon A) f\right\|<\left\|f_{0}-f\right\|, \quad \text { for all } f \in \mathcal{W} .
$$

Proof. Note that $f \in \mathcal{S}$ implies $\|f\| \leq 1+r<2$. Therefore for all $f \in \mathcal{S}$ :

$$
\|A f\| \leq\|A\|\|f\| \leq(1+r)\|A\|<2\|A\| .
$$

Set $\mu=\frac{\delta}{2\|A\|^{2}}$. For any $\varepsilon \in(0, \mu)$ and $f \in \mathcal{W}$ we have:

$$
\begin{aligned}
\left\|f_{0}-(I+\varepsilon A) f\right\|^{2} & =\left\|f_{0}-f-\varepsilon A f\right\|^{2} \\
& =\left\|f_{0}-f\right\|^{2}-2 \varepsilon \operatorname{Re}\left\langle A f, f_{0}-f\right\rangle+\varepsilon^{2}\|A f\|^{2} \\
& <\left\|f_{0}-f\right\|^{2}-2 \varepsilon \delta+\varepsilon^{2} 4\|A\|^{2} \\
& =\left\|f_{0}-f\right\|^{2}-2 \varepsilon\left(\delta-\varepsilon 2\|A\|^{2}\right)<\left\|f_{0}-f\right\|^{2}
\end{aligned}
$$

Hence $\mu$ is the required positive number.

Remark 2.3.1. Let $\psi^{\prime}(0)$ denote the derivative of the function

$$
\psi(t)=\left\|(I+t A) f-\int_{0}\right\|^{2}
$$

with respect to $t$, at the point $t=0$. A straightforward calculation yields

$$
\psi^{\prime}(0)=-2 \operatorname{Re}\left\langle A f, f_{0}-f\right\rangle
$$

Therefore the statement of Lemma 2.3.1 corresponds to the well known fach that a real function with (strictly) negative derivative is (strictly) decreasing. Note, however, that positivity of $\operatorname{Re}\left\langle A f, f_{0}-f\right\rangle$ does not imply that the mapping $\Psi(f)=(I+\varepsilon A) f$ is a contraction, as a function from $\mathcal{W}$ to $\mathcal{S}$.

Lemma 2.3.1 gives a numerical criterion for the subset $\mathcal{W} \subset \mathcal{S}$ to be mapped into $\mathcal{S}$, namely positivity of the function $\Phi(f)=\operatorname{Rc}\left\langle A f, f_{0}-f\right\rangle$ on $\mathcal{W}$. Since $\Phi\left(f_{0}\right)=0$, this criterion cannot be employed at the point $\int_{0}$. However, the problem of construct,ing a function $\Lambda: \mathcal{S} \longrightarrow \mathcal{S}$ can be easily reduced to the subset, of $\mathcal{S}$ not containing the point $f_{0}$. A simple observation in $\mathbb{R}^{2}$ suggests the following definition.

Definition 2.3.1. For a fixed ball $\mathcal{S}=\left\{\int \in \mathcal{H} \mid\left\|\int_{0}-\int\right\| \leq r\right\}$ around the unit, vector $f_{0} \in \mathcal{H}$, the polar hyperplanc $\mathcal{P}_{\mathcal{S}}$, of the origin with respect to $\mathcal{S}$, is defincoi by the following set:

$$
\mathcal{P}_{\mathcal{S}}=\left\{f \in \mathcal{H} \mid\left\langle f, f_{0}\right\rangle=1-r^{2}\right\} .
$$

Remark 2.3.2. Every vector $\int$ in $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$ can be decomposed as $\int=\left(1-r^{2}\right) \int_{0}+!$, where $g \perp \int_{0}$ and $\|g\|^{2} \leq r^{2}\left(1-r^{2}\right)$. In particular, the boundary of $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$ :

$$
\mathcal{P}_{\mathcal{S}} \cap \partial \mathcal{S}=\left\{\left(1-r^{2}\right) \int_{0}+g \mid g \perp f_{0} \quad \text { and } \quad\|g\|^{2}=r^{2}\left(1-r^{2}\right)\right\}
$$

contains exactly the points where the tangents from the origin to the ball $\mathcal{S}$ intersect, the set $\mathcal{S}$. Recall that in $\mathbb{R}^{2}$ such a line is called a polar, and our definition is just,
a straightforward generalization of this geometric term to the higher dimensional LLilbert spaces.

The following lemma will reduce the problem of constructing a Lomonosov funcLion $\Lambda: \mathcal{S} \longrightarrow \mathcal{S}$ to the polar hyperplane.

Lemma 2.3.2. The function $\Lambda_{0}: S \longrightarrow \mathcal{S}$, defincd by

$$
\Lambda_{0}(f)=\frac{1}{r^{2}+\left\langle f, f_{0}\right\rangle} f
$$

maps the sel $S=\left\{f \in \mathcal{H} \mid\left\|f-f_{0}\right\| \leq r\right\}$ weak-continuously into itself. Furthermore, the sel of all fixed points for $\Lambda_{0}$ is equal to $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$.

Proof. Since $\operatorname{Re}\left\langle f, f_{0}\right\rangle>0$ for $f \in S$, it follows that $\Lambda_{0}$ is well defined and weakly continuous on $S$. Clearly, $f \in \mathcal{S}$ is a fixed point for $\Lambda_{0}$ if and only if $r^{2}+\left\langle f, f_{0}\right\rangle=1$. By the definition of the polar hyperplane, that is equivalent to $f \in \mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$.

We have to prove that $\left\|\Lambda_{0}(f)-f_{0}\right\| \leq r$ for all $f \in \mathcal{S}$.
Every vector $f \in \mathcal{S}$ can be decomposed as $f=\left\langle f, f_{0}\right\rangle f_{0}+g$, where $g \perp f_{0}$ and $\|g\|^{2} \leq r^{2}-\left|1-\left\langle. f, f_{0}\right\rangle\right|^{2}$.

A straightforward calculation, using this decomposition, yields:

$$
\begin{aligned}
\left\|\Lambda_{0}(f)-\jmath_{0}\right\|^{2} & =\left\|\frac{1}{r^{2}+\left\langle f, f_{0}\right\rangle} f-f_{0}\right\|^{2}=\frac{1}{\left|r^{2}+\left\langle f, f_{0}\right\rangle\right|^{2}}\left(r^{4}+\|g\|^{2}\right) \\
& \leq \frac{1}{\left|r^{2}+\left\langle f, f_{0}\right\rangle\right|^{2}}\left(r^{4}+r^{2}-\left|1-\left\langle f, f_{0}\right\rangle\right|^{2}\right) .
\end{aligned}
$$

The conclusion follows if we can establish the following inequality:

$$
r^{4}+r^{2}-\left|1-\left\langle f, f_{0}\right\rangle\right|^{2} \leq r^{2}\left|r^{2}+\left\langle f, f_{0}\right\rangle\right|^{2}
$$

Sct,ting $\left\langle f, f_{0}\right\rangle=x+i y$, this can be translated to

$$
r^{4}+r^{2}-(1-x)^{2}-y^{2} \leq r^{2}\left(r^{2}+x\right)^{2}+r^{2} y^{2}
$$

or equivalently,

$$
\begin{aligned}
\left(1+r^{2}\right) y^{2} & \geq r^{4}+r^{2}-(1-x)^{2}-r^{2}\left(r^{2}+x\right)^{2} \\
& =\left(r^{4}+r^{2}-1-r^{6}\right)+2\left(1-r^{4}\right) x-\left(1+r^{2}\right): r^{2} \\
& =-\left(1+r^{2}\right)\left(\left(1-r^{2}\right)-x\right)^{2}
\end{aligned}
$$

The last inequality is obviously always satisfied, with the strict inequality holding everywhere, except in the polar hyperplane $\mathcal{P}_{\mathcal{S}}$.

Definition 2.3.2. For every operator $A$ in $\mathbf{B}(\mathcal{H})$ define a real function $\Delta_{A}: \mathcal{S} \longrightarrow \mathbb{R}$ as follows:

$$
\Delta_{A}(f)=\frac{1}{r^{2}\left(1-r^{2}\right)} \operatorname{Re}\left\langle A f, f_{0}-f\right\rangle
$$

Remark 2.3.3. Note that $\Delta_{A}$ is a "normalization" of the function $\operatorname{Re}\left\langle A f, f_{0}-f\right\rangle$ in Lemma 2.3.1.

From the definition of the set $\mathcal{P}_{\mathcal{S}}$ it follows that every vector $f$ in $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$ can be decomposed as $f=\left(1-r^{2}\right) f_{0}+r \sqrt{1-r^{2}} g$, where $g \perp \int_{0}$ and $\|g\| \leq 1$. Consequently,

$$
\begin{align*}
\Delta_{A}(f) & =\operatorname{Re}\left\langle A\left(f_{0}+\frac{r}{\sqrt{1-r^{2}}} g\right), f_{0}-\frac{\sqrt{1-r^{2}}}{r} g\right\rangle \\
& =\operatorname{Re}\left\langle A f_{0}, f_{0}\right\rangle-\operatorname{Re}\langle A g, g\rangle-\operatorname{Re}\left\langle\left(\frac{\sqrt{1-r^{2}}}{r} A-\frac{r}{\sqrt{1-r^{2}}} A^{*}\right) f_{0}, g\right\rangle \tag{2.3.1}
\end{align*}
$$

In particular, for the identity operator $I$ on $\mathcal{H}$, we have $\Delta_{I}(f)=1-\|g\|^{2}$. Therelore, $\Delta_{I} \geq 0$ on $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$, with the equality $\Delta_{I}(f)=0$ holding if an only if $\int \in \mathcal{P}_{\mathcal{S}} \cap \partial \mathcal{S}$.

Observe that the function $\Delta_{A}: \mathcal{S} \longrightarrow \mathbb{R}$ is norm continuous, but it is in general not, weakly continuous, due to the prescnce of the quadratic form $\operatorname{Rc}\langle\Lambda g, g\rangle=\langle(\operatorname{Rc} \Lambda) g, g\rangle$ in (2.3.1).

The next lemma imposes an additional condition on the operator $\Lambda$ that guarantees the existence of a weak neighborhood of $\int$ in $\mathcal{S}$ on which $\Delta_{A}$ is positive.

Lemma 2.3.3. Suppose $f$ is a vector in the polar hyperplane $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$, satisfying the following strict inequality for some $A \in \mathbf{B}(\mathcal{H})$ :

$$
\Delta_{A}(f)>\|\operatorname{Re} A\|_{\mathrm{ess}} \Delta_{I}(f)
$$

Then there exists a positive number $\delta>0$, together with a weak neighborhood $\mathcal{W}$ of $f$, such that for every $h \in \mathcal{W} \cap \mathcal{S}$ :

$$
\Delta_{A}(h)>\|\operatorname{Re} A\|_{\text {ess }}\left|\Delta_{I}(h)\right|+\delta
$$

Proof. By the hypothesis, there exists a positive number $\delta>0$ such that:

$$
\begin{equation*}
\Delta_{A}(f)>\|\operatorname{Re} A\|_{\mathrm{ess}} \Delta_{I}(f)+5 \delta \tag{2.3.2}
\end{equation*}
$$

For any positive number $0<\varepsilon<r^{2}$, define a weak neighborhood $\mathcal{W}_{\varepsilon}$ of $\mathcal{P}_{\mathcal{S}}$ :

$$
\mathcal{W}_{\varepsilon}=\left\{h \in \mathcal{H}| | 1-r^{2}-\left\langle h, f_{0}\right\rangle \mid<\varepsilon\right\} .
$$

Every vector $h \in \mathcal{W}_{\varepsilon} \cap \mathcal{S}$ can be decomposed as $h=\left\langle h, f_{0}\right\rangle f_{0}+g$, where $g \perp f_{0}$ and

$$
\|g\|^{2} \leq r^{2}-\left|1-\left\langle h, f_{0}\right\rangle\right|^{2}<r^{2}-\left(r^{2}-\varepsilon\right)^{2}
$$

Bstimating roughly, we conclude:

$$
\begin{aligned}
\Delta_{l}(h) & =\frac{\operatorname{Re}\left(\left\langle h, f_{0}\right\rangle\left(1-\overline{\left\langle h, f_{0}\right\rangle}\right)\right)-\|g\|^{2}}{r^{2}\left(1-r^{2}\right)} \\
& >\frac{\left(1-r^{2}-\varepsilon\right)\left(r^{2}-\varepsilon\right)-r^{2}+\left(r^{2}-\varepsilon\right)^{2}}{r^{2}\left(1-r^{2}\right)}>-\frac{3 \varepsilon}{r^{2}\left(1-r^{2}\right)}
\end{aligned}
$$

Therefore, a weak neighborhood $\mathcal{W}_{\varepsilon}$ of $\mathcal{P}_{\mathcal{S}}$, such that $\|\operatorname{Re} A\|_{\text {ess }} \Delta_{I}(h)>-\delta$, for every vector $h \in \mathcal{W}_{\varepsilon} \cap \mathcal{S}$, can be obtained by setting

$$
\varepsilon=\frac{\delta r^{2}\left(1-r^{2}\right)}{1+3\|\operatorname{Re} A\|_{\mathrm{ess}}}
$$

A straightforward calculation yields:

$$
\begin{equation*}
\Delta_{A}(f+g)=\Delta_{A}(f)+\frac{1}{r^{2}\left(1-r^{2}\right)}\left(\operatorname{Rc}\left\langle A g, f_{0}-f\right\rangle-\operatorname{Re}\langle A f, g\rangle-\operatorname{Re}\langle A g, y\rangle\right) \tag{2.3.3}
\end{equation*}
$$

Proposition 2.2 .1 implies the existence of a weak neighborhood $\mathcal{W}_{1}$ of 0 , such that for every vector $g \in \mathcal{W}_{1}$, with $\|g\| \leq 2$ :

$$
\begin{equation*}
\operatorname{Re}\langle A g, g\rangle<\|\operatorname{Re} A\|_{\mathrm{ess}}\|g\|^{2}+r^{2}\left(1-r^{2}\right) \delta \tag{2.3.4}
\end{equation*}
$$

Clearly, by the weak-continuity of both sides of the inequality, there exists a weak neighborhood $\mathcal{W}_{2}$ of 0 , such that for $g \in \mathcal{W}_{2}$ :

$$
\begin{align*}
\operatorname{Re}\left\langle A g, f_{0}-f\right\rangle & -\operatorname{Re}\langle A f, g\rangle> \\
& \|\operatorname{Re} A\|_{\text {ess }}\left(\operatorname{Re}\left\langle g, f_{0}-f\right\rangle-\operatorname{Rc}\langle f, g\rangle\right)-r^{2}\left(1-r^{2}\right) \delta \tag{2.3.5}
\end{align*}
$$

Let $\mathcal{W}=\mathcal{W}_{\varepsilon} \cap\left(f+\mathcal{W}_{1} \cap \mathcal{W}_{2}\right)$ be a weak neighborhood of $f$. Every vector $h$ in $\mathcal{W} \cap \mathcal{S}$ can be written as $h=f+g$, where $g \in \mathcal{W}_{1} \cap \mathcal{W}_{2}$ and $\|g\|<2$. Putiug the inequalities (2.3.2-2.3.5) together, and using $\|\operatorname{Rc} A\|_{\text {ess }} \Delta_{I}(h)>-\delta$, implies:

$$
\begin{aligned}
\Delta_{A}(h) & =\Delta_{A}(f+g) \\
& =\Delta_{A}(f)+\frac{1}{r^{2}\left(1-r^{2}\right)}\left(\operatorname{Re}\left\langle A g, f_{0}-f\right\rangle-\operatorname{Re}\langle A f, g\rangle-\operatorname{Re}\langle A g, g\rangle\right) \\
& >\|\operatorname{Re} A\|_{\text {ess }}\left(\Delta_{I}(f)+\frac{1}{r^{2}\left(1-r^{2}\right)}\left(\operatorname{Re}\left\langle g, f_{0}-f\right\rangle-\operatorname{Re}\langle f, g\rangle-\operatorname{Re}\langle g, g\rangle\right)\right)+3 \delta \\
& =\|\operatorname{Re} A\|_{\text {ess }} \Delta_{I}(f+g)+3 \delta \\
& =\|\operatorname{Re} A\|_{\text {ess }} \Delta_{I}(h)+3 \delta \\
& >\|\operatorname{Re} A\|_{\text {ess }}\left|\Delta_{I}(h)\right|+\delta .
\end{aligned}
$$

Consequently, $\mathcal{W}$ is a weak neighborhood of $f$, with the required property.

### 2.4 The Main Result

We are now ready to give the main result of this chapter, which is quite technical, but applicable to several situations discussed later.

Proposition 2.4.1. Let $\mathcal{A} \subset \mathbf{B}(\mathcal{H})$ be a convex subset of bounded linear operators ac:ing on a real or complex: Hilbert space $\mathcal{H}$. Fix a unit vector $f_{0} \in \mathcal{H}$ and choose a posilive number $r \in(0,1)$. Suppose that for every vector $g \perp f_{0}$ and $\|g\| \leq 1$, there oxisls an operator $A \in \mathcal{A}$, satisfying the following strict inequality:

$$
\begin{equation*}
\operatorname{Re}\left\langle A\left(f_{0}+\frac{r}{\sqrt{1-r^{2}}} g\right), f_{0}-\frac{\sqrt{1-r^{2}}}{r} g\right\rangle>\|\operatorname{Re} A\|_{\text {ess }}\left(1-\|g\|^{2}\right) \tag{2.4.1}
\end{equation*}
$$

Then $\mathcal{A}$ contains an operator $A_{0}$, with an eigenvector in the st $t$

$$
\mathcal{S}=\left\{f \in \mathcal{H} \mid \quad\left\|f_{0}-f\right\| \leq r\right\}
$$

and the corresponding cigenvalue $\lambda$ satisfies the condition: $|\operatorname{Re} \lambda|>\left\|\operatorname{Re} A_{0}\right\|_{\text {ess }}$.

Proof. Introducing the polar hyperplane $\mathcal{P}_{\mathcal{S}}$ as before, observe that by (2.3.1) the condition (2.4.1) implies that every vector in $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$ satisfies the hypothesis of Lemma 2.3.3 for some operator $A \in \mathcal{A}$. Consequently, for every vector $f$ in $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$ there exists an operator $A \in \mathcal{A}$, together with a (basic) weak neighborhood $\mathcal{W}$ of $f$, and a positive number $\delta$, such that for every $h \in \mathcal{W} \cap \mathcal{S}$ :

$$
\Delta_{A}(h)>\|\operatorname{Re} A\|_{\text {ess }}\left|\Delta_{I}(h)\right|+\delta
$$

By Lemma 2.3.1 there exists a positive number $\mu$ such that the operator $I+\varepsilon A$ maps the set $\mathcal{W} \cap \mathcal{S}$ into $\mathcal{S}$ whenever $\varepsilon \in(0, \mu)$.

In this way we obtain a weakly open cover of $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$ with basic neighborhoods. By the weak-compactness of the set $\mathcal{P}_{\mathcal{S}} \cap \mathcal{S}$, there exists a finite subcover $\mathcal{W}_{1}, \ldots, \mathcal{W}_{n}$,
together with the operators $A_{k}$ in $\mathcal{A}$, and positive numbers $\mu_{k}>0$, such that for $\varepsilon \in\left(0, \mu_{k}\right)$ the operator $I+\varepsilon A_{k}$ maps the set $\mathcal{W}_{k} \cap \mathcal{S}$ inlo $\mathcal{S}$, and

$$
\begin{equation*}
\Delta_{A_{k}}(h)>\left\|\operatorname{Re} A_{k}\right\|_{\text {ess }}\left|\Delta_{I}(h)\right| \tag{2.4.2}
\end{equation*}
$$

for every $h \in \mathcal{W}_{k} \cap \mathcal{S}$.
Define the weakly open set $\mathcal{W}_{0}=\left\{f \in \mathcal{H}| |\left\langle f, \int_{0}\right\rangle-\left(1-r^{2}\right) \mid>0\right\}$. Associated with the set $\mathcal{W}_{0}$ is its continuous indicator function $\Gamma_{0}: \mathcal{H} \longrightarrow[0, \infty)$ :

$$
\Gamma_{0}(f)=\left|\left\langle f-f_{0}\right\rangle-\left(1-r^{2}\right)\right|
$$

and the function $\Lambda_{0}: \mathcal{S} \longrightarrow \mathcal{S}$, defined in Lemma 2.3.2: $\Lambda_{0}(f)=\left(r^{2}+\left\langle J, J_{0}\right\rangle\right)^{-1} f$.
Fix a positive number $\varepsilon \in\left(0, \min \left\{\mu_{1}, \ldots, \mu_{n}\right\}\right)$, and recall that every basir woak neighborhood $\mathcal{W}_{k}$ admits a continuous indicator function $\Gamma_{k}: \mathcal{S} \longrightarrow[0,1]$, defined by (2.1.2). Each point, $f \in \mathcal{S}$ lies at least in one ncighborhood $\mathcal{W}_{k}(k=0, \ldots, n)$, therefore the sum $\sum_{j=0}^{n} \Gamma_{j}(f)$ is strictly positive for all vectors $f \in \mathcal{S}$. Hence, the functions $\alpha_{k}: \mathcal{S} \longrightarrow[0,1]$,

$$
\alpha_{k}(f)=\frac{\Gamma_{k}(f)}{\sum_{j=0}^{n} \Gamma_{j}(f)} \quad(k=0, \ldots, n)
$$

are well defined and weakly continuous on $\mathcal{S}$. Also, $\sum_{k=0}^{n} \alpha_{k}(f)=1$ for every $\int \in \mathcal{S}$, and $\alpha_{k}(f)>0$ if and only if $f \in \mathcal{W}_{k}$.

The Lomonosov function $\Lambda: \mathcal{S} \longrightarrow \mathcal{S}$, in the Lomonosov space $\mathcal{L}\left(\mathcal{A} \cup \Lambda_{0}\right)$, associated with the set of functions $\mathcal{A} \cup \Lambda_{0} \subset C(\mathcal{S}, \mathcal{H})$, is defined by

$$
\Lambda(f)=\frac{\alpha_{0}(f)}{r^{2}+\left\langle f, f_{0}\right\rangle} f+\sum_{k=1}^{n} \alpha_{k}(f)\left(I+\varepsilon \Lambda_{k}\right) f .
$$

Observe, that $\Lambda(f)$ is a convex combination of the elements in $\mathcal{S}$, and consequently, $\Lambda$ maps the set $\mathcal{S}$ into itself (weak-continuously).

The Schauder-Tychonoff Fixed Point Theorem implies that the Lomonosov function $\Lambda: \mathcal{S} \longrightarrow \mathcal{S}$ has a fixed point $f_{1} \in \mathcal{S}$. From $\Lambda\left(f_{1}\right)=f_{1}$, we conclude:

$$
\begin{aligned}
\varepsilon\left(\sum_{k=1}^{n} \alpha_{k}\left(f_{1}\right) A_{k}\right) f_{1} & =\left(1-\frac{\alpha_{0}\left(f_{1}\right)}{r^{2}+\left\langle f_{1}, f_{0}\right\rangle}-\sum_{k=1}^{n} \alpha_{k}\left(f_{1}\right)\right) f_{1} \\
& =\alpha_{0}\left(f_{1}\right)\left(1-\frac{1}{r^{2}+\left\langle f_{1}, f_{0}\right\rangle}\right) f_{1}
\end{aligned}
$$

Outside the set $\mathcal{W}_{1} \cup \ldots \cup \mathcal{W}_{n}$ the function $\Lambda$ equals $\Lambda_{0}$ and has no fixed points. Consequently, $f_{1} \in \mathcal{W}_{k}$ for at least one index $k \in\{1, \ldots, n\}$, and $\sum_{j=1}^{n} \alpha_{j}\left(f_{1}\right)>0$. Set

$$
\beta_{k}=\frac{\alpha_{k}\left(f_{1}\right)}{\sum_{j=1}^{n} \alpha_{j}\left(f_{1}\right)}=\frac{\alpha_{k}\left(f_{1}\right)}{1-\alpha_{0}\left(f_{1}\right)}, \quad(k=1, \ldots, n)
$$

Then $A_{0}=\sum_{k=1}^{n} \beta_{k} A_{k}$ is an operator in the convex set $\mathcal{A}$. Clearly, $f_{1} \in \mathcal{S}$ is an eigenvector for $A_{0}$, corresponding to the eigenvalue $\lambda$ :

$$
\begin{equation*}
\lambda=\frac{\alpha_{0}\left(f_{1}\right)}{\varepsilon\left(1-\alpha_{0}\left(f_{1}\right)\right)}\left(1-\frac{1}{r^{2}+\left\langle f_{1}, f_{0}\right\rangle}\right) \tag{2.4.3}
\end{equation*}
$$

Recall that by (2.4.2) the strict inequality $\Delta_{A_{k}}\left(f_{1}\right)>\left\|\operatorname{Re} A_{k^{\prime}}\right\|_{\text {ess }}\left|\Delta_{I}\left(f_{1}\right)\right|$ is satisfied whenever $\alpha_{k}\left(f_{1}\right)>0$ (or equivalently $\beta_{k}>0$ ). Therefore, nonnegativity of the coefficients $\beta_{k}$ and subadditivity of the essential norm, imply

$$
\Delta_{A_{0}}\left(f_{1}\right)=\sum_{k=1}^{n} \beta_{k} \Delta_{A_{k}}\left(f_{1}\right)>\sum_{k=1}^{n} \beta_{k}\left\|\operatorname{Re} A_{k}\right\|_{\text {ess }}\left|\Delta_{I}\left(f_{1}\right)\right| \geq\left\|\operatorname{Re} A_{0}\right\|_{\text {ess }}\left|\Delta_{I}\left(f_{1}\right)\right|
$$

By (2.4.3) the sign of $\operatorname{Im} \lambda$ is the same as the $\operatorname{sign}$ of $\operatorname{Im}\left\langle f_{1}, f_{0}\right\rangle=\operatorname{Im}\left\langle f_{1}, f_{0}-f_{1}\right\rangle$. Hence, from $A_{0} f_{1}=\lambda f_{1}$ and $\Delta_{A_{0}}\left(f_{1}\right)>\left\|\operatorname{Re} A_{0}\right\|_{\text {ess }}\left|\Delta_{I}\left(f_{1}\right)\right|$, we conclude:

$$
\begin{aligned}
|\operatorname{Re} \lambda|\left|\Delta_{I}\left(f_{1}\right)\right| & \geq(\operatorname{Re} \lambda) \Delta_{I}\left(f_{1}\right)=\frac{1}{r^{2}\left(1-r^{2}\right)} \operatorname{Re} \lambda \operatorname{Re}\left\langle f_{1}, f_{0}-f_{1}\right\rangle \\
& \geq \frac{1}{r^{2}\left(1-r^{2}\right)}\left(\operatorname{Re} \lambda \operatorname{Re}\left\langle f_{1}, f_{0}-f_{1}\right\rangle-\operatorname{Im} \lambda \operatorname{Im}\left\langle f_{1}, f_{0}-f_{1}\right\rangle\right) \\
& =\frac{1}{r^{2}\left(1-r^{2}\right)} \operatorname{Re}\left\langle\lambda f_{1}, f_{0}-f_{1}\right\rangle=\Delta_{A_{0}}\left(f_{1}\right)>\left\|\operatorname{Re} A_{0}\right\|_{\text {ess }}\left|\Delta_{I}\left(f_{1}\right)\right|
\end{aligned}
$$

The strict inequality implies that $\Delta_{I}\left(f_{1}\right) \neq 0$, and consequently $\lambda$ satisfies the required condition: $|\operatorname{Re} \lambda|>\left\|\operatorname{Re} A_{0}\right\|_{\text {ess }}$.

### 2.5 Burnside's Theorem Revisited

V.I. Lomonosov [12] established the following extension of Burnside's Theorem to infinite-dimensional Banach spaces:

Theorem 2.5.1 (V.I. Lomonosov, 1991). Suppose $X$ is a complex Banach space and let $\mathcal{A}$ be a weakly closed proper subalgebra of $\mathbf{B}(X), \mathcal{A} \neq \mathbf{B}(X)$. Then there crists $x \in X^{\prime \prime}$ and $y \in X^{\prime}, \dot{x} \neq 0$ and $y \neq 0$, such that jor cucry $A \in \mathcal{A}$

$$
\begin{equation*}
\left|\left\langle x, A^{\prime} y\right\rangle\right| \leq\|A\|_{\mathrm{ess}} . \tag{2.5.1}
\end{equation*}
$$

The techniques introduced in the proof of this theorem, based on the argument, of the celebrated de Branges' proof of the Stone-Weierstrass Theorem [3], received further attention in [1, 4]. Although in the Hilbert space case Theorem 2.5.1 is equivalent to another theorem, also given in [12], wo take a diflerent point of viow and employ Proposition 2.4.1 to obtain a stronger extension of Burnside's 'Theorem to infinite-dimensional Hilbert, spaces.

The condition (2.5.1) is equivalent to the existence of unil elemonts $x \in X^{\prime \prime}$ and $y \in X^{\prime}$, and a nonnegative constant $C$ (depending on $\left.\mathcal{A}\right)$, such that

$$
\begin{equation*}
\left|\left\langle x, A^{\prime} y\right\rangle\right| \leq C\|A\|_{\text {ess }}, \quad \text { for all } A \in \mathcal{A} \tag{2.5.2}
\end{equation*}
$$

In general, the constant $C$ depends on the space $X$, and the algebra $\mathcal{A}$. It is not, clear that on every Banach space there exists an upper bound for $C$, satistying the condition (2.5.2), with respect to all proper weakly closed subalgebras of $\mathbf{B}(X)$. An example of such a space would certainly be of some interest. On the other hand, an affirmative answer to the Transitive Algebra Problem [16] is equivalent to $C^{\prime}=0$.

At the moment we can provide no results concerning the estimates for the constant (' in any infinite-dimensional Banach space, other than a Hilbert space. The next theorem implics that on a complex Hilbert space the constant $C$ is at most one.

Theorem 2.5.2. Suppose $\mathcal{H}$ is a complcx IIlbert space and let $\mathcal{A}$ be a weakly closed subalycbra of $\mathbf{B}(\mathcal{H}), \mathcal{A} \neq \mathbf{B}(\mathcal{H})$. Then there exist nonzero vectors $f, h \in \mathcal{H}$, such that for all $\Lambda \in \mathcal{A}$ :

$$
\begin{equation*}
|\operatorname{Re}\langle A f, h\rangle| \leq\|\operatorname{Re} A\|_{\mathrm{css}}\langle f, h\rangle . \tag{2.5.3}
\end{equation*}
$$

Proof. Suppose not; then the hypothesis of Proposition 2.4.1 is satisfied for every unit vector $f_{0}$ and any positive number $r \in(0,1)$. Consequently, the algebra $\mathcal{A}$ contains an operalor $A_{0}$ with an eigenvalue $\lambda$, satisfying the condition:

$$
|\operatorname{Re} \lambda|>\|\operatorname{Re} A\|_{\text {ess }} .
$$

Proposition 2.2 .2 implies that the algebra $\mathcal{A}$ contains a nonzero finite-rank operator. Therefore [16, Theorem 8.2], the (transitive) algebra $\mathcal{A}$ is weakly dense in $\mathbf{B}(\mathcal{H})$, contradicting the assumption $\mathcal{A} \neq \mathbf{B}(\mathcal{H})$.

Remark 2.5.1. Note that (after arbitrary choosing the unit vector $f_{0}$ and then letting $r \longrightarrow 0$ ) the argument in the proof of Theorem 2.5 . 2 shows that the set of all vectors $f \in \mathcal{H}$ for which there exists a nonzero vector $g \in \mathcal{H}$ satisfying the condition (2.5.3) is dense in $\mathcal{H}$.

Corollary 2.5.3. Suppose $\mathcal{H}$ is a complex Hilbert space and let $\mathcal{A}$ be a weakly closed subalgebra of $\mathbf{B}(\mathcal{H}), \mathcal{A} \neq \mathbf{B}(\mathcal{H})$. Then there exist unit vectors $f, h \in \mathcal{H}$, such that for all $A \in \mathcal{A}$ :

$$
\begin{equation*}
|\langle A f, h\rangle| \leq\|A\|_{\mathrm{ess}} . \tag{2.5.4}
\end{equation*}
$$

Proof. By Theorem 2.5.2 there exist unit vectors $f, h \in \mathcal{H}$, such that for every $A \in \mathcal{A}$

$$
|\operatorname{Re}\langle A f, h\rangle| \leq\|\operatorname{Rc} A\|_{\text {ess }} .
$$

Set

$$
\xi=\left\{\begin{array}{cl}
1 & \text { if }\langle A f, h\rangle=0 \\
\frac{\langle A f, h\rangle}{|A f, h\rangle \mid} & \text { otherwise }
\end{array}\right.
$$

Then

$$
|\langle A f, h\rangle|=|\operatorname{Re}\langle\xi A f, h\rangle| \leq\|\operatorname{Re}(\xi A)\|_{\mathrm{ess}} \leq\|\xi A\|_{\mathrm{ess}}=\|A\|_{\mathrm{css}},
$$

and consequently, the condition (2.5.4) is weaker than (2.5.3).

The following definition yields an alternative formulation of the extended Burnside's Theorem.

Definition 2.5.1. A vector $f \in \mathcal{H}$ is called essentially cyclic for an algebta $\mathcal{A} \subset$ $\mathbf{B}(\mathcal{H})$, if for every nonzero vector $h \in \mathcal{F}_{i}$ there exists an operator $A \in \mathcal{A}$ such that,

$$
\operatorname{Rc}\langle A f, h\rangle>\|\operatorname{Re} A\|_{\text {ess }}\|f\|\|h\| .
$$

We say that a subalgebra $\mathcal{A}$ of $\mathbf{B}(\mathcal{H})$ is essentially transilive if every nonzero vector is essentially cyclic for $\mathcal{A}$.

Remart 2.5.2. Note that our definition of essentially transitive algebras does not, coincide with the definition in [12]. In view of the discussion preceding Theorem 2.5.2, we required that $C$ is at most one in the definition of essential transitivity, while the definition in [12] assumes no upper bound on $C$.

According to Definition 2.5.1, every essentially cyclic vector $\int \in \mathcal{H}$ is also cyclic for $\mathcal{A}$, i.e. the orbit $\{A f \mid A \in \mathcal{A}\}$ is dense in $\mathcal{H}$. Consequently, an essentially i, ransitive algebra is also transitive, as defined in [16].

Theorem 2.5 .2 can be restated as the following solution of the "Essentially Transilive Algebra Problem".

Theorem 2.5.4. An cssentially transilive algebra of operators acting on a complex Ifilbert space $\mathcal{H}$, is weakly dense in $\mathbf{B}(\mathcal{H})$.

Remark 2.5.3. The reader may have noticed that, by Propositions 2.4.1 and 2.2.2, an essentially transitive algebra $\mathcal{A}$, acting on a real Hilbert space, still contains a finiterank operator in its norm closure. However, in the case of a real Hilbert space this is not enough in order to conclude that $\mathcal{A}$ is weakly dense in $\mathbf{B}(\mathcal{H})$. A commutative algebra $\mathcal{J}$, generated by the matrix

$$
J=\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]
$$

is an example of a proper essentially transitive algebra acting on $\mathbb{R}^{2}$. The tensor product $\mathbf{B}(\mathcal{H}) \otimes \mathcal{J}$ is an example of such an algebra acting on $\mathcal{H} \oplus \mathcal{H}$. However, the existence of a nonzero finite-rank operator in the closure of an essentially transitive algebra, implies the following commutative version of Theorem 2.5.4, which holds on real or complex infinite-dimensional Hilbert spaces.

Theorem 2.5.5. A commutative algebra $\mathcal{A}$, of operators acting on a real or complex infinite-dimensional Hilbert space, is never essentially transitive.

Proof. By Propositions 2.4.1 and 2.2.2 the (norm) closure of every essentially transitive algebra contains a nonzero finite-rank operator $T$. Since $T A=A T$ for every $A \in \mathcal{A}$, it follows that the range of $T$ is a nontrivial (finite-dimensional) invariant subspace for $\mathcal{A}$, contradicting the (essential) transitivity of $\mathcal{A}$.

## Chapter 3

## On Invariant Subspaces of Essentially Self-Adjoint Operators

An application of the main result of the previous chapter to the algebra gencrated by an essentially self-adjoint operator $A$ yields the existence of nonzero vectors :a,y, $\mathcal{H}$ such that $\tau(p)=\langle p(A): x, y\rangle$ is a positive functional on the space of all polynomials on the essential spectrum of $A$. This result immediately implies the existence of real invariant subspaces for essentially self-adjoint operators acting on a complex lithort, space. Elementary convex analysis techniques, applied to the space of certain vection states, yield the existence of invariant subspaces for essentially self- adjoint operators acting on an infinite-dimensional real Hilbert spacc.

### 3.1 Introduction

The existence of invariant subspaces for compact perturbations of self-adjoim, operators appears to be one of the most difficult questions in the theory of invariant subspaces [13]. The positive results about the existence of the invariand subspaces for the Schatten-class perturbations of self-adjoint operators, acting on a complex Hilbert space, date back to the late 1950 's. For the facts concerning such operators
see Chapter 6 in [16], where a brief history of the problem, together with the references to the related topics is given. The proofs of those results are based on the concept of the separation of spectra. However, Ljubič and Macaev [10] showed that there is no general spectral theory by constructing an example of an operator $A$ such that, $\sigma(A \mid \mathcal{M})=[0,1]$ whenever $\mathcal{M}$ is a nonzero invariant subspace for $A$. This suggests that different techniques might be needed to establish the existence of invariant subspaces for essentially self-adjoint operators.

The fact that the right-hand side of the inequality (2.4.1) depends only on the essential norm of the real part of the operator $A$, suggests that Proposition 2.4.1 might have applications to the invariant subspace problem for compact perturbations of selfadjoint, operators. In this chapter we apply Proposition 2.4.1 in order to construct positive functionals $\tau(p)=\langle p(A) x, y\rangle$ on the space of all polynomials restricted to the cssential spectrum of $A$. Finally, in the case when the underlying Hilbert space is real, the existence of invariant subspaces for $A$ is established after solving an extreme problem concerning certain convex subspaces of vector states.

Definition 3.1.1. Suppose $\mathcal{H}$ is a real or complex Hilbert space. An operator $A \in$ $\mathbf{B}(\mathcal{H})$ is called essentially self-adjoint, if $\pi(A)$ is a self-adjoint element in the Calkin algebra. $\mathbf{B}(\mathcal{H}) / \mathcal{K}(\mathcal{H})$, where $\pi: \mathbf{B}(\mathcal{H}) \longrightarrow \mathbf{B}(\mathcal{H}) / \mathcal{K}(\mathcal{H})$ is the quotient mapping.

Remark 3.1.1. Clearly, by definition of the Calkin algebra, $A$ is essentially self-adjoint il and only if $A=S+K$, where $S \in \mathbf{B}(\mathcal{H})$ is self-adjoint and $K$ is a compact operator. Hence, saying that $A$ is essentially self-adjoint, is the same as saying that $A$ is a compact perturbation of a self-adjoint operator. Note, however, that this is false if we replace self-adjoint operators by normal ones.

### 3.2 On Real Invariant Subspaces

Recently V.I. Lomonosov [13] proved that every essentially self-adjoint operator acting on a complex Hilbert space has a nontrivial closed real invariant subspace. We give an alternative proof, based on Proposition 2.4.1, and thus introduce the idea that will be later generalized in order to yield the existence of proper invariant, subspaces for essentially self-adjoint operators acting on a real Hilbert space.

Recall that a real subspace of a complex Hilbert space $\mathcal{H}$ is a subset that is closed under addition and multiplication by the real scalars. A real subspace $\mathcal{M} \subset \mathcal{H}$ is invariant for an operator $A \in \mathbf{B}(\mathcal{H})$ if and only if $\mathcal{M}$ is invariant under all operators in the real algebra generated by $A$, i.e. the algebra of all real polynomials in $A$.

Proposition 3.2.1. Suppose $\mathcal{H}$ is an infinile-dimensional complextlillort, space and let $\mathcal{A}$ be a convex set of commuting essentially self-adjoint operalors. Then the sel of non-cyclic vectors for $\mathcal{A}$ is dense in $\mathcal{H}$.

Proof. Suppose not; then there exisis a unit vector $\int_{0}$ and a posilive number $r \in(0,1)$ such that all vectors in the set

$$
\mathcal{S}=\left\{f \in \mathcal{H} \left\lvert\,\left\|\int_{0}-f\right\| \leq \frac{r}{\sqrt{1-r^{2}}}\right.\right\}
$$

are cyclic for $\mathcal{A}$. In particular, for every vector $g \in \mathcal{H}$ and $\|g\| \leq 1$, there exists an operator $A \in \mathcal{A}$ such that

$$
\operatorname{Re}\left\langle A\left(f_{0}+\frac{r}{\sqrt{1-r^{2}}} g\right),-i\left(\int_{0}-\frac{\sqrt{1-r^{2}}}{r} g\right)\right\rangle>0
$$

or equivalently,

$$
\operatorname{Re}\left\langle i A\left(f_{0}+\frac{r}{\sqrt{1-r^{2}}} g\right), f_{0}-\frac{\sqrt{1-r^{2}}}{r} g\right\rangle>0 .
$$

Since $A$ is an essentially self-adjoint operator, it follows that

$$
\|\operatorname{Im} A\|_{\mathrm{ess}}=\|\operatorname{Re}(i A)\|_{\mathrm{ess}}=0
$$

and consequently the convex set $i \mathcal{A}=\{i A \mid A \in \mathcal{A}\}$, satisfies the hypothesis of Proposition 2.4.1. Therefore, there exists an element $A_{0} \in \mathcal{A}\left(A_{0} \neq z I\right)$, with an eigenvector $f_{1} \in \mathcal{S}$. Since the operators in $\mathcal{A}$ commute, $f_{1}$ cannot be a cyclic vector for $\mathcal{A}$, contradicting the assumption that all vectors in $\mathcal{S}$ are cyclic for $\mathcal{A}$.

Corollary 3.2.2 (V.I. Lomonosov, 1992). Every essentially self-adjoint operator on an infinite--dimensional complex Hilbert space has a nontrivial clv sed real invariant subspace.

Proof. The commutative algebra $\mathcal{A}_{\mathbb{R}}$ of all real polynomials in $A$ consists of essentially self-adjoint operators whenever $A$ is essentially self-adjoint. By Proposition 3.2.1 the set of non-cyclic vectors for $\mathcal{A}_{\mathbb{R}}$ is dense in $\mathcal{H}$. Since for every nonzero vector $f \in \mathcal{H}$ the closure of the orbit $\mathcal{A}_{\mathbb{R}} f=\left\{T f \mid T \in \mathcal{A}_{\mathbb{R}}\right\}$ is a real invariant subspace for $A$, it follows that $A$ has a nontrivial closed real invariant subspace.

Remark 3.2.1. If $A$ is a self-adjoint operator acting on a complex Hilbert space $\mathcal{H}$, then for every vector $f \in \mathcal{H}$ and every real polynomial $p$ we have:

$$
\begin{equation*}
\operatorname{Im}\langle p(A) f, f\rangle=0 \tag{3.2.1}
\end{equation*}
$$

The condition (3.2.1) in fact characterizes self-adjoint operators on a complex Hilbert space [9, p. 103]. Roughly speaking, Proposition 3.2 .1 and its corollary establish a similar fact for essentially self-adjoint operators acting on a complex Hilbert space.

### 3.3 The Space of Vector States

In the previous section we applied our machinery only to the imaginary part of ant essentially self-adjoint operator $A$. An application to the r. . r t yidds the existrence of "vector states" on the space of all polynemials restricted to the essential spectrum of $A$. Before proceeding, we make the fcilowing conventions that hold through the rest of this chapter:

As usual, let $\mathcal{H}$ be an infinite-dimensional real or complex lillbert, space. The underlying field of real or complex numbers (respectively) is denoted by $\mathbb{F}$. Suppose $A \in \mathbf{B}(\mathcal{H})$ is a fixed essentially self-adjoint operator without non-hrivial closed invariant subspaces and let $E$ denote its essential spectrum. Furthermore, wo may assume that $\|A\|_{\text {ess }} \leq 1$, and consequently, $E \subset[-1,1]$. Let $\mathcal{A} \subset \mathrm{B}(\mathcal{H})$ be an algelta generated by $A$, i.e. $\mathcal{A}$ is the algebra of all polynomials $p(A)$ with the cocfficients it the underlying field $\mathbb{F}$.

The algebra of all polynomials with the coefficients in $\mathbb{F}$, equipped with the norm

$$
\|p\|_{\infty}=\max _{t \in E}|p(t)|
$$

is denoted by $\mathcal{P}(E)$.
Definition 3.3.1. Let $\mathcal{D} \subset \mathcal{H}$ be the set of all nonzero vectors $x \in \mathcal{H}$ for which there exists a nonzero vector $y \in \mathcal{H}$ satisfying the following inequality for every polynomial $p \in \mathcal{P}(E)$

$$
\begin{equation*}
\operatorname{Re}\langle p(A) x, y\rangle \leq\|\operatorname{Re} p\|_{\infty}\langle x, y\rangle \tag{3.3.1}
\end{equation*}
$$

Lemma 3.3.1. The set $\mathcal{D}$ is dense in $\mathcal{H}$.

Proof. Since the operator $A$ has no invariant subspaces the condition of Proposi1, ion 2.4.1 is never satisfied for the algebra $\mathcal{A}$. More precisely, for every unit vector $f_{0} \in \mathcal{H}$ and any positive number $r \in(0,1)$ there exists a vector $g \perp f_{0}$ such that for every polynomial $p \in \mathcal{P}(B)$

$$
\operatorname{Re}\left\langlep ( A ) \left( f_{0}+\frac{r}{\left.\left.\sqrt{1-r^{2}} g\right), f_{0}-\frac{\sqrt{1-r^{2}}}{r} g\right\rangle \leq\|\operatorname{Re} p(A)\|_{\text {ess }}\left(1-\|g\|^{2}\right) . . . . . .}\right.\right.
$$

Clearly, for every polynomial $p \in \mathcal{P}(E)$ we have

$$
\|\operatorname{Re} p(A)\|_{\text {ess }}=\|(\operatorname{Re} p)(A)\|_{\text {ess }}=\|\operatorname{Re} p\|_{\infty}
$$

The vectors

$$
x=f_{0}+\frac{r}{\sqrt{1-r^{2}}} g \quad \text { and } \quad y=f_{0}-\frac{\sqrt{1-r^{2}}}{r} g
$$

satisfy the incquality (3.3.1). Letting $r \rightarrow 0$, and replacing the vector $x$ by $\lambda x$, where $\lambda>0$, implies the required density of $\mathcal{D}$.

Lemma 3.3.2. For fixed vectors $x, y \in \mathcal{H}$ define a linear functional $\tau: \mathcal{P}(E) \longrightarrow \mathbb{F}$

$$
\tau(p)=\langle p(A) x, y\rangle
$$

Then $\tau$ is a bounded positive functional on the space $\mathcal{P}(E)$ if and only if the following inequality is satisfied for every polynomal $p \in \mathcal{P}(E)$ :

$$
\operatorname{Re}\langle p(A) x, y\rangle \leq\|\operatorname{Re} p\|_{\infty}\langle x, y\rangle
$$

Proof. Suppose that $\tau$ is a positive functional on $\mathcal{P}(E)$. Then $\operatorname{Re}\langle p(A) x, y\rangle=$ $\langle(\operatorname{Re} p)(A) x, y\rangle$. Since $\|\operatorname{Re} p\|_{\infty}-\operatorname{Re} p$ is a positive polynomial on $E$, we have

$$
\tau\left(\|\operatorname{Re} p\|_{\infty}-\operatorname{Re} p\right)=\left\langle\left(\|\operatorname{Re} p\|_{\infty}-\operatorname{Re} p\right)(A) x, y\right\rangle \geq 0
$$

or equivalently,

$$
\operatorname{Re}\langle p(A) x, y\rangle \leq\|\operatorname{Re} p\|_{\infty}\langle x, y\rangle
$$

Conversely, suppose $\tau$ is not a bounded positive functional on $\mathcal{P}(E)$. Then cither there exists a real polynomial $p$ such that $\operatorname{Im}\langle p(A) x, y\rangle \neq 0$ or $\langle p(A): x, y\rangle<0$ for some positive polynomial $p \in \mathcal{P}(E)$. After replacing $p$ by $\pm i p$ it is casy to sec that $\operatorname{Im}\langle p(A) x, y\rangle \neq 0$ contradicts (3.3.1). Similarly, for a positive polynomial $p$ we have

$$
\left\|\|p\|_{\infty}-p\right\|_{\infty} \leq\|p\|_{\infty} .
$$

Therefore $\langle p(A) x, y\rangle<0$ and $\langle x, y\rangle \geq 0$ imply

$$
\left\langle\left(\|p\|_{\infty}-p(A)\right) x, y\right\rangle>\|p\|_{\infty}\langle x, y\rangle \geq\| \| p\left\|_{\infty}-p\right\|_{\infty}\langle x, y\rangle
$$

contradicting (3.3.1). Finally, in the case when $\langle x, y\rangle<0$ the inequality (3.3.1) lails for the polynomial $p \equiv-1$.

Definition 3.3.2. The set of all bounded positive lincar functionals on $\mathcal{P}(E)$ is denoted by $\mathcal{T}$. For each vector $x \in \mathcal{H}$ definc the set

$$
\mathcal{T}_{x}=\{y \in \mathcal{H} \mid \tau(p)=\langle p(A) x, y\rangle \in \mathcal{T}\}
$$

Lemma 3.3.3. For every vector $x \in \mathcal{H}, \mathcal{T}_{x}$ is a closed convex subsel of $\mathcal{H}$.

Proof. Convexity of the set $\mathcal{T}_{x}$ is obvious. It remains to prove that the complement of $\mathcal{T}_{x}$ is an open subset of $\mathcal{H}$. If $y \notin \mathcal{T}_{x}$ then there exists a positive polynomial $p \in \mathcal{P}(B)$ such that $\langle p(A) x, y\rangle \nsupseteq 0$. In that case there exists a weak neighborhood $\mathcal{W}$ of $y$ such that $\langle p(A) x, z\rangle \nsupseteq 0$ for every $z \in \mathcal{W}$. Consequently, the complement of the sot, $\mathcal{T}_{v ;}$ is a (weakly) open subset of $\mathcal{H}$.

Definition 3.3.3. A positive functional $\tau \in \mathcal{T}$ is called a statc if $\|\tau\|=1$, or equivalently $\tau(1)=1$. The space of all states on $\mathcal{P}(E)$ is denoted by $\mathcal{T}^{\prime}$. Similarly, for every vector $x \in \mathcal{H}$ the set $T_{x}^{\prime}$ is defined by

$$
\mathcal{T}_{x}^{\prime}=\left\{y \in \mathcal{H} \mid \tau(p)=\langle p(A) x, y\rangle \in \mathcal{T}^{\prime}\right\}
$$

Remark 3.3.1. From Lemma 3.3.1 and Lemma 3.3.2 it follows that the set $\mathcal{D}$ of all vectors $x \in \mathcal{H}$ for which the set $\mathcal{T}_{x}$ contains a nonzero vector is dense in $\mathcal{H}$. If $x$ and $y$ are nonzero vectors and $y \in \mathcal{T}_{x}$ then $\langle x, y\rangle \geq 0$. However, since a positive functional always atlains its norm on the identity function, the equality $\langle x, y\rangle=0$ implies that $\tau(p)=\langle p(A) x, y\rangle=0$ for every polynomial $p \in \mathcal{P}(E)$, contradicting the fact that the operator $A$ has no invariant subspaces. Therefore, the set $\mathcal{T}_{x}^{\prime}$ is nonempty for every vector $x$ in a dense set $\mathcal{D} \subset \mathcal{H}$. In fact, for every vector $x \in \mathcal{D}$ the set $\mathcal{T}_{x}^{\prime}$ is the intersection of the cone $\mathcal{T}_{x}$ and the hyperplane $\mathcal{M}_{x}=\{y \in \mathcal{H} \mid\langle y, x\rangle=1\}$. Note also, that for nonzero vectors $x \in \mathcal{D}$ and $y \in \mathcal{T}_{x}$, we have: $\langle x, y\rangle^{-1} y \in \mathcal{T}_{x}^{\prime}$.

By Lemma 3.3 .3 the set $\mathcal{T}_{x}^{\prime}$ is a weakly closed convex subset of $\mathcal{H}$. We show that the set $\mathcal{T}_{x}^{\prime}$ has no extreme points.

Lemma 3.3.4. For every vector $x \in \mathcal{H}$ the set $\mathcal{T}_{x}^{\prime}$ has no extreme points.
Proof. Suppose $y_{0}$ is an extreme point in $\mathcal{T}_{x}^{\prime}$. By definition of the set $\mathcal{T}_{x}^{\prime}$, the functional $\tau^{\prime}(p)=\left\langle p(A) x, y_{0}\right\rangle$ is a state on $\mathcal{P}(E)$. Hence,

$$
\omega(p)=\tau((1-t) p(t))=\left\langle p(A) x,\left(1-A^{*}\right) y_{0}\right\rangle
$$

is a positive functional on $\mathcal{P}(E)$. Consequently,

$$
y_{1}=\left\langle(1-A) x, y_{0}\right\rangle^{-1}\left(1-A^{*}\right) y_{0} \in \mathcal{T}_{x}^{\prime} .
$$

Similarly,

$$
y_{2}=\left\langle(1+A), x, y_{0}\right\rangle^{-1}\left(1+A^{*}\right) y_{0} \in \mathcal{T}_{r}^{\prime}
$$

From

$$
y_{0}=\frac{\left\langle(1-A) x, y_{0}\right\rangle}{2} y_{1}+\frac{\left\langle(1+A) \cdot x, y_{0}\right\rangle}{2} y_{2},
$$

we conclude that $y_{0}=y_{1}=y_{2}$. Therefore, $\left(1-A^{*}\right) y_{0}=\langle(1-A), x, y\rangle y_{0}$ implies that, $y_{0}$ is an eigenvector for $A^{*}$, contradicting the nonexistence of invariant subspaces for the operator $A$.

Corollary 3.3.5. For every vector $x \in \mathcal{H}$ the sel $\mathcal{T}_{2}^{\prime}$ is either emply or unbounded.

Proof. By the Krein-Milman Theorem the set $\mathcal{T}_{x}^{\prime}$ cannot be weakly compact due to the lack of extreme points.

Although the set $\mathcal{T}_{x}^{\prime}$ is unbounded for every vector $x \in \mathcal{D}$, the following lemma shows that it contains no line segments of infinite length. In particular, $\mathcal{T}_{r}^{\prime}$ is a proper subset of the hyperplane

$$
\mathcal{M}_{x}=\{y \in \mathcal{H} \mid\langle y, x\rangle=1\} .
$$

Lemma 3.3.6. Every line segment in $\mathcal{T}_{x}^{\prime}$ has a finilc longth.

Proof. Suppose the set $\mathcal{T}_{x}^{\prime}$ contains a line segment of infinite length. Then there exists a vector $y \in \mathcal{T}_{x}^{\prime}$, and a unit vector $u \perp x$ such that $y+\lambda u \in \mathcal{T}_{a}^{\prime}$ for every $\lambda \geq 0$. For every power $k=0,1, \ldots$, and every vector $z \in \mathcal{T}_{x}^{\prime}$, we have: $\left|\left\langle A^{k} x, z\right\rangle\right| \leq 1 . \Lambda$ pplying this inequality to a vector $y+\lambda u$ and letting $\lambda \rightarrow \infty$ implics that $\left\langle\Lambda^{k} x, u\right\rangle=0$, contradicting the fact that $x$ is a cyclic vector for $A$.

### 3.4 Invariant Subspaces on a Real Hilbert Space

In this scction we use vector states in order to establish the existence of invariant subspaces for essentially self-adjoint operators acting on an infinite-dimensional real IIilbert space. The invariant subspace problem for essentially self-adjoint operator will be translated into an extreme problem and the solution will be obtained upon differentiating certain functions at their extreme. Once again we will employ the differentiability of the Hilbert norm. We start with the following lemma.

Lemma 3.4.1. Suppose $x$ and $y$ are any vectors in $\mathcal{H}$ such that $\operatorname{Re}\langle x, y\rangle=1$. Fix a nonzero oparator $T \in \mathbf{B}(\mathcal{H})$ and let $a=(\|T\|\|x\|\|y\|)^{-1}$. Then for every vector $z \in \mathcal{H}$ the function $\psi(\lambda):(-a, a) \longrightarrow[0, \infty)$, defined by

$$
\psi(\lambda)=\left\|(\operatorname{Re}\langle(1+\lambda T) y, x\rangle)^{-1}(1+\lambda T) y-z\right\|^{2}
$$

is diffcrentiable on $(-a, a)$. Furthermore, if $\psi^{\prime}$ denotes the derivative of $\psi$ then

$$
\psi^{\prime}(0)=2 \operatorname{Re}\left\langle T y, y-z-\left(\|y\|^{2}-\operatorname{Re}\langle y, z\rangle\right) x\right\rangle .
$$

Proof. Since for $\lambda \in(-a, a)$ we have $\operatorname{Re}\langle(1+\lambda T) y, x\rangle>0$, it follows that the function $\psi$ is well defined on $(-a, a)$. In order to compute its derivative $\psi^{\prime}(0)$ first apply the polar identity to $\psi$ and then use the product and chain rules for differentiation. A straightforward calculation yields the required formula.

Definition 3.4.1. For every vector $x \in \mathcal{D}$, define $P_{x}: \mathcal{H} \longrightarrow \mathcal{T}_{x}^{\prime}$ to be the projection to the set $\mathcal{T}_{x}^{\prime}$, i.e. for every $z \in \mathcal{H}$

$$
\left\|P_{x} z-z\right\|=\inf _{y \in \mathcal{T}_{x}^{\prime}}\|y-z\|
$$

Remark 3.4.1. Since for $x \in \mathcal{D}$ the set $\mathcal{T}_{x}^{\prime}$ is nonemply, closed, and convex it follows that the projection $P_{x}$ is well defined on the whole space $\mathcal{H}$.

Lemma 3.4.2. If $x \in \mathcal{D}$ then for every vector $z \in \mathcal{H}$ and curry power $k=0,1, \ldots$, the following condition is satisfied:

$$
\operatorname{Re}\left\langle A^{k}\left(\left(\left\|P_{x} z\right\|^{2}-\operatorname{Re}\left\langle P_{x} z, z\right\rangle\right): x+\left(I-P_{x}\right) z\right), P_{r} z\right\rangle=0
$$

Proof. Let $T=A^{* k}$, and fix a vector $y \in \mathcal{T}_{x}^{\prime}$. The function $\Phi(\lambda):(-1,1) \longrightarrow \mathcal{H}$ is defined by

$$
\Phi(\lambda)=\langle(1+\lambda T) y, x\rangle^{-1}(1+\lambda T) y
$$

The same argument as in the proof of Lemma 3.3.4 shows that $\Phi$ is well defined and $\Phi(\lambda) \in \mathcal{T}_{x}^{\prime}$ for every $\lambda \in(-1,1)$.

Choose any vector $z \in \mathcal{H}$ and consider the function $\psi(\lambda):(-1,1) \rightarrow[0, \infty)$, defined by

$$
\psi(\lambda)=\|\Phi(\lambda)-z\|^{2}
$$

By Lemma 3.4.1 the function $\psi$ is differentiable, and

$$
\psi^{\prime}(0)=2 \operatorname{Re}\left\langle T y, y-z-\left(\|y\|^{2}-\operatorname{Re}\langle y, z\rangle\right) x\right\rangle .
$$

By definition of the projection $P_{x}$ the function $\psi$ attains its global minimum ah the point $\lambda=0$ whenever $y=P_{x} z$. Consequently, $\psi^{\prime}(0)=0$ for $y=P_{s y} z$, which completes the proof.

A remarkable fact is that Lemma 3.4.2 holds on a real or complex infinitedimensional Hilbert space. It is now easy to establish the existence of proper invariant subspaces for essentially self-adjoint operators acting on a real Hilbert space.

Theorem 3.4.3. Every cssentially self-adjoinl operator acting on a real infinitedimensional Hilbert space $\mathcal{H}$ has a nontrivial closed invariant subspace.

Proof. Suppose $A$ is an essentially self-adjoint operator acting on a real infinitedimensional IIlhert space $\mathcal{H}$. We may assume that $\|A\|_{\text {ess }} \leq 1$. If the operator $A$ has no nontrivial invariant subspaces then we can apply Lemma 3.4.2 and Lemma 3.3.6. We will show that this contradicts the non-existence of invariant subspaces for $A$.

On a real Ililbert space Lemma 3.4.2 implies that for every $k=0,1, \ldots$ :

$$
\begin{aligned}
\operatorname{Re}\left\langle A^{k}\left(\left(\left\|P_{x} z\right\|^{2}-\operatorname{Re}\left\langle P_{x} z, z\right\rangle\right) x+\left(I-P_{x}\right) z\right), P_{x} z\right\rangle & = \\
\left\langle A^{k}\left(\left(\left\|P_{x} z\right\|^{2}-\operatorname{Rc}\left\langle P_{x} z, z\right\rangle\right) x+\left(I-P_{x}\right) z\right), P_{x} z\right\rangle & =0 .
\end{aligned}
$$

Since $P_{x} z \neq 0$ it follows that

$$
y_{z}=\left(\left\|P_{x} z\right\|^{2}-\operatorname{Re}\left\langle P_{x} z, z\right\rangle\right) x+\left(I-P_{x}\right) z
$$

is a non-cyclic vector for $\mathcal{A}$ whenever $x \in \mathcal{D}$. The proof is therefore completed if we show that $y_{z} \neq 0$ for a suitable choice of the vector $z \in \mathcal{H}$.

Rccall that the set $\mathcal{T}_{x}^{\prime}$ lies in the hyperplane $\mathcal{M}_{x}=\{y \in \mathcal{H} \mid\langle y, x\rangle=1\}$. By definition of the projection $P_{x}$, the vector $y_{z}=0$ for $z \in \mathcal{M}_{x}$ if and only if $z \in \mathcal{T}_{x}^{\prime}$. Lemma 3.3 .6 implies that $\mathcal{T}_{x}^{\prime}$ is a proper subset of the hyperplane $\mathcal{M}_{x}$ and thus completes the proof.

Remark 3.4.2. Theorem 3.4 .3 yields the existence of invariant subspaces for an essentially self-adjoint operator $A$ acting on a complex Hilbert space, whenever the operator $A$ has a matrix representation with real coefficients. Although considerable efforts have been made to reduce the general complex case to the real one, so far all such attempts have been unsuccessful.

We suggest that further research in this direction is likely going to rewal additional proparties of essentially self-adjoint operators and thus contribute to our undervianding of how such operators act on the underlying llilbert space in terms of inmaiant subspaces.
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