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Abstract

Online adaptation of the Simplified Predictive Control (SPC) from [14] to be used
via IP networks is developed. No knowledge of network delay distributions, delay
bounds or stationarity is assumed. Five protocols are proposed for scheduling the
control tasks and communicating the control data and its usage in the additive feed-
back correction of the predictions. A generic, semi-discrete, analytical study of SPC
is developed for each protocol. Stability analysis of the resulting delay differential
equations (DDEs) allow for an understanding of the twin effects of measurement
timestamping and assumptions regarding the timing of move application. To en-
hance the stability and robustness to random delay of the best performing protocol,
a two-parameter variant of the SPC is formulated and Fuzzy-sensing of the network
delay state is used to Fuzzy-schedule the two parameters of the SPC and adapt to
future delay. A PI-SPC equivalence is developed in both cases of conventional and
networked controls. It allows commonly-used PI control to provide equivalent control
to SPC via a move-to-move PI parameter adaptation. All control methods are im-
plemented as an Application layer protocol in the IP stack with the User Datagram
Protocol (UDP) functioning as a Transport protocol. The implementation is based
on the ns-2 simulator which is modified here to include a controller and necessary
plant agents.

Xiv




Chapter 1

Introduction

1.1 Networked Control Systems: NCS

Industrial control networks, also known as Networked Control Systems (NCS) [34] or
Integrated Control and Communication Systems (ICCS) [15], are attractive because
of cost efficiency and flexibility especially in large scale systems that are geographi-
cally spread out and require extensive cabling. NCSs are also useful in environments
that are harsh or inaccessible to human operators. A summary of control and com-
munication integration prospects and future applications over networks is described
in the report of the “Panel on Future Directions in Control, Dynamics, and Systems”
involving industrial, educational, military, and governmental bodies [40].
Interestingly enough, Paul Baran, one of the researchers involved in the 1960’s
ARPANET project, the origin of the Internet, mentioned that the principle of “re-
dundancy of control and connectivity” was the motivation behind the first packet
switched network project
“The ARPANET stemmed from the need for a resilient control and communica-
tions system that would still provide after surprise attacks by giving connectivity and
control access to military facilities through redundant routes and control centers” [3].
Despite this focus, packet switched networks gained more popularity as a means of
information data exchange and veered from the control redundancy path. Hence, data
communication networks in general were built initially for information data exchange
without hard-real-time constraints in mind: as the network load increases the quality
of service (QoS) of the network decreases and as a result the random communication
delay and packet loss increases degrade the real-time quality of the network.
Random communication delay causes the closed-loop system to become time-
varying, thus it may, depending on the size and nature of the stochastic delays,

degrade the control performance and destabilize the system [34]. Since the real-time

1
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requirement is essential in control systems many specialized dedicated networks were
built specifically for connecting sensors, actuators, controllers, and process monitors.

These local dedicated digital industrial networking technologies, dubbed generi-
cally Fieldbuses, are meant to replace old analogue technologies long used in industrial
instrumentation and automation [41]. Industrial devices such as sensors, actuators,
and controllers connected via Fieldbuses are thereafter dubbed Field Devices. A
large number of Fieldbus technologies are available: AS-Interface, CAN, DeviceNet,
Interbus, ARCNET, ControlNet, Profibus, LonWorks, SwiftNet, WorldFIP, HART
... [41]. Some LAN technologies used originally for information data communication
were adapted for industrial networking: e.g., Industrial Ethernet and the wireless
Bluetooth technology.

Fieldbuses, no different than any shared communication networks, still show com-
munication delay and packet loss. However, the effect of such QoS imperfections on
the real-time quality of the overall system is bounded since the industrial networking
technologies were designed as dedicated systems. As such, they provide the quality of
service required for real-time control with little alteration of the basic control formal-
ism. The effect of the QoS imperfections is bounded in industrial networks mainly

by

e employing centralized link layer medium access methods like token passing
or a master station for polling agents. Furthermore, a transmission priority
scheme can be assigned to packets or nodes. All these techniques are used to
schedule transmissions. This guarantees deterministic upper bounds on inter-

transmission times [18].

e having the industrial network under one authority. The number of field de-
vices, their bandwidth requirements, access privileges, and any other factors
that shape the traffic patterns, are predetermined in the design phase. Network

resources are thus assigned according to predetermined specifications. This re-

sults in highly deterministic traffic or at least deterministic bounds on the traffic

hence on the QoS [39] [18] [37] .

While Fieldbus networks are widespread, especially in the automobile industry,
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the more generally available and cheaper networks such as the Internet have seen less
use in automatic control because of lower quality of service in comparison to that
found in local, dedicated networks.

A chief downside of local industrial networks is their constrained distance of ap-
plication. A partial solution to this problem is the use of the widespread and cheaply
available Internet. It is particularly useful for applications where toleration of a lower
quality of service is coupled with a need for control over a widespread geography.
Hence, research into control strategies that are able to adapt to a lower quality of
service is a rich area that is driving the current development of a range of control
strategies.

In this thesis the focus is on Internet-based (IP-based) NCS. IP networks are best
effort packet-switched shared networks. In other words there are no guarantees on
the QoS. So the assumptions of bounded QoS parameters available in the case of the
dedicated Fieldbuses are unavailable in basic IP networks. Of great interest for NCS
in general and the work in this thesis, is that the characteristics of the communication
delays of the Internet are different from those experienced over Fieldbuses {12]. Note
here that IP networks that can provide QoS guarantees by using QoS and signaling
protocols like DiffServ, IntServ, or MPLS for example, are higher priced than best
effort and are not considered here.

In the remainder of this chapter the focus of this thesis is further discussed within
the context of the current literature. Therefore, a summary of the related work
on Fieldbus-based NCS and Internet-based NCS is presented Sections 1.2-1.5. The
justification of the focus on SPC rather than on matrix-based predictive methods is
detailed in Section 1.6. The equivalence between SPC and PI control is demonstrated
in the absence of communication delays along with the rapid degradation of PI control
relative to SPC control when the delays are present in Section 1.7. The thesis goals,

contributions and organization are outlined in Section 1.8.

1.2 Illustration of NCS

A generic feedback NCS is illustrated in Figure 1.2. The delay from sensor to con-

troller is 7g¢ and from controller to actuator is 7¢4. The total delay through the
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closed-loop which can be looked at as a Round Trip Time (RTT) from and to the

controller is RTT = 1c4 + Tsc-

T
CA

Set Point r U
+

Controller

U

Actuatbr

Plant

Sensor

The measurement available at the controller site at a time ¢ is yo(t) = ys(t — 7sc¢)

and the control move available at the plant site is ua(t) = uc(t — 7c4).

1.3 What can NCS offer?

NCS is useful in

¢ industrial facilities. The field devices can be widespread over a large geographic
area while the control can be centralized in a single place (control center). In

this way, NCS cuts down on the costs of cabling and later in the maintenance

of the systems.

e manufacturing. Machinery manufacturers can provide centralized control as
part of their maintenance package. In fact control solutions provided by the

manufacturers would be more beneficial since they have detailed knowledge of

their machines.
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Building Automation, Control and Management (BACM). It helps provide au-
tomation of the HVAC, water , boiler rooms, and power systems. For example,
the BACM LonWorks technology (ANSI standard EIA-709) is already gaining
popularity. With the EIA-852 standard, LonWorks can be extended over IP

networks.

unreachable areas like space, or harsh environments (deep oceans, polar areas,

or regions devastated by nuclear attacks).

transportation networks. Vehicular Ad-hoc networks (VANET) are the sub-
ject of extensive researches. One of the main applications of VANETS is the
automation and control of moving vehicles. An example is air transportation

systems that already rely on networked monitoring facilities.

distance learning, deployed military facilities (nuclear facilities), or remotely

controlled moving robots (spy planes etc ...)
In general, NCS can provide
e centralized control to distributed plants (one-to-many).

e distributed control to a central plant (many-to-one). This can be useful for
having backup controllers in case the main one fails or if control necessitates

parallel processing.

Simplified control equipment and computational power at the plant side. The
plant will act as a server with the bare minimum requirements of receiving

control moves,measuring, and transmitting measured output.

The Controller side can be as complex as needed. The controller would be
implemented as a client with high computation power and hence complex control

algorithms.
The Internet is an attractive medium for NCS for the following reasons

¢ It is the most widely deployed packet switched internetwork. It is an ubiquitous

medium, that is relatively cheaper than other forms of communication.
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e IP networks in general and the Internet, in particular, provide a generic rather

than a dedicated service that can be useful for a wide range of applications.

e TCP/IP internetWorking protocol suite has undergone and is still undergoing
many improvements in QoS, real-time applications, and communication secu-
rity. Although the main driving force behind the real-time requirements are
the ever growing multimedia applications (like video conferencing, voice over
IP, Internet gaming, online TV), the Internet-based NCS can still benefit from

such improvements.

1.4 Related work in the case of Fieldbus-based NCSs

As mentioned in the previous section, Fieldbuses provide bounds on the QoS param-
eters of the network, thus all related studies assume bounds on the QoS. The QoS
bounds of a control LAN or Fieldbus depend on the characteristics of its Physical
and Data Link layers as seen in the Open Systems Interconnection (OSI) model. The
Physical layer characteristics are mainly represented by the bandwidth and the num-
ber of nodes. The Link layer characteristics are mainly defined by the medium access
protocols and their network resources sharing or transmission scheduling techniques.
These characteristics can be predetermined at the NCS design stage, and after the
deployment stay maintained and monitored by the appropriate authority in charge
of the dedicated LAN or Fieldbus. Such networks are dedicated for the purpose
of industrial control and not for information data exchange like e-mail, HTTP, or
EFTP applications, etc --- Since control applications are subject to far more rigorous
predetermined scheduling than typical Internet applications, such dedicated control
networks have more deterministic characteristics. As an example of such dedicated
networks is the CAN fieldbus deployed in automobiles for communication between
sensors, actuators, and a central computer used for control and monitoring.

Some examples of related network control studies are

e In [15] an augmented state space description of the closed-loop system to ac-

count for periodic delays. Both the controller and the sensor are time-driven.

e In [24] buffers are introduced at both the controller and the actuator sides.
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The sizes of the buffers are obtained from the maximum (worst-case) delays
to be experienced which depends on the assumption of bounded delay. The
introduction of buffers transforms the random delays into deterministic ones,
thus making the system a time-invariant transport lag system. Buffering is used
in multimedia applications over the Internet. This method can adapt to delays
that are longer than the process sampling period but it always assumes longer
delays than necessary which affects control performance. Both the controller
and the sensor are time-driven. An LQG-Optimal controller compensates for

the artificial deterministic delay.

e In [22] the probability of certain delay exceeding a preset maximum value, is
assumed to be known. Both the controller and the sensor are time-driven.
The controller uses an estimator to predict the state of the process when no
measurement is available at the control calculation time. TimeStamping is

used in the estimation. An LQ-Optimal controller is used.

e In [17] the process sampling period is optimized to be just large enough so that
delays have minimal effect on the closed-loop control. It assumes that the delay

is bounded.

e In [25] the NCS design is treated as an optimal stochastic control problem in dis-
crete time domain. In this methodology the sensor is time-driven, the controller
and the actuator are event-driven. Three types of delay distributions are con-
sidered: constant delay, independently random delays with fixed distributions,
independent random delays where the distributions are varying according to
Markovian jumps. In all three cases, the delay distributions and the Markovian
properties are assumed to be exactly known. This methodology also assumes
that the RTT is smaller than the sensor’s sampling period. The methodol-
ogy emphasizes the importance of TimeStamping and clock synchronization in

knowing the history of the process state.
The stability of Fieldbus-based NCSs is emphasized in

e [39]. The total closed-loop delay 7 is assumed constant the sensor is taken to be

time-driven with sampling period h. The study is done both analytically and
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via monte-carlo simulations to determine stability regions as a function of the
ratio of 7 and h. The analytical study used a hybrid (continuous and discrete

) scheme.

e [37]. This study was interested in the scheduling of the network resources among
many control nodes (Sensors, actuators , controllers). A transmission scheduling
protocol “Try-Once-Disregard” (TOD) was developed: the node tries to send
its control data, but when new data is available the old one is discarded. It also
advocated the avoidance of queues in control systems: ”In real-time control
systems, the newest data is the best data”. The study of the NCS stability
in both the TOD scheduling and the conventional static scheduling is based
on the assumption of a Maximum Transmission Interval (MTI) (equivalent to
maximum intertransmission interval): as long as the transfer time is within the
MTI the system is stable. In [37] the study is expanded to investigate the effect

of perturbations on NCS assuming the existence of the M'TI.

1.5 Related work in the case of Internet-based NCSs

As stated earlier, the characteristics of the QoS in the Internet are different from those
of dedicated control networks. The latter possess more deterministic properties. The
QoS characteristics of the Internet depend mainly on the Network layer functionalities
of routing. The communication delay over the Internet results mainly from waiting
in the routing queues. The waiting delay nature of a certain Internet link depends on
the size and the shape of the overall traffic passing through that link. The sources
and characteristics of delay over the Internet will be discussed in more details later.

The Internet has a best effort delivery: there are no guarantees about the size of
the communication delay or the shape of its distribution. Moreover, all best effort
traffic is treated with the same preference. Thus control applications implemented
via the Internet must be designed taking into account probable large delay jumps and
thus expect a certain rate of failure. Large delay jumps mean that one has to live
with the fact that, so far, Internet communication delays are not fully controlled or

predictable [30].
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Note that the Internet can offer differentiated services and guaranteed QoS as
opposed to the regular best effort service for a price.
The following is a summary of some studies and methodologies of Internet-based

NCSs based upon the assumption of differentiated services

e In [32] an event-based methodology is proposed to decrease the dependence of
the closed-loop on time. In this methodology, intermediate set-point references
are scheduled according to network events or the occurrence of certain error

sizes until the process reaches the desired set-point.

e In [30] a useful introduction is provided on the topic of IP-based NCS. The main
focus is on defining the QoS parameters that affect control and it classifies con-
trol applications into different categories depending on their QoS requirements
and tolerance. It discusses the two main philosophies used to integrate Fieldbus
technologies with IP networks: i) the gateway approach where all nodes in the
dedicated control network have native IP implemented on them in addition to
the Fieldbus protocols ii) the tunneling approach where only selected nodes have
IP implemented and these nodes encapsulate the control data into IP datagrams
to connect local and remote field devices via the IP channels. The simulation
example in this study uses the EIA-852 standard regulating the IP tunneling
for the LonWorks Fieldbus (EIA-709) networks. Note that the IP tunneling is
mainly used in the Building Automation, Control, and Management (BACM)
applications like boilers and heating systems control, air quality control, water
systems control... Such applications are classified as ‘soft real-time’. The study

concludes with the importance of control packets sequencing.

¢ In [26] two techniques are simultaneously used to adapt the force-reflecting tele-
operation system: i) the buffering technique where the temporal length of the
buffer is 3 times the delay standard deviation ii) the network state is constantly
monitored and the sampling period of the control system is set accordingly. It
suggests using a state predictor to compensate for lost packets, and a backup
local controller at the plant site to guarantee the safety of the system. Note

that in this research it was assumed that the delay standard deviation is small
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and that the additional delay caused by buffering is negligible.

In [1] the gains of a PI controller are fuzzy scheduled. This is done by mul-
tiplying the output of the PI controller by a factor 3. [ is obtained from a
fuzzy system that is tuned via an offline optimization of some cost functions
that reflect the overshoot, undershoot, and oscillatory behavior under different
delay distributions. The multiplication by 3 of the PI output is equivalent to

scheduling the PI parameters.

In [33] and [35] a study based on the same notion of PI gains scheduling as
in [1] is presented. However, offline simulations, under different generalized
exponential distributions of delay, are used to build a lookup table for the
parameter 3 instead of fuzzy logic. Network delay statistics are gathered, over a
chosen window width, and matched as close as possible to one of the simulation
distributions for looking up the appropriate 8. Both the controller and the
actuator are time-driven: when new data is not available for either of the two,
the latest data is used for computation. Out-of-order packets are ignored in this

control scheme.

In [12] a similar combination of buffering and prediction as in [26] is used. But
in this case two buffers are setup at the controller side and one on the actuator
side. It is assumed that the delay in both directions is bounded: 75¢ < Ts¢ and
Tca < Tca. The controller, the sensor, and the actuator are time-driven with
respective periods A;, A,, and A,. A, is chosen to be a multiple of A, in such
a way to guarantee that enough information is available at the controller side
before a control move is calculated. Received measurements are accumulated
in a buffer at the controller for every period A, and then used to calculate the
same number of control moves that would be sent to the actuator in one packet.
This packet is sent repeatedly to guarantee that it will reach the plant side.
The actuator puts the received moves in a buffer and applies them one by one

at dates equidistant by A, following a FIFO policy.

In [19] a quality-controlled predictive control method, suitable for control of

fast, remote systems subject to significant communication delays, is developed.
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Each move is quality controlled in that it independently satisfies a risk-based
control performance criterion. The method is found to be capable of good
control performance for mild non-stationarity. It is demonstrated on simplified
predictive control (SPC) of a single-input, single-output process. The delay

distribution is known and assumed to be Lognormal.

1.6 Model Predictive Control

Simplified Predictive Control (SPC) belongs to the general class of Model Predictive
Control (MPC) developed by Cutler and Ramaker in the late 70’s [11]. To illustrate
MPC the next subsection discusses the Dynamic Matrix Control (DMC) method first

introduced in [11].

1.6.1 Dynamic Matrix Control

Suppose a linear and time-invariant plant is excited by a step input (open-
loop test) and normalized. An example is shown in Figure 1.1. Let the normalized
continuous open-loop response be denoted p(t).

If p(t) is sampled using a sampling period T the result can be viewed as a control

moves input vector AU that resulted in a plant output vector p

AU = 1 1 1 --- 1 1
(1.1)

D Do P1 P2 -+ DPN-1 PN

Assuming linearity and time-invariance of the plant then it can be predicted that a

step input to the plant of size Augy will give the following input-output vector pair

AUO = A’LLO AUO s AUO Auo

(1.2)
P = Augpo Aup.pr - Aug.py-1 Aug.pn

Moreover a shifted input to the plant of size Au; would yield the following pair of

input-output vectors

AU] = 0 00 .- Au1 Aul s Aul AUI

(1.3)
b = 000 --- A’U,l.po Aul.pl Aul'pN—l Aul.pN



Plant output

Plant Normalized Step Response

12

ﬂ‘ Py
P,
P
P
P,
Py -
time
Plant intput
?
‘ time
- -
2T, 3T, 4T, NT

Figure 1.1: Normalized Step Response




@ Predicted output
Plant output
M Measured output
A P!

A Ve Y. o
Ysen 7 SP2 2 5P Set Point Profile Yy
S

3

y i due to Auj

-
time
Au 1
Jamm———
AuO ;
i time
t t+Ts t+2T S t+3T s

Past g Future
o
=

Figure 1.2: MPC scheme




14

The previous relations will be useful to clarify a basic example given in Figure 1.2,
to illustrate the DMC theory.

In Figure 1.2 suppose that at sampling instant ¢, § is the plant output that will
follow if the controller’s output stays at the value it had before instant ¢. Also suppose
that at instant ¢ the controller is to make a control move Aug. Note that if at instant
t no action was taken by the controller (i.e. no change in controller’s output Aug = 0)
then the process will follow the graph 4. However, if the controller takes action and
imposes a step change control move of size Aug # 0, then by time-invariance and
linearity the predicted plant output at instant ¢ + T (i=1,2...) will be the previous
prediction g; plus the contribution of the step Awug. For example, at time instant
t + T, the plant output is predicted to be 1 + p1.Aug, and at ¢ + Ty it is §a + po. Aug.
Now assume that the controller knows the control move that is going to take place in
the future at instant ¢ + Ty (Awuy). In this case the controller can predict what the
plant output will be in the future by predicting the effect of both Aug and Au; on
the process output. At instant ¢t + T the effect of Aug is p1.Aug and the effect of
Aw, is zero. At instant t + 2T, the effect of Aug is poAug and the effect of Auy is
p1Au,. Similarly, at at instant ¢ + 375 the effect of Aug is p3Aug and the effect of
Awy is paAu; and so on. The predicted effect of Aug is the graph 3, and that of Au,
is the graph y;. The predicted plant output is as follows

At t Unew, = Yo = current sampled value of the plant output
At t+ T Tnews = 1 + P1-Aug (1.4)
At t + 2T Unewy = Y2 + p2.Aug + p1.Ayy
At t + 3T Unews = §3 + P3.AuUo + pa.Auy

The general form of prediction can be viewed as a convolution of the control moves
and the normalized open-loop response p(t). For example the prediction, §(ts) of the
output of the plant at some time tg, starting from 0 initial conditions, if the control

moves Au; (j = 0....n) were applied respectively at times ta; would be

§ts) =Y Au; p(ts — ta;)
j=0

Note that there are two key values in DMC:
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e The prediction horizon N. This is how many sampling instants in the fu-
ture the controller predicts the plant output. This predicted control occurs at
sampling instants ¢, t + Ts, t+ 27, -+ , t+ NT,. This means that the con-
troller predicts the output over N sampling instants into the future. In the set
of equations 1.4 the plant output was only predicted 3 sampling instants in the

future and the prediction horizon N=3.

¢ The control horizon n,. This is how many future control move step changes
are calculated by the controller. These future step changes are denoted Aug, Auy
-+ Auy,,—1. The controller predicts the plant output with n,, control move step
changes happening at sampling instants ¢, ¢t + Ty, t + 2T, --- t+ (n, — 1)Ts.
For example in figure 1.2 and the set 1.4 the controller only predicted two future
control moves Aug and Auy, so in this case the control horizon n, = 2. Note

that Awug is still a future move because it is yet to be sent to the plant.

Part of the process of DMC tuning involves tuning N and n,. N is generally chosen
from an open loop test as the location where the plant output reaches 95% or more
of the steady state value.

Now an error vector can be calculated [e;, ez, €3, --- , en] as shown in Figure
1.2 where €; = Ysp; — Unew;- The curve ys, is known as the set-point profile or
trajectory. It is a desired trajectory that the plant output should follow while
going towards the set-point; y,, can be a straight line equal to the desired set-point
(most aggressive form) or an exponential trajectory with a steady state equal to the
set-point. For simplicity consider the set-point and Y, to be equal to the set-point r.

DMC controller decision making is based on making the best effort so that the
predicted plant output would follow the set-point trajectory as closely as possible.
The basis of DMC decision making will be explained using the simple example of
Figure 1.2.

The prediction of errors, ey, ey and eg3, are as follows
e1 = Yspy — (1 + p1Aug + polAuy) (1.5)

€2 = Ysp, — (J2 + D2Auy + p1Au) (1.6)
e3 = Ysps — (U3 + p3Aug + paAuy) (1.7)
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Let the Performance Index I be

I=e2+el+e] (1.8)

To have the plant output follow the set-point trajectory as close as possible, I in 1.8

should be minimized. In other words at instant ¢ the DMC controller should choose

Aug and Au; so that I is minimum. That can be done by solving for agi - = 0

and 5—2171 = 0. Using equations (1.5, 1.6, and 1.7) to calculate I then partially

differentiating it, leads to the least squares formulation

AU:(PT‘P)—l’PT'[ySP_g] (1-9)
where
pt 0O .
A
P=|p p |; AU= RF (1.10)
Au1
b3 D2
h r
'!,7 = ?32 vy Ysp = T . (111)
U3 T

The above is an example for a DMC controller with a control horizon n, = 2
[Aug, Awuy] and a prediction horizon N = 3 [pg, p1, p2, 3. The more general deriva-

tions for any NV and nu immediately follow.

To summarize, an DMC controller decides at an instant ¢ what control move to
make by finding n, future control move step changes (a current and n, — 1 future
moves) that result in a predicted function f,e,, that has minimum distance (measured

by the performance index) to the set-point profile. Finding the n, control move step
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changes is accomplished using a least squares formulation of equation 1.9, where

pm 0 0 - 0 ] Aug
P2 D o -- 0 Auy
PiNxn,) = . . ] ) s AU, x1y = ] ; (1.12)
PN PN-1 PN-2 '°° PN-ny+1 i Atp, -1
& T
Uo r
Q(Nx1)= Us |5 Uspix1) = [ T - (L.13)
| i | 7 ]

The matrix (PTP) is ill-conditioned because the columns of P are nearly equal, i.e.
they become equal in the limit of zero sampling time where the determinant of PTP
vanishes. For this reason the DMC formulation ill-conditioned to small changes in
sampling time. The ill-conditioning may be reduced by a heuristic multiplication of
the diagonal elements of PTP by a constant or weighted values w; all marginally
greater than 1. This has the blackbox effect of increasing the determinant and reduc-

ing the ill-conditioning. So equation 1.9 becomes
AU = (PT.-P+W)™. PT. [y, — 9] (1.14)

where W is the matrix formed only by the elements of the diagonal of (PTP) each
multiplied by (w; — 1).

Tuning a DMC involves tuning 3 parameters: the control horizon n,,, the predic-
tion horizon N, and the move suppression factor w;. The parameter w; is the trickiest
parameter to tune. The discovery of w; becomes increasingly difficult as the desired

rate of control increases. It must also be re-tuned whenever the sampling time is

changed.

1.6.2 Simplified Predictive Control

SPC [14] is MPC without matrices. In SPC, one move is predicted so that n, = 1.

Besides the simplicitiy of the method it is well-conditioned with respect to changes
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in sampling time. The performance index in equation 1.8 only involves one error e,
which is the error t, seconds into the future, i.e. at ¢t + t,. The one control move

Au,, calculated at time t = nT, to minimize e,, is

Au, =22 (1.15)
Pa

where p, is the value of the normalized open-loop at time t,. The value e, is the
predicted error (predicted distance from the set-point) ¢, seconds into the future.
Note that SPC depends on one parameter [21], 8 (or equivalently @ = 1 — ), which
is equal to the fraction of the normalized open-loop steady-state at £, i.e.

Pa

- ]l-q=-——c
h ¢ Steady-state

A two-parameter SPC arises when in Au,, the term p, is replaced by a new gain

parameter k£ so that

€q

and the gain k is independent of the prediction horizon exp(—t,) =1 — 3.
Continuous approximations for DMC and SPC were developed respectively in [20]
and [21]. In [21] a surprising finding was that the simple SPC algorithm generalizes
the more complicated DMC: for each DMC it is possible to find an equivalent SPC.
Moreover, the SPC is well conditioned on the whole range of the process sampling
period while DMC is not [21]. In this thesis, it is proved that a two-parameter version
of SPC is capable of duplicating Proportional-Integral control (PI). This makes SPC
a PI alternative that does not suffer so greatly from the effects of noise due to com-
munication delays: subsection 1.7.2 shows that an SPC is more robust to the change

in the closed-loop communication delay than an equivalent PI controller.

1.7 Why SPC?

The recourse to model prediction fits naturally with the NCS problem. For example
when the controller receives old information on the state of the plant because of the
delay, model prediction is useful to estimate the most recent state. Missing measure-

ments can also be estimated with model prediction [26]. Many NCS methodologies
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have recourse to state predictor/estimator techniques that are based on model pre-
diction independent of the control method [26] [12]. From this point of view, the
advantage of the MPC is that the prediction and control method are joined. SPC

itself is an MPC method, but one which possesses the following main advantage

o Simplicity/Well-conditioning. SPC has a well-conditioned dependence on its
sole parameter [20] and [21]. This makes its tuning independent of the sampling
time which is of prime importance in the presence of communication delays. It

is also less computationally demanding than DMC.

e Robustness. This term is taken here to mean that the control performance
does not suffer greatly under changes in the sampling time. The SPC method
is robust to variations in communication delay because of its well-conditioned
dependence on changes in sampling time. This makes it a better candidate for

NCS control than PI or DMC. This point is detailed in Chapter 8.

It should be stated as a footnote that all forms of predictive control rely upon an
approximate process model. In contrast, PID and its variants do not require such a
model since knowledge of the system is derived from instantaneous estimates of the
error derivatives. Furthermore, predictive methods rely upon linear and time invari-
ance in order to form predictions in an additive fashion using convolution. When
a process cannot be approximated in any fashion as a linear or time-invariant sys-
tem the PID methods are likely to be more useful than predictive methods. Given
the assumption of an approximate linear and time-invariant process then predictive
methods become available along with their robustness to changes in sampling times.
The assumption of approximate linearity and time-invariance is also predominant in
industrial implementations of PI control in any case. Hence, the study of SPC and
its equivalence to PI will be shown later in this work to allow the movement of PI

control over to control over IP which would otherwise be more difficult.

The robustness of SPC and the corresponding lack of robustness of PI control

with respect to communication delays are demonstrated in the next subsections.
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PI-SPC Equivalence. Controlled Process outputs
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Figure 1.3: PI-SPC Equivalence. No delay in closed-loop. Controlled process outputs.

1.7.1 Simulation example of equivalent PI and SPC controllers

In Chapter 8, Section 8.2, an exact equivalence between SPC and PI control is de-
veloped. Using the equivalence, two controllers, a one-parameter SPC and a PI are

tuned to yield equivalent control of the first order plant
Pt)=1-¢t

In both cases the sensor sampling period is Ts = 0.1 seconds and there is no com-
munication delay. Choosing the SPC parameter to be 8 = 0.5 yields, using equation
8.16, an equivalent PI controller with K, = 9.5083 and T; = 0.4754. Figures 1.3 and
1.4 show equivalent resulting control of the two methods.

In the next subsection, communication delays are introduced into the closed-loop

control scheme and the robustness to delay is compared.

1.7.2 SPC vs. equivalent PI: delay robustness

The controllers in the previous subsection (1.7.1) yielded equivalent control in the

absence of any delay in the closed-loop. In order to test their robustness to delay,
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PI-SPC Equivalence. Control Moves
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Figure 1.4: PI-SPC Equivalence. No delay in closed-loop. Control moves.

a constant communication delay is introduced. The modified ns-2 simulator that
will be introduced later was used and the constant delays were produced using large
bandwidth links and manipulating the propagation delay along the links. Figure 1.5
shows that the SPC possesses excellent robustness to closed-loop delay in comparison
with PI. One can see how the two controllers are still equivalent at the start of
the control after which the PI controller starts to deviate and produce undesirable
oscillations with a period at the order of the plant time constant. The SPC was
actually able to accommodate constant delays up to 300 ms before producing even
small oscillations at this timescale while maintaining acceptable control performance.
In the case of random delays, their variations cause the PI robustness to degrade at

shorter delays.

1.8 Thesis goal, contributions, and organization

The goal of this thesis is to adapt SPC [14] for usage via IP networks without knowl-
edge of delay distributions or delay bounds.

The contributions of this thesis can be summarized as follow
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Figure 1.5: Behavior of equivalent PI and SPC controllers under different values of
constant delay.
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e Two series of protocols are implemented for control tasks scheduling and control
data communication and its usage in the predictions. The first series deals with
Measurement TimeStamping and its usage for Additive Feedback Correction
of the prediction convolutions. The second series deals with Control Move
Acknowledgement and its usage in the timing of the prediction convolutions.

(Chapter 3).

e A generic semi-discrete analytical study of the SPC, for each protocol of the
two series and in the basic case of constant communication delays (Transport
Lag), is developed and yields a series of Delay Differential Equations (DDE).
(Chapter 4).

e The method of Matched Asymptotic Expansions (MAE) is used to asymptoti-
cally approximate the solutions of the DDEs and to compare the performance
and stability of the SPC in the case of each protocol. Both the analytical
study and simulation results show that the knowledge of the timing of process
measurements, or Measurement Timestamping, was more efficient for providing
good control than the knowledge of the exact moves application times (Chapters

5, 6).

e The stability and robustness to random delay of the best performing protocol are
expanded by formulating a two-parameter variant of the SPC. A fuzzy decision
system is constructed that senses the state of the network and schedules the

two SPC parameters accordingly (Chapter 7).

e A PI-SPC equivalence is developed in both cases of conventional control and
NCS. This allows the most widely used form of control, the PI control, to benefit
from the stability of SPC (Chapter 8).

e SPC is implemented as an Application layer protocol of the IP stack using
the ns-2 simulator. The ns-2 network simulator is used as an experimental
testbed and modified to include two agents: (i) a controller agent to simulate
the controller application (PI or SPC), (ii) a plant agent to simulate the plant

application that also include a sensor and an actuator. All the protocols in
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the two series are tested in an ns-2 setup that provides random communication

delays and packets loss as well as alternate routes (Chapter 2).
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Chapter 2

The ns-2 Network Simulator and Experimental Setup

2.1 Introduction

IP networks in general and the Internet in particular, are complex macrosystems con-
stituted of interconnected autonomous heterogeneous microsystems. Each microsys-
tem has its own governing authority and access privileges, and may be subjected to
different types of inputs that would affect the network as a whole. RTT over an IP
connection is only one of the many system state variables. It is also a random process
state variable whose statistical properties remain the subject of much study. Although
RTT is the main output state variable affecting the control, it is more realistic and
informative to involve the network system as a whole in the testing of networked con-
trol methodologies, as opposed to approximating the RTT random process by some
probability distribution. The reason for this is that the RTT state variable results,
itself, from the highly coupled interaction of all the systems input and output state
variables (Queue lengths, bandwidths, bit error rates, communication protocols, time
of the day, etc ...) Moreover, independent access privileges and administration policies
and the temporal randomness of IP network systems, make it impossible to reproduce
the same environment conditions for experimental comparison of different networked
control methodologies. For all the above reasons a need for a good network simulator

arises [16].

2.2 The network simulator ns-2

The Network Simulator ns in its current version ns-2.29 [42] is adopted as the IP
networks simulator in this thesis. ns-2 is a free open source discrete event network
simulator. It is widely used in academia for researches pertaining to TCP/IP networks

protocols and applications.
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As one of the contributions in this thesis, two communication agents were added
to ns-2 and are listed as NCS tools on the “Networked Control Systems Repository”
website [44]

e Plant agent. This can be used to simulate plants of different orders capable of
receiving inputs and sending measurements via the underlying ns-2 simulated
IP network. The simulation of the plant necessitates knowledge of its trans-
fer function and is based on solving the related differential equation for each

sampling time ¢g_.

e Controller agent. This can be used to simulate different types of controllers
capable of receiving measurements and sending control moves via the underlying

ns-2 simulated IP network.

The main advantage of using ns-2 is providing a freely available networked control
systems simulator that can be used as a common testbed for different networked
control methodologies. Note that different LAN technologies (Ethernet, wireless IEEE
802.11 ...) are simulated in ns-2. Thus it can also be used for LAN based networked

control systems.

2.3 Experimental setup

The experimental setup used throughout the thesis is shown in figure 2.1. It consists
of 8 IP nodes and 8 full-duplex links. The controller agent (application) runs on node
ng. The plant is attached to node ns. Simulated competing traffic can be generated
by running different applications and agents on different nodes. Such traffic as well
as the properties of each physical link, e.g. bandwidth, propagation delay, queues
" lengths, QoS management schemes..., can be set individually to provide different
experimental network conditions creating different distributions of communication
delays for packets in the network. Note that this setup is chosen because it provides
the possibility of alternate routes between the controller and the plant when dynamic
routing is enabled allowing measurement and control packets to arrive out of order
at their destinations. Dynamic routing is enabled in the following tcl code segment

that should appear in the beginning of the ns-2 tcl script
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Controller Agent

Figure 2.1: Experimental setup used in simulations.
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Chapter 3

Scheduling of Control Tasks and Communication of Control

Data

This chapter deals with the scheduling and communication technical aspects of SPC
control via IP networks. Timing and scheduling notations are detailed. Five protocols
are proposed for scheduling the control tasks, communicating control data via IP

networks, and the usage of such data in the SPC predictions.

3.1 Introduction

Conventional control was aptly summarized by Liu and Layland [23] as:

”A process control computer performs one or more control and monitoring func-
tions ... FEach of the tasks must be completed before some fixed time has elapsed
following the request for it. Service within this span of time must be guaranteed, cat-

egorizing the environment as hard-realtime’ ...”

The primary difference between conventional feedback control and Networked Con-
trol Systems (NCS) is that communication between the plant and the controller is
essentially deterministic in conventional control. In other words, stochastic commu-
nication delays, any data losses, and variation of sampling times have a negligible
impact on the control results. Thus, conventional controllers are designed under the
limiting assumption that each control move will be actuated at an a prior: known
time instant and for a known duration. Such assumptions of determinism in the tim-
ing are valid only if the controller and the plant are either directly connected (this
encompasses the case when the delay, though stochastic, is negligible compared to the
time constant of the plant to be controlled) or that the communication delay between
them is fixed or known.

Application of conventional control methods in NCS implemented for example
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over the Internet, leads to unacceptable control results since the conventional control
assumption of deterministic communication is violated. The main difficulties are
due to packet loss caused by signal corruption, transmission collision, network buffer
overflow, etc., and generally non-stationary network delays that extend over several
orders of magnitude in time. As far as this thesis is concerned packet loss is equivalent
to an infinite delay for the lost packet.

The way the control entities communicate affects seriously the control perfor-
mance. This point was raised by previous studies [38] [26] stating that Networked
Control is a multidisciplinary problem that must adapt both the control and the net-
working and communication methodologies. This chapter proposes different protocols
that might be used to govern the control data communication and usage. This will
also involve the scheduling of the control tasks since the latter is inherently a part of

and affects the communication protocols among control entities.

3.2 Control tasks

In any control system there are Three Control Tasks to be performed

e Sensing. The plant output is sampled and sent to the controller. It is also

known as the Measurement task.

e Control move calculation. Based on the process feedback, the controller calcu-

lates a control move and sends it to the actuator.
e Actuation. The actuator inputs a control move to the plant.

Any of the Three Control Tasks can be scheduled using one of the following Two
Scheduling methodologies

e Time-Driven scheduling. A control task is periodically applied.

e Event-Driven scheduling. A task is applied if one or more events occur. This

implies inter-tasks constraints.
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3.3 Notation

A set of notations is needed to differentiate among variables and related times. For
clarity, and without loss of generality to the extent that nonlinear plants can be locally
approximated as LTI, the plant of choice to be controlled is a first order LTI plant

with a unit step response (open-loop response)
pt)=1—e"t (3.1)

The discrete normalized open-loop response p(n) is obtained from the sampled unit

step response with a sampling period 7
p(n) = p(nTy) =1—e"% (3.2)
Three time variables are defined as follow
e tg;. Denotes the sensing time of the 5t measurement.
e ic;. Denotes the time of calculation of the 4 control move.
o t4;. Denotes the time of actuation of the j** control move.

Notation details are illustrated in the timing diagram of Figure 3.1.

The n** measurement of the plant output, sensed and relayed to the controller
at time t,,, is denoted y;, where the subscript m is used to emphasize that it is
measured. y7 takes 7gc, seconds (Backward delay) to get to the controller and is
received by the controller at ¢.,. At this same time ¢.,, the controller calculates the
control move Au,, and sends it directly to the actuator. It takes Au, a period of 7¢4,
seconds (Forward delay) to get to the actuator which applies it directly at time tg4,,.
It can be seen that t., =t;, + 75¢, and ta, = tc, + 7c4,-

The delay variables are highlighted here

e 750, . Sensor to Controller or Backward delay. The time it takes the measure-

ment y;, to get to the controller.

e Tca,. Controller to actuator or Forward delay. The time it takes the move Au,

to get to the actuator.
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The curve §" denotes the prediction of the process performed by the SPC node at
time t¢, in order to calculate the move Au,. This curve is predicted using all of the
previous moves that the controller thinks were actuated, i.e. some or all of Aug ---
Aty_;, depending on the data available to the controller in order to determine when
and which moves were actuated. This will be explained in more detail later.

On this curve, two values are of interest to the SPC

e {0 which is the prediction value of the plant output state at the prediction time

te,.-

e §” which is the prediction value, ¢, seconds into the future, i.e. the prediction
at time tc, + t,, where t, is the time when the unit step response of the plant
reaches 3 x 100 = (1 — «) x 100 percent of its steady state value. Note that 3,
or equivalently « or t,, is the only SPC parameter [21]. We have

0<a<10

pty)=1l—-€ete=1—a=0

Thus

a=¢e e

Additive correction is used for feedback correction of prediction [11]. The Additive
Feedback Correction ¢, is the difference between a feedback value and a prediction
value. The most commonly used feedback value is normally the most recent received

measurement. The prediction value depends on which protocol is being used.

3.3.1 Timestamping

Timestamping is a methodology used in communication protocols to uniquely asso-
ciate a certain data packet with a certain time [31]. Timestamping has also been used

in NCS [12][25] as follow

o Measurement timestamping. The Measurement Packet would carry in addition

to the measurement y,, the corresponding sensing time ¢s, as a timestamp to
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indicate when ¢ was produced. This can be used by a predictive controller for

feedback correction of the prediction.

¢ Control move timeStamping. The control move packet would carry, in addition
to the control move Aw,, the corresponding control calculation time f¢, as a

timestamp to indicate when Au, was produced.

e In both cases the timestamping is useful for detecting out-of-order packets.

3.3.2 Acknowledgement of reception

Acknowledgment of reception, or ACKing for short, is a methodology used in reliable
communication protocols like the Transmission Control Protocol (TCP) [31]. Upon
the successful reception of a packet, the destination node sends back to the source an
acknowledgment of a reception (ACK). In NCS this can be used by the actuator to
send back to the controller an ACK of the reception of a control move. A timestamped
ACK would be useful for a predictive controller to know which moves were actuated
and when they were actuated to enhance prediction. Measurement ACKing seems of

no usage to the controller.

3.4 Scheduling of control tasks

3.4.1 Scheduling of the sensing task

The sensing task is the act of making a measurement of the plant cutput by the sensor
and forwarding it to the controller. The sensor implemented in the simulations in this

thesis is capable of both time-driven and event-driven sensing

e Time-driven. A measurement yJ, of the plant output is regularly taken at
sensing time tg, and sent to the SPC. Sensing times are equidistantly spaced

with tg,,, —ts, = T, termed the sampling period.

e Event-driven. A measurement of the plant output is taken and sent every time

a control move is actuated.
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3.4.2 Scheduling of the control move calculation

This is the main task of the controller and consists of calculating the control move
based on the latest information about the plant state, and then sending the newly
calculated move to the actuator. The fact that this task depends on the plant state
information favors an event-driven policy. Some Networked Control methodologies
implemented a hybrid event-time-driven scheduling relying on offline simulations or
buffered information whenever the up-to-date information was unavailable [24]. Along
with the work presented in this thesis, a hybrid event-time-driven scheduling of SPC
using an offline model was implemented but the results were not encouraging and
thus omitted.

Event-driven SPC can be implemented under two strategies

e A control decision is calculated every time a new measurement arrives (adopted

in this thesis).

e A control decision is calculated only when the timestamped acknowledgment of
the reception of the last move sent is received (adopted in a research related to

this thesis [19]).

3.4.3 Scheduling of the actuation task

The actuation task is the act of actuating or applying a received control move by the
actuator. This implies that actuation can only be event-driven. Thus, each time the
actuator receives a "new” control move it applies it.

The "new” move requirement demands that the actuator have a mechanism to
distinguish packets carrying out-of-order moves as well as copies of packets of moves
already actuated. Such packets of moves already actuated may be reproduced as a

result of

e An acknowledgment timeout in the case of using control move acknowledging
(19].

e Network malfunction. IP networks have been reported to reproduce unnecessary

duplicates of IP datagrams [31].
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3.5 SPC as an IP application

In this thesis, SPC control via IP networks is implemented as an Application layer

protocol. The IP protocol suite offers two choices for the Transport Layer protocols:

the User Datagram Protocol (UDP) and the Transmission Control Protocol (TCP).
The TCP header size is at least 20 bytes and this transport protocol provides

¢ Full-Duplex communication channel.

o Connection oriented communication. A connection must be established via the

TCP three way handshake [31] before any data exchange is possible.

¢ Reliable transmission. TCP guarantees the transfer of the data complete and
error free. This is done via the complementary roles of checksums and acknowl-

edgments.

e Flow control. The TCP protocol adapts the data flow of a connection it manages
to the condition of the network. Packet loss on a TCP connection is considered
a sign of congestion which makes the TCP protocol slow down the data flow

from the source, e.g. Slow Start, Sender’s TCP window shrinkage ... .
On the other hand UDP uses a fixed length 8 bytes header and provides
e Simplex communication channel.

o Connectionless communication. No connection must be established. Data is

sent without any guarantee that the receiver is up and willing to receive.

e Unreliable transmission. UDP has no guarantee that each datagram will be
delivered free of errors. Note that the UDP header contains a field for a check-
sum that covers the UDP header and its data. This helps the receiver establish
whether a received packet contains any errors, but it does not provide any
mechanism, e.g. Acknowledgments, to solicit retransmission of the erroneous

packets.

Despite all the features TCP offers, it is not suitable for control purposes for the

following reasons
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e Full reliability as offered by TCP is not needed by control applications in either
direction. For example, although an erroneous packet should not be used by
the control algorithm, it is not efficient nor stable to resend a measurement
since the control should depend on the most recent data and it is better to
send a new measurement instead. Thus full reliability is not useful in the

Sensor— Controller direction.

On the other hand, predictive control methods performance rely on their ac-
curacy of prediction which is inherently dependent on knowing if and when
each previous move was actuated. Thus full reliability in the SPC— Actuator
direction enhances the prediction accuracy and this may improve the control

performance.

e The control of data flow among the NCS entities must be governed by the
control requirements and not by the underlying transport layer. When used,
the TCP flow control introduces external irregularities in the scheduling of the

control tasks thus adding another stochastic factor.

e Although establishing a connection before starting any control session is impor-

tant, the responsibility for this task is best conferred to the control application.

Hence, UDP is the transport layer protocol of choice for control purposes in this

thesis since
e it has smaller header overhead than TCP (8 bytes versus 20 bytes at least).
e it has a checksum capability to detect any corrupted data.

e functionalities, like connection establishing, ACKs, and retransmit timeouts,
beyond the capability of UDP can be simply implemented in the control appli-

cation itself and only where and when it’s needed.
e flow control should be governed only by the control application.

Figure 3.2 shows the control application in the four-layer TCP/IP architecture

and figure 3.3 shows the encapsulation of the control data in the IP datagram.
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Application Layer
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Figure 3.2: SPC as an application in the TCP/IP architecture.

IP datagram

<€ >
UDP datagram
< >
20 bytes 8 bytes

Figure 3.3: Encapsulation of the control data within the IP datagram.



16-bit source port number

16-bit destination port number

16-bit UDP length

16-bit UDP checksum

Data

Figure 3.4: UDP header.
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8 bytes

Figure 3.4 shows the UDP header. The UDP checksum covers the UDP header and

data, and it is optional unlike TCP.

3.6 Proposed communication protocols

Five communication protocols, broken up into Series 1.x and 2.x, for the purpose

of SPC control via IP are proposed and tested. The main difference among them

lies with the rules governing the usage of timestamping and acknowledgment for the

predictions. They are

e Protocol 1.0. Control moves are not acknowledged and the measurement times-

tamp is not used in prediction. All previous moves are assumed being applied

at their calculation times.

e Protocol 1.1. Control moves are not acknowledged but the measurement times-

tamp is used in prediction. All previous moves are assumed being applied at

their calculation times.

e Protocol 2.0. Control moves are acknowledged and the measurement timestamp

is not used in prediction. Only ACKed moves are used in prediction while

unACKed moves are ignored.
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e Protocol 2.1. Control moves are acknowledged and the measurement times-
tamp is not used in prediction. Both ACKed and unACKed moves are used in

prediction.

e Protocol 2.2. Same as Protocol 2.1 except that the measurement timestamp is

used in prediction. It is a combination of Protocols 1.1 and 2.1.

Different sensor scheduling schemes can be implemented with each protocol. The
protocols will be detailed in the next sections.

Some common notation is introduced here

e L7ca. A variable kept on the plant side to denote the last measured 7¢4 by the

plant node.

o L7c4,. A variable kept on the controller side to denote L7c4 sent by the plant

node.

e L75c. A variable kept on the controller side to denote the last measured 75¢

by the controller node.

o St,. Start time of the control session at the plant node side to be used as

reference for later timestamps generated at the plant side.

e St.. Start time of the control session at the controller node side to be used as

reference for later timestamps generated at the controller side.

e Lts. A variable kept on the controller side to denote the sensing time (tg)of the

last in-order measurement received, relatively to St,.

e Ltc. Kept by the plant node to indicate the generation time (¢¢) of the last

actuated move, relatively to St..

e Lts. A variable kept on the plant side to denote the actuation time, relative to

St,, of the last actuated move.
e ct,. To indicate the current time at the plant side.

e ct.. To indicate the current time at the controller side.
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3.7 Common functionalities and common basic packets format

This section describes the common functionalities among all five proposed protocols.
It also introduces the basic formats of the packets common to all protocols. If a certain
protocol requires additional fields to be added to the basic packets, the resulting

packets will be described in the next sections detailing each protocol separately.

3.7.1 Common functionalities

Some functionalities shared by the proposed protocols are presented here

e When the control session is being established initially, the SPC and the plant
nodes exchange temporal reference points (St, and St.) to be used as references
for the timestamps used in the protocols. Moreover, they both agree on a session
identification number. This is useful to detect packets from previous control

sessions still lingering in the network.

e Measurements and control moves timestamping is used in all the protocols to

detect out-of-order and duplicate packets. Thus
— The controller drops any received measurement that has a timestamp
smaller than that of the last measurement received (Ltg).
— The actuator drops any received control move that has a timestamp smaller

than that of the last received move (Litc).

An important point to make here is that whether the measurement times-

tamp is used in prediction or not depends on the protocol.

e The actuator is event-driven. Upon reception, a move is actuated only if it has
a newer timestamp than that of the last received move (Ltg). Otherwise the

move is considered as out-of-order and is dropped.

3.7.2 Common basic measurement packet format

Figure 3.5 shows the basic fields contained in the Measurement Packet sent by the

sensor for all the proposed protocols. Additional fields pertaining to control moves
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Last measured ’CC A

Measurement
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32 bits

16 bits

16 bits

Figure 3.5: Measurement Packet format showing the basic fields common to all pro-

tocols.

acknowledgement will be described in the sections related to to the protocols that use

control moves acknowledgements, namely 2.z series protocols.

A Measurement Packet contains the following basic fields

e Type. This 4-bit field is common to all packets and indicates the type of the

packet. It can accomodate 16 types. Only 3 types are used so far

— 0. Indicates a pure Measurement Packet.

— 1. Indicates a control packet.

— 2. Indicates a compound Measurement Packet carrying an acknowledge-

ment to a control move. This type appears only in the 2.z series protocols.

The rest of the values up to 15 can be used to indicate different signaling

packets for negotiating the control session, the time origins, plant resetting

etc ...

o Session ID. This 4- bit field indicates the ID of the current control session. The

importance of this field was outlined earlier.

o TimeStamp. This 32-bit field indicates the time at which the measurement was

taken and sent, in reference to the start of the control session at the plant end.
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It is calculated by the plant node when performing a sensing task as follow
TimeStamp = ct, — St,

Note that this field corresponds to ts,. The main usage of this field by all
protocols is for the controller to detect out-of-order Measurement Packets. But
whether this field will be used by the controller to calculate the Additive Feed-
back Correction or not depends on the protocol in use and will be detailed in

later sections.
It contains two subfields.
— The first 16-bit word indicates the integer value. This yields a time span
of approximately 18 hours.
— The second 16-bit word indicate the fraction value. This can give a preci-
sion of up to 51 ~ 15micro.

This accuracy is generally more than enough for many applications.

o Last measured 7c4. This is an optional field. It is the last measured delay
from the controller to the actuator. It is used when the controller node needs
to estimate the RTT. It is set to the delay L7c, available at the time the
Measurement Packet is being produced. The calculation and usage of this field

will be detailed in Section 7.4.

o Measurement. This field holds the measurement g, of the controlled process
output taken and sent at TimeStamp. This is the feedback from the plant to

be used for control decisions.

3.7.3 Common control move packet format

Figure 3.6 shows the control move packet common to all protocols.

The control move packet contains the following fields

e Type. It has a value 1 to indicate a control move packet.
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4 bits 4 bits
Type [ Session ID

TimeStamp 39 bits

Control move
16 bits

Figure 3.6: Control Move packet common to all protocols.

e Session ID. Indicates the current control session ID agreed upon between the
plant and the SPC and it must be the same as the one in the Measurement

Packet.

e TimeStamp. This 32-bit field indicates the date at which the control move was

calculated and sent in reference to St..
TimeStamp = ct. — St.

It has the same subfields and corresponding accuracies as the Measurement
Packet. This field corresponds to t, and is used by the plant node only to detect

out-of-order moves. Such moves should be discarded without being actuated.

e Control Move. This is the control move value Au,,.

3.8 Protocol 1.0
The characteristics of this protocol are

e The event-driven SPC calculates a new move every time it receives a new in-

order measurement.

¢ Move ACKing is not used. All sent moves are assumed to have been actuated
at the time of calculation and hence are used in the prediction. The application

time of a move Awu; is therefore assumed to be its calculation time ic;.



44

Au, Au, Au_,

Move calculation, Move calculation Move calculation
time time time
Move value —- Move value Semsamms [LTTTRTTITIY Move value
tCO tCl tCn-l

Figure 3.7: Protocol 1.0. Linked list of all the moves calculated and sent.

e The Measurement TimeStamping is not used in calculating the Additive Feed-

back Correction.

e The sensor can be either time-driven or event-driven. But in the case of an
event-driven sensor any lost packet in either direction can lead to deadlock and
breaking of the communication cycle between controller and plant. Thus, for

this protocol it is best to use a time-driven sensor.

Protocol 1.0 measurement and control move packets are the basic packets shown
resepctively in figures 3.5 and 3.6. It can be seen that Protocol 1.0 is equivalent to
closing the control loop of a conventional SPC via an IP network without changing
anything in the SPC algorithm except for the out-of-order data. detection.

The controller keeps a linked list of all the moves calculated and sent. The list is
shown in Figure 3.7. Every time a move A,, is calculated by the controller, a node
carrying the current time (ct;) which corresponds to t¢;, and the value of the control
move (Au;) is added to the moves list.

Figure 3.8 shows the flow chart of the receive function of the controller node when
it receives a Measurement Packet. If the received Measurement Packet Session ID
does not match the current session or the measurement is out-of-order, this packet
is discarded. Otherwise, the SPC uses the Measurement field to calculate the new

move. In order to estimate the RTT, it measures the delay 75¢ as follow

Ltsc = ct. — (St, + TimeStamp) (3.3)
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and it updates its L7ga, to the Measurement Packet Last measured 7c4. Now the

RTT can be estimated to be
RTT = L1oa, + L7sc (3.4)

Equation 3.3 necessitates that the plant and the controller nodes have synchro-
nized clocks (St, = St.). Many algorithms and implementations are used for clock
synchronization of different nodes via the Internet. The Newtork Time Protocol is
mostly used. Its latest version (NTP v4) is described in [43] and can provide an

accuracy to within 10 millisec over the Internet and 200 microsec over LANs.

The controller node also updates Lt to the TimeStamp field value.

Figure 3.9 shows the flow chart of the receive function of the plant node when
it receives a Control Move Packet. If the received control packet Session ID does
not match the current session or the measurement is out-of-order, this packet is
discarded. Otherwise, the actuator actuates a change in the plant input equal to the
Control move field value.

The plant node updates its estimation of L7ga
Ltoa = ctp — (St. + TimeStamp)

Again, the last equation necessitates that the plant and the controller nodes must
have synchronized clocks (ct, = ct, and St, = St.). The plant node updates Li¢
to the TimeStamp field value so that any control packet received with a TimeStamp

field that is less than Lte, is considered out-of-order.

3.9 Protocol 1.1

This protocol duplicates Protocol 1.0 except that the SPC uses the Measurement
TimeStamp in the Additive Feedback Correction ¢,. Thus the measurement and
control packet formats, as in the case of Protocol 1.0, are the basic packets shown
respectively in figures 3.5 and 3.6. The SPC receive and plant receive functions
flowcharts are the same as those of Protocol 1.0 shown respectively in figures 3.8 and
3.9. The change is actually only in how the SPC algorithm calculates the Additive
Feedback Correction ¢, and this is detailed in the next chapter.
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SPC receives a Measurement Packet

discard

 »/FND e
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the Last measured t_, field)
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out of order ?

SPC calculates the new move and

sends it

Figure 3.8: Protocol 1.0. Flow Chart of the SPC receive function.
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Plant node updates Lz

END —

to the TimeStamp field

Figure 3.9: Protocol 1.0. Flow Chart of the plant receive function.
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3.10 Protocol 2.0

The characteristics of this protocol are

e The event-driven SPC calculates a new move every time it receives a new in-

order measurement.

e Control Moves are acknowledged by the actuator. To each Measurement Packet
sent, an acknowledgement for the most recent received move is added. This is
known as Acknowledgement Piggybacking. Thus the application time t4; is
known by the SPC for each ACKed move.

o At the time ¢, of calculating a new move Au,, only the previous moves that
were ACKed are considered having been actuated and are used in the predic-
tion convolutions. Previous unACKed moves are omitted from the prediction

convolutions.

e No timeout is utilized along with the acknowledgement policy. There is no point
resending a move after a certain timeout especially in the cases where the RTT
is larger or equal to the process sampling period Ty, since a newer move is likely

to have already been calculated.

e The sensor can be either time-driven or event-driven. But in the case of event-
driven sensor any lost packet in either direction can lead to deadlock and break-
ing of the communication cycle between controller and plant. Thus for this

protocol it is recommended to have a time-driven sensor.

3.10.1 Protocol 2.0. Measurement packet format

If no acknowledgements are available to be sent then the Measurement Packet format
is just the basic one shown in figure 3.5. This only happens at the start of the control
session. But when a move acknowledgement needs to be sent, it is sent piggybacking
on top of the Measurement Packet by means of some additional fields which results in
a Compound Measurement Packet. Figure 3.10 shows the format of the Compound

Measurement Packets that carry piggybacking acknowledgements. A value of 2 in
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4 bits 4 bits

Type Session ID

Send time 32 bits
Last measured Tc A 16 bits
16 bits

Measurement

Last move actuated
send time 32 bits

ACK fields

Last move actuated 32 bits
actuation time

Figure 3.10: Protocol 2.0. Compound Measurement Packet carrying a piggybacking
move ACK.

the Type field indicates a compound Measurement Packet. The fields related to

acknowledgement are

o Last move actuated send time. This field indicates the time at which the last
move actuated was calculated at the controller side relative to St.. The plant

node has this time recorded in the variable Lic.

e Last move actuated actuation time. This field indicates the time at which the
last move was actuated in reference to St,. The plant node has this time

recorded in the variable L 4.

The controller keeps a linked list of all the moves calculated and sent. The list is
shown in figure 3.11. Every time a move A,, is calculated by the controller, a node
carrying the current time (ct.), the value of the control move (Aw;) is added to the
moves list. The field Move actuation time is left blank. The ACKed flag is set to
0. When the SPC receives a Compound Measurement Packet carrying an ACK for a

move Awu;, the corresponding node in the moves list is updated as follow

e The ACKed flag is set to 1.
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Au, Au, Au, Au,,

Move calculation| Move calculation| Move calculation Move calculation
time time time time
Move value |mwwapei Move value |wmmmpp| Movevalue = m m w m =  mmmands-|  Move value
Move actuation Move actuation Move actuation Move actuation
time time time time
ACKed flag ACKed flag ACKed flag ACKed flag

Figure 3.11: Protocol 2.0. Linked list of all the moves calculated and sent.

e The Move actuation time is set to the actuation time {4, that arrived in the

Compound Measurement Packet.

Figure 3.12 shows the flow chart of the receive function of the controller node
when it receives a Measurement or Compound Measurement Packet. If the received
Measurement Packet Session ID field does not match the current session this packet
is discarded.

Otherwise, the SPC looks in the moves list for the move that was calculated at the
time indicated in the field Last move actuated send time and updates its actuation
time using the value in the field Last move actuated actuation time if it was not already
updated (the ACKed flag would be 1 if the move was previously acknowledged). After
this step the packet is treated the same way as in protocol 1 starting with the process

of checking if it is out-of-order.

3.10.2 Protocol 2.0. Control move packet format

Protocol 2.0 Control Move Packet has the same format as that of Protocols 1.0,1.1
which is the basic format shown 3.6. It is also treated the same way by the plant
receive method regarding out of order packets, times and delay updates ... The
difference in Protocol 2.0 is that for the plant node, with each measurement sent, the
last move actuated is acknowledged via piggybacking. Thus the plant receive function
flowchart is the same as that of Protocols 1.0, 1.1 shown in Figure 3.9.

For the same reasons, as in the case of Protocols 1.0, 1.1, Protocol 2.0 necessitates

that the plant and the controller nodes have synchronized clocks.
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3.11 Protocol 2.1

This protocol is the same as Protocol 2.0 except that in this protocol all previous
moves are considered actuated including the unACKed ones. Thus, in this protocol

all the previous moves are used in the prediction convolution as follows
e For ACKed moves the actuation times are known via acknowledgements.

o For unACKed moves the actuation time is assumed to be the move calculation

time tcﬂ .

Here also the controller keeps a linked list of all the moves calculated and sent.
The list is the same as that of Protocol 2.0 shown in Figure 3.11. Every time a move
A, is calculated by the controller, a node carrying the current time (ct.), the value
of the control move (Aw;) is added to the moves list. The field Move actuation time
is set to ct.. Note that ct. corresponds to the control move calculation time ,t¢, , of
the move Au;. The ACKed flag is set to 0.

When the SPC receives a Compound Measurement Packet carrying an ACK for a

move Awu;, the corresponding node in the moves list is updated as follow
e The ACKed flag is set to 1.

e In the Move actuation time field, the real actuation time ¢4, that arrived in the

Compound Measurement Packet replaces ¢c,.

The SPC receive and plant receive functions flowcharts are the same as those of

Protocol 2.0 shown respectively in figures 3.12 and 3.9.

3.12 Protocol 2.2

This protocol combines the functionalities of both Protocols 1.1 and 2.1

e Moves are ACKed. All previous moves are considered as actuated including un-
ACKed ones. Thus all the previous moves are used in the prediction convolution

as follows

— For ACKed moves the actuation times are known via acknowledgements.
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— For unACKed moves the actuation time is assumed to be the move calcu-

lation time t¢,.

e The Measurement TimeStamp is used to calculate the Additive Feedback Cor-

rection ¢p.

It can be easily seen that this protocol is the same as Protocol 2.1 regarding the

scheduling and communication technicalities. Thus

e It keeps the same Control Moves linked list as in Protocol 2.1 shown in Figure

3.11. This list is also built and updated in the same way as in Protocol 2.1.

o The SPC receive and plant receive functions flowcharts are the same as those

of Protocols 2 and 2.1 shown respectively in figures 3.12 and 3.9.

The only difference from Protocol 2.1 is in calculating ¢, and the effect of this change

11} 1 3 AN ntnr
witt-become—clearer-in-the-next-chapter:
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Chapter 4

Analytical Study of the Suggested Communication Protocols

4.1 Introduction

In this chapter the performances of each suggested communication protocol from

Chapter 3 are studied analytically.

4.2 Analytical study of SPC characteristics under communication delay

This section extends the continuous analytical study of conventional SPC published
in [21] to probe SPC behavior under constant delay without packet loss. Although IP
networks communication is subject to random delays and packet loss, analytical stud-
ies have leaned towards the study of controllers subjected to constant delay without

packet loss [39] for two main reasons:

e Analytical study of controllers under random delays yields stochastic Differen-
tial Equations that are in most cases impossible to solve and are themselves

based, in the first place, on constrained assumptions that veer from reality.

e Analytical studies with constant delays are easier to address and at the same
time yield fair insight into the controller’s behavior under random delays. This
insight does help in proposing a control approach for random delays that are

verified via simulation.

¢ Introducing packet loss into the control formulations is difficult. It is practical to

consider packet loss as an infinite delay contribution to the control formulations.
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Thus it is assumed that both forward and backward delays are constant and that

Tsc, = Tca, = d seconds where d is a Real constant. This results in the following

tg, =n T, (4.1)
ta, =ts, +2d=tc, +d (4.2)
AtAn = tAn+1 —ta, =Ts (4.3)

Hence, independent of the value of d, each move Au, lasts for a constant period

Aty, = ta,., —ta, = T..

4.3 Protocol 1.0. Continuous approximation of SPC behavior under con-

stant communication delay

A continuous approximation to SPC, subjected to constant communication delays
and using Protocol 1.0 for control data communication, is developed in this section.

Recall that Protocol 1.0 features are

e No measurement timestamping or acknowledgements of timing of implementa-

tion of moves.

e The SPC controller assumes that all previous moves Au; had been applied at

their corresponding calculation times ic;.

It can be seen that SPC control using Protocol 1.0 involves the application of
conventional SPC in an NCS without alteration of the SPC features.

At time tg, the SPC node, before it calculates Au,, uses the feedback yJ, to
adjust the prediction curve. Therefore, let the Additive Feedback Correction, ¢,, be

the difference between the expected value j§ and the measured value yJ}, then

¢n = QZ} - y:ln (44)

The prediction value at t,, g7 is adjusted by (—¢,) to give

?32 = ?)Z — ¢n (4'5)
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4.3.1 Protocol 1.0 The actual value of yJ,

The measured value of the process, yp,, received at t¢, results from all of the moves
that were applied before t,,. And those would be all the moves Au; with correspond-

ing application times t4; < tg,. Thus
jTs < nTy —2d

Assuming an LTI plant, yJ, is then

Ts<nT,—2d

yh= Y. Aujplts, —ta;) (4.6)

§=0
4.3.2 Protocol 1.0 Calculation of the control move Au,

Assume for now that the SPC node does not know the application times ¢4, of moves
already calculated and sent. The SPC assumes that all those previous moves were
applied and that the application time of a previous move Au; , calculated and sent

at tg;, is tc;. As a result, the prediction curve §" involves all previous moves. Thus

n—1
9= Ay pltc, — tc;) (4.7)
=0
and g5
n—1
9t =Y Au; pltc, +ta — tc,) (4.8)
3=0

Applying the Additive Feedback Correction ¢,, Au, is

:1—[:’33_4571]
B

where the reference set-point is taken to be 1 for simplicity and this is without

Au, (4.9)

any loss of generality.

Recalling that 8 = 1 — @, equation 4.9 is equivalent to

n-—1 n-1 JTs<nTs—2d
BAu, =1=) Aupltc,+ta—tc,)+ Y Au;pltc, —tc,)— >, Ousp(ts,—ta;)

(4.10)
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Lett=nTs, 2 =73 T, thus At = Az =T;. Thus tg, =t +d, tc; =2 +d.

An alternative form of equation 4.10 is

Aun nl A’U,j .
pat—==1 > A p((n = T+ ta)At
j=0

n—1
Au; .
+3 p((n — HIT)At
j=0

iTs<nTs—2d AU'
-y AZ p((n — )T, — 2d) At (4.11)
3=0

In the limit At = T; — 0 a continuous form of equation 4.11 is

du(t) ¢ du(2)
ﬁ At—dt— =1 - A ——dz p(t +tq Z)dZ
* du(2)
+A Wp(t - z)dz
t-2d
du(z)
— /0 P p(t — 2d — z)dz
¢ du(z) =24 du(z)
=1 —[p(t —2) - ty — — 2 (¢ — 2d —
+/0 dz [p(t — 2) = p(t + to — 2)|dz /0 P p(t —2d — z)dz
t du(z) =24 gu(z)
1 GU2) 1 ~(ttta—2) _ (2N, — / o~ (t-2d—2)
+/0 T e e ldz A 7 1-e |dz
(4.12)
Letting ¢ = B At, and noticing that o = e~ %=, 4.12 becomes
' t t—2d
gi=1-u(t-2d)— ﬁ/ u(2)e=tdz + / W(z)e” =22,
0 0
(4.13)

Let ,
I(t)=/ u(2)e” ¢ dz
0

4.13 becomes

qi=1—u(t—2d)—BI{t)+ I(t - 2d) (4.14)
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Noticing that
¢
I(t) = e-t/ u(z)e’dz
0

Differentiating I(t) gives

1

- "
i) = [e‘t] /0 i(z)erdz + e‘t[ /0 u(z)ezdz] = —I(t) + u(t)
It is easy to verify
It —2d) = —I(t — 2d) + u(t — 2d)
Further differentiating 4.14 gives
g it = —u(t — 2d) — B(=I(t) + u(t)) — I(t — 2d) + u(t — 2d) (4.15)

Eliminating I(t), I(t — 2d) and its derivatives from 4.14 and 4.15 yield the LTI
delay differential equation (DDE) in u(t) as

g u(t) + (B + g)u(t) = 1 — u(t — 2d) (4.16)
The effect of the delay d is now apparent on the right-hand-side of the DDE.

4.4 Protocol 1.1. Continuous approximation of SPC behavior under con-

stant communication delay

Protocol 1.1 is similar to Protocol I except for the addition of Measurement Times-
tamping.

Recall the Protocol 1.1 features

e Measurement Timestamping is used. Thus the SPC knows ts; for each mea-

surement y7,.
e As in Protocol 1.0 no move acknowledgements are used.

e As in Protocol 1.0, the SPC controller assumes that all previous moves Au;

had been applied at their corresponding calculation times tg;.
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Since the measurement time, tg,, is known, the Additive Feedback Correction,
¢n, can be the difference between the measured value g, and the estimation, by the

controller, of the past plant state at tg,. In other words, let

¢n = . — Um (4.17)
where {7, is the state that the controller thinks the plant output had at ¢s,. Then

JTy<nTy—d
dm= > Oy plts, —tc,) (4.18)

=0

The prediction value at t,, {7 is adjusted to
Jae =G — In (4.19)
As in all protocols, the measurement yJ, value is given by equation 4.6.

4.4.1 Protocol 1.1.Calculation of the control move Au,
The prediction of the process state, 37, still follows

n—1

9n = Au; p(ta, +ta — tc;) (4.20)
j=0

Now, we have
B Aup=1—(J; — ¢n)

thus
n—1 iTs<nTe—d 3Ts<nTs—2d
B Buy = 1= Au;pltc,+ta—tc,)+ D Auiplts,—to)— D,  Au;p(ts,—ta,)
j=0 7=0 i=0
(4.21)
and equivalently
n-1 jTs<nT,—d
B8 Au, = I—ZAU]' p((n—7)Ts+1ts) + Z Au; p((n—7)Ts — d)
=0 3=0
FTa<nTs—2d
- > Aujp((n—-5)Ts—2d) (4.22)

=0
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As in Protocol 1.0, let t = n Ts, z = j T thus At = Az = T;. tg, =t +d,
to; = z+d. Also let ¢ = 8 At.

In the limit At = T, — 0 the continuous form of equation 4.22 would be

dult) _ _/t ii%p(wta - z)dz

7 g
t—d
+/ du(z)p(t —z—d)dz
0 dZ

t—2d d’U,(Z)
—/0 —(Fp(t —z—2d)dz

Proceeding as in the case of Protocol 1.0 yields the LTI DDE in u(t)

qi(t) + (B+g)u®) +ult) =1+u(t —d) —u(t — 2d) (4.23)

Again, the effect of the delay d is seen on the right-hand-side as occurred with

Protocol 1.0 but now there are two terms due to Measurement Timestamping.

4.5 Protocol 2.0. Continuous approximation of SPC behavior under con-

stant communication delay

A continuous approximation of SPC response, subjected to constant communication
delays and using Protocol 2.0 for contro! data communication, is developed in this

section. Protocol 2 features are highlighted here
o No Measurement Timestamping is used.

e The actuator sends back Move Acknowledgements, or ACKs, for each control

move it applies.

e The SPC controller assumes that only the previous control moves that were
ACKed were applied. In its move predictions, it excludes all the other previous

moves that were not ACKed.

The Additive Feedback Correction, ¢y, is the same as that in Protocol 1.0 where

the difference between the expected value ¢ and the measured value 7}, is

¢n = :’Jg - yg@ (4'24)
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4.5.1 Protocol 2.0 Calculation of Au,

The SPC assumes that only moves that were ACKed were actually applied. So the
SPC knows that the application time of an ACKed move Au; ist4,. As aresult, the
prediction curve §" involves only previous ACKed moves. Such moves would be the

moves that have their application times

ta; <ts,
or
iTs +2d < nT,
Hence,
JTa<nTa—2d
ds= ), ODuipltc, —ta,) (4.25)
—

and the predictions are then g is

JTs<nTe—2d

o= Aujpltc, +ta—ta,) (4.26)
j=0

‘We have the move as

BAUn=1=(Jy—¢n) =1-05+05 — ¥m

and thus
JTy<nT,—2d JTs<nTs—2d
BhAu,= 1- Y Aujpltc, +ta—ta)+ >, Auspltc, —ta,)
3=0 =0
FTs<nTy—2d
- > Aup((n - 5)Ts - 2d) (4.27)
Jj=0
or equivalently
JTs<nT,—2d §Te<nT,—2d
B Au,= 1-— Z Au; p((n— ) Ts +ty —d) + Z Au; p((n — j)T's — d)
=0 =0
JTs<nTs—2

d
- Z Au; p((n — §)Ts — 2d) (4.28)
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As in the previous protocols let t =n Ty, z = j Ts thus At = Az = T,. Note that
tc, =t+dand tg, = z+d. Also let ¢ = [ At.

In the limit At = T, — 0, the continuous form of equation 4.28 follows as

duft) _ _/t_szp(Ht,,—z—d)dz
0

dt dz
t—2d du(z)
+/0 —dz——p(t —z—d)dz
t—2d
du(z)
- =t —z—2
/0 Ty p(t — z — 2d)dz

Proceeding as in the previous protocols would yield the LTI DDE in wu(t)

qii(t) + qu(t) = 1 —u(t — 2d) — B e~ u(t — 2d) (4.29)

This time, the effect of the delay d involves not only the moves evaluated in

the past but also their rate of change. The latter has occurred because of Move

Acknowledgements.

4.6 Protocol 2.1. Continuous approximation of SPC behavior under con-

stant communication delay

A continuous approximation of SPC response, subjected to constant communication
delays and using Protocol 2.1 for control data communication, is developed in this
section. Protocol 2.1 is similar to Protocol 2.0 except that in 2.1 the controller uses
tc; as the application time of an unACKed move Au; (i.e when t4; is not known).

The Protocol 2.1 features are
e No Measurement Timestamping is used.

e The actuator sends back Move Acknowledgements for each control move it ap-

plies.

e The SPC controller assumes that all previous moves (Au; j =0...n — 1) were
applied. Acked moves are assumed to have been applied at t4, while unAcked

moves are applied at t¢;. Thus, no previous moves are excluded from prediction.
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Since no Measurement Timestamping is used, the Additive Feedback Correction

¢n is akin to that in Protocols 1.0 and 2.0 where the difference between the expected
value g} and the measured value y7, is

- (4.30)
4.6.1 Protocol 2.1.Calculation of Au,

The prediction curve §™ involves both previous ACKed and unACKed moves. The
ACKed moves are those with application times

ty; <ts, or jTs + 2d < nTy
The unACKed moves are those previous moves (t¢; < tc,) with application times

ta; >ts, or 3T + 2d > nT;

In this case g3 and g2 are calculated by the SPC as follows

jTgSnT3—2d stSnTs
¢ = Z Au; p(te, — tA,-) + Z Au; p(te, — tC,-) (4.31)
. =0  §Tu>nTy-2d
ACKedv moves unACK;t; moves
JTs<nTs—2d JTs<nTs
= > Duplte, +ta—ta)+ Y,  Aujplc, +ta—tc;)  (432)
. =0  jTe>nTy—2d
ACKet;r moves unACK;t; moves
We have
IBAunzl_(QZ—¢n) =1—?32+ﬂ3—y;
thus
jT,STLT,—2d JTsS'ﬂTs
Bhun= 1— > Dupl(n—§\Te+ta—d)y— Y, Duyp((n—35)Ts+ta)
j=0 Ty >nTs—2d
iT.<nT,—2d 3Ts<nT,
+ > Auyp((n—-HT)+ Y, Aup((n—j)T)
3=0 3Ts>nTs—2d
§Te<nTs—2d

- Z Au; p((n — §)T's — 2d) (4.33)
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As in the previous protocols let t = n Ty, z = j T thus At = Az = T,. Again,
tc, =t+d, tc; = z+d. Also let ¢ = At.
In the limit At = T, — 0 the continuous form of equation 4.28 is
t

t-2d
g uit)y=1 —/0 w(2)p(t —d+ty — 2)dz — /t_2d w(2)p(t — d +ty — 2)dz

t—2d t
+ /0 W(2)plt — d — 2)dz + /t (e —d - 2)ds
t—2d
—/ w(2)p(t — z — 2d)dz
0

Proceeding as before yields the LTI DDE for u(t) as

qii(t) + (g + B)a(t) =1 —u(t — 2d) + 8 (e — e7%) u(t — 2d) (4.34)

The effect of the communication delay d appears as a linear combination of terms

involving the past moves and their derivatives.

4.7 Protocol 2.2.Continuous approximation of SPC behavior under con-

stant communication delay

Protocol 2.2 is a combination of Protocols 1.1 and 2.1. Hence, it implements Mea-
surement Timestamping and Move Acknowledgements while considering ACKed and
unACKed moves in process predictions.

The Protocol 2.2 features are
e Measurement Timestamping is used, so that tg_ is known.
e The actuator sends back acknowledgements for each control move it applies.

e The SPC controller assumes that all previous moves (Au; j =0....n — 1) were
applied. Acked moves are assumed to have been applied at t4; while unAcked
moves are assumed to have occurred at tc;. In this way, no previous moves are

excluded from prediction.
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Since Measurement Timestamping is used, the Additive Feedback Correction, ¢,
is, as in Protocol 1.1, the difference between the expected value 4y, and the measured

value ;. Hence,

bn = U = Um (4.35)

4.7.1 Protocol 2.2. Calculation of Au,

Recall, that the prediction curve ™ involves both previous ACKed and unACKed

moves. The ACKed moves would be the moves that have their application times

ta; <ts, or JTs + 2d < nTy

The unACKed moves would be the previous moves (t¢; < tc,) that have their
application times

ta; >ts, or 3T, 4+ 2d > nT,

In this case g, and 7 are calculated by the SPC following

iTs<nTs—2d JTe<nTs
ih= Y. Auyplts, —ta)+ Y Duyplts, —tc,) (4.36)
=0 Te>nTs—2d
ACKedY moves unACK;:i moves
ITs<nTs—2d JTs<nTy
gr= Y. OAupltc, +ta—ta)+ Y.  Oujpltc, +ta—tg)  (437)
. =0  §Ts>nTs—2d
ACKed moves unACK;E moves

We have then that

BAuy=1—(J5—n)=1—00+0n—un

thus
iTe<nTy—2d JTs<nT,
BAu,= 1- Y Auyp((n—i)Tt+ta—d)— Y,  Dujp((n—5Ts+ta)
i=0 jTe>nTs—2d
JTs<nTs—2d ) JTs<nT,
+ > Aup((n-)Ta—2d)+ Y, Au;p((n—j)T.—d)
j=0 §Ts>nTs—2d
jTs<nTs—2d
- > Auyp((n—j)Ts—2d) (4.38)

=0
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As in the previous protocols let t = n Ts, z = j T, thus At = Az = T and note
that tc, =t +d, tc, = 2 + d. Defining ¢ = § At and taking the limit At = T; — 0,
the continuous form of equation 4.28 is

t

t-2d
guit)=1 - /0 w(z)p(t —d+ty — 2)dz — /;_2(1 u(2)p(t — d + 1ty — 2)dz

+ /t _tZdu(z)p(t —d—2)dz (4.39)

Proceeding as in the previous protocols would yield the LTI DE in u(t)

qii + (g + B)i — [(1 = B)(e™® — e72%) + e~ — 1]u(t — 2d)
tu(t) —u(t—d)+ut—2d) = 1 (4.40)

This time a fairly complicated dependence upon the past moves and their deriva-

tive occurs.

4.8 Two-Parameter SPC

All the results presented in this chapter were obtained for the case of the one-
parameter SPC [14][21]. These results can be extended in a very simple way to
the case of the two-parameter SPC 1.6.2 by just letting ¢ = kT instead of ¢ = (T5.
All the DDE’s remain exactly the same.
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Chapter 5

Matched Asymptotic Expansions of the Protocols DDEs

5.1 Introduction

The discrete protocols were approximated in Chapter 4 using semi-discrete, constant
coefficients, second order, ordinary delay-differential equations (DDEs). These equa-
tions are semi-discrete because the time between samples of the process, T > 0,
appears in the continuous form. Also recall that the delay d is the time required for
information from the controller to reach the plant. Similarly, a delay d is required for
process measurements, taken at the plant, to return the controller. In other words the
round-trip-time, or RT'T, is double the communication delay. In practice, decreasing
the sampling duration T, will reduce the RTT since the return delay from the plant
to the controller is reduced. However, a point is reached where further reductions in
T, have little impact, and T, and d may be assumed to be independent. This limit is
considered here for control over the web since control data packets add little to the
_ total web traffic.

The semi-discrete DDEs developed in the previous section are ”singular” because
in the limit of zero sampling duration, the order of the DDE changes and the coefficient
of the second order derivative term vanishes. The term ”singular” means that one then
"loses” a condition because the order of the differential equation has been reduced.
These DDEs are also termed ”stiff’. The "stiffness” of the DDEs corresponds with an
increasing gap between the rate constants, or eigenvalues, of the DDEs that increases
as the sampling duration, T, decreases. The rate constants may be characterized
as a "pair” in that they either have real parts that are large or small in absolute
value. This feature allows the decomposition of the closed-loop control response into
a linear combination of a "fast timescale” or ”fast response” and a ”slow timescale”
or ”slow response”. Those rate constants having a large absolute real part give the

"fast response” while the those with the smaller absolute real part give the "slow
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response”.

An apt method to analyze these singular DDEs is the Method of Matched Asymp-
totic Expansions (MAEs). The method involves the discovery of a so-called ”inner
solution” which corresponds to the ”fast control response”, and an ”outer solution”
corresponding to the ”slow control response”. It was historically used as a method
to approximate viscous flow behavior. At a surface, the viscous fluid must satisfy
a "no-slip”, or zero velocity condition. The effect of this boundary condition is to
typically introduce a "boundary layer” wherein the fluid speed rapidly changes from

zero to the free stream velocity outside the boundary layer.

The control analogy with fluid flow immediately follows from noting, for example,
that the ”fast timescale” or ”fast control response” is a boundary layer in time driven
by the initial conditions analogous to the no-slip condition. The time-wise boundary
layer thickness is determined by the sampling duration T, in the control problem.
This is analogous to the dependence of the boundary layer thickness in the fluid flow
on the inverse of the square root of the so-called Reynolds number. Now, the ”slow
control response” or ”slow timescale” is independent, to a first approximation, of
the sampling duration just like the free stream flow which knows nothing about the
existence of the boundary layer. This separation of behaviors is consistent with good

control performance [21].

Therefore, in this chapter the Method of Matched Asymptotic Expansions is used
to characterize the set of Protocols introduced in Chapter 3. These equations possess
key features that allow for a reduction of the entire set to a generic description. That
description is first described and then the network details of each Protocol are inserted

for a clear comparison of each Protocol strengths and weaknesses.

5.2 Analysis of Zero Delay Limit

The zero delay limit provides the desired generic mathematical form while also giving
insight into the description provided by the Matched Asymptotic Expansion without

the intrusion of networking details.



69

In the limit of a zero delay the DDEs developed in Chapter 4 reduce to
qi(t) + (¢ + B)u(t) + ult) =1 (5.1)

with 4(0) = 0 and %(0) = 1/q where ¢ = kT,. Note that the "dot” notation is
convenient to imply differentiation with respect to the time variable t.

Control performance improves as the sampling duration, T, or equivalently g, is
reduced since the fast timescale response boundary layer is correspondingly reduced
in size. In other words the control response becomes more like a first order control

response as the sampling duration is reduced. Therefore, (5.1) is analyzed for small

q.

5.2.1 Outer Solution

The outer expansion of (5.1) is a power series in the small parameter g and the first

order approximation is just

ﬂ’do(t) + U()(t) =1 (52)

where the initial conditions, u4(0) = 0 and %(0) = 1/q, are dropped since this expan-
sion is invalid at small times because i(t) cannot be neglected at early times.

Solving gives the outer expansion u(0)(t) as
u(0)(t) = up(t) = 1 + Ae* (5.3)

and the correction term is O(qg) ("O” means ”the size of” and read ”big oh of”)
because the next term in the power series will involve ¢'.

The rate constant satisfies

A+1/8=0 (5.4)

Now, there is an unknown constant A in the outer solution and this is found by
functionally matching, not value patching at some arbitrary location, the outer and

inner solutions within a zone of overlapping validity.

5.2.2 Inner Solution

The inner solution is found by proposing the existence of a boundary layer of width

q near t = 0. Therefore, the variable s = t/g is defined where the assumption is that
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the inner solution is valid for s = O(1) and that zone corresponds to the boundary

layer t = O(gq). Substitution to (5.1) yields
uss(t) + (g + Bus(t) + qu(s) = ¢ (5.5)

with 4»(0) = 0 and u,(0) = 1.

It is clear that for vanishingly small ¢ that the second derivative term is now order
one and cannot be neglected as occurred in the outer solution. However, to first order,
the ¢ = 0 inner solution knows nothing about the steady state and is only concerned
with the interaction of the control response with the initial conditions.

As before, the inner expansion of (5.5) is a power series in the small parameter ¢

and the first order approximation is
upss(s) + Pugs(s) =0 (5.6)

where the initial conditions are applied to the first approximation and 4y(0) = 0 and
’U,OS(O) =1.

Solving (5.6) gives the first order approximation to the inner solution u® as
u(i)(s) = ug(s) = (¢* — 1)/ (5.7)

where )\ satisfies
A+B8=0 (5.8)

and the A = 0 has been incorporated, for brevity, into the constant term in u(i)(s).
Note that there are no free constants left in the inner solution so that when this
solution is functionally matched with the outer solution the free constant in the latter

will be determined.

5.2.3 Matching

The inner and outer solutions are matched following the procedure advocated in [36].
The matching procedure involves: (i) placing each solution in the complementary
variable, (ii) Taylor expanding for small ¢, (iii) returning the solutions to one of
the variables, and (iv) functionally equating the expansions to various orders in the

parameter g [21].
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Thus the outer solution placed in the inner solution variable is
u(0)(t) = 1+ Ae* 1 (5.9)

and the inner solution placed in the outer solution variable is

u(i)(s) ~ (M1 —1)/X (5.10)
Next, each of these are expanded for small ¢ and to first order
uO)~1+A (5.11)
while
u(s) = —1/X (5.12)
Equating each of these forms yields

A=—(1+1/X) (5.13)

5.2.4 Composite Solution

The inner solution valid for within the boundary layer t = O(q) and the outer solution
valid outside the boundary layer for ¢ = O(1) are used to construct a ”composite”
solution valid to O(q) for all time ¢. This composite solution is assumed to be the
"union” of the outer and inner solutions where the region of overlapping validity
wherein they were matching is the ”intersection” of the two solutions taken as either
of 1+ A or —1/X. Thus the composite solution, uw®(t) = u®(t) + u®(t) — (1 + A),
gives

Xtfq _
WO @) = A(1 - M) + iTl +0(q) (5.14)

where the ”O(q)” means that the correction to this composite solution is the size of
q.
5.2.5 Discussion

The composite solution shows that the control may be broken up into a fast and

a slow response. The fast response is the order of ¢t = O(kT,) while the slow time
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scale is t = O(1). The wide separation of these timescales means that the control
performance, as represented by the slow response, is approximately first order. The
behavior of the control response as the sampling duration shrinks to zero is also
well-conditioned since the composite solution is bounded for ¢ — 0. Note, that this
contrasts with least-squares based, matrix predictive control methods which have
unbounded moves in the limit of zero sampling duration and are ill-conditioned to
small changes in Ty [21]. The well-conditioned nature of SPC is a basic reason for its

superiority in networked control environments with time-varying delays.

The SPC control algorithm considered here generalizes SPC as introduced in [14]
to dependence upon two parameters: § and k. It is clear from the above analysis that
the parameter 3 is the slow control timescale. The fast timescale involves the width
of the boundary layer equal to O(q) = O(kT,). If one also inserts the correction X
then the fast timescale, or boundary layer, is kT5/6. Note that the choice made by
[14] is to choose the aggressive case k = 3 from which the boundary layer width is

approximately the sampling duration T5.

SPC control becomes more aggressive as (3 is reduced since the slow timescale is
shortened. On the other hand, the fast timescale kT/0 is made wider for decreased
0 giving correspondingly less aggressive control at this timescale. For this reason, &k

is useful to modify the fast timescale independently of the slow.

While the control is globally stable in the absence of delays, the choices of k and g
that are consistent with widely separated control response timescales are those that
satisfy kT,/8 < B or B > v/kTs. Finally, it is useful to note that global stability of
(5.1) is guaranteed if ¢ + 8 > 0 and that this stability may be increased by either
widening the boundary layer width via the sampling duration T or k& and/or by

reducing the slow timescale by increasing 5.

In the Introduction to this chapter the zero delay expansion was said to provide
a generic description for the generalization to DDEs with nonzero delays. This is
true because the DDE solution structure is unchanged as a function of the delay
magnitude and shows the same separation of control response timescales. In fact, the
nontrivial delays simply modify the polynomial characteristic equations, A = —1/beta

and A = —8 to a transcendental form.
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A final point is that the analysis in this chapter has stayed in the continuous
time domain. Analyzing the control in the time domain has given the benefit of a
direct understanding of the control dynamics on the control algorithm parameters.
This feature will prove to be useful in understanding various features of the more

complicated networked control problem.

5.3 Protocol Analysis

The Protocols are in two series: (i) Series 1 has Protocols 1.0 and 1.1 and, (ii) Series
2, has Protocols 2.0, 2.1, and 2.2. The protocols are distingunished by assumptions
regarding the time of application of moves, ¥ Application Assumption”, and the time
of sensing of the process state, ”Measurement Timestamping”. These assumptions

are detailed at the beginning of each section devoted to each series.

All of the Protocols satisfy the initial conditions u(0) = 0, 4(0) = 1/¢ and for

t < 0 the solution is assumed to be identically zero.

Each Protocol DDE is characterized by: (i) a gii(t) term, (ii) a linear combination
of u(t) terms which may or may not be delayed and which approach (g+ 8)u(t) in the
limit of of zero delay d = 0, and (iii) a linear combination of u(t) terms which may
or may not be delayed that approach u(t) in the limit of zero delay. The features in
(1), (ii) and (iii) guarantee that the MAE analysis is analogous to that developed for
the zero delay case. The presence of delayed terms in u(t) and %(t) simply lead to
transcendental characteristic equations for A and X that reduce to polynomials in the

zero delay limit.

In the following sections each Protocol is described in turn and the results are
stated in terms of the analysis already worked out for the zero delay case by noting
formulae for A, A

The introduction of nonzero delays disrupts the globally stable control and in-
creases the approximately first order behaviour enjoyed in the zero delay case to
second order. Therefore, the stability of each protocol is found and the region within

which the slow response is critically damped is found where appropriate.
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5.4 Series 1 Protocols

In Series 1, all moves are computed on the Application Assumption that past moves
were applied at the time they were found. In this case there is no Measurement
Acknowledgement, or Acking.

Predictive errors due to this assumption are corrected by future sensing of the
process state. Since they are used as corrections they are termed Additive Feedback
Corrections. Specifically, the difference between the most recently received process
state measurement and the prediction of the current state using the Application
Assumption, is used as an additive correction to the predicted future state required
in the calculation of the next move. The effect of neglecting the difference between
the time when the process state measurement was made and the time of the predicted
current state, used in this Protocol’s Additive Feedback Assumption, differentiates

Protocol 1.0 and 1.1.

5.4.1 Protocol 1.0

As was stated in the previous section, the difference between the timing of the process
state measurement and the predicted current state is neglected in this Protocol’s
Additive Feedback Assumption.

The DDE for Protocol 1.0 is

qit(t) + (g + B)u(t) +u(t —2d) =1 (5.15)
The characteristic equations for A and X satisfy
BA+e P =0 (5.16)
AA+p)=0 (5.17)
The first approximations to A and X are

re LF V;i" 84/ (5.18)

A=-p (5.19)

where the slow and fast response timescales respectively are 1/\ and kT;/ X. Note

that the approximation for A was based upon exp(—2Ad) ~ 1/(1 + 2Ad) for small A\d.
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Control Performance

Good control performance occurs when the control is at least critically damped and
from the outer solution rate constant in (5.19), this requires d/8 < 1/8 where Ad < 1.
Note that this constraint only applies to Ad < 1 since the control is stable for the
limiting cases of d = 0 (Section 5.2) and d — oo. This point is detailed in the next
section on global stability.

The tightness of the constraint on d/3 demonstrates the difficulty of networked
control. It is quite restrictive since 8 = 1 requires d =~ 1/8 of the process time
constant. Yet the control at these levels of B is no faster than the process time
constant.

However, a factor of two improvement in control performance can be had by
reducing § from near unity to 8 =~ 0.5 since the slow control response timescale is
proportional to § at small Ad. Reaching this level is possible for delays equal to
approximately 5% of the process time constant.

There is also the relationship between the slow and fast control timescales to
consider. The slow response timescale is assumed to be much larger than the sampling
duration T to allow for good separation of the slow and fast control timescales. This
can be seen by noting that the fast timescale is kT,/6 and choosing k = O() yields
a fast timescale at the order of the sampling duration. This choice of the parameter
k also gives a well-conditioned dependence on changes in the sampling duration since
the fast timescale is no faster than the sampling duration. Adjustment of k¥ to be
larger than O(8) will be used in later chapters to expand the stability envelope when

the network delay characteristics make this necessary.

Global Stability

The range of values of # and k for which the SPC algorithm is globally stable under
Protocol 1.0 are found.

The full rate constant equations are found by substituting « = exp(At) to (5.17)
from which

gA* + (g + B)A+ e =0 (5.20)

It is clear that at large delay, d — oo, the rate constants approach A = 0 and
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A = —(q + B) and the control is stable. Similarly, as was shown in the zero delay
analysis in Section 5.2, the control is stable for d = 0.
However, control at small and finite delays associated with Ad < 1 can be unstable.

This can be seen by expanding exp(—2Ad) ~ 1 — 2Ad + 2A%d? in (5.20)
g’ + (g +B—-2d)A+1=0 (5.21)

Hence, a minus real part of A requires 8 > 2d — g for stability.

A somewhat surprising observation is that control at, or near, 3 = 1 may also be
unstable in the presence of delays since 2d — g < 1. This means that even control that
is operating near the open-loop response dynamics still requires control. This point
emphasizes the danger of attempting to generalize zero delay results to those where
delays are present.

This difficulty is easily alleviated in the two-parameter SPC used here by simply
ezpanding the zone of stability using the second parameter k. Recall that ¢ = kT
and the zone of stability is then 8 > 2d — kT,. In this case it is possible to choose k
such that 2d — kT, < 8. This action is only taken to stabilize control and is used in
the following chapters as part of the real-time adaptation of the two SPC parameters
G and k.

5.4.2 Protocol 1.1

In the discussion of Protocol 1.1, only differences between this protocol and Protocol
1.0 are considered. The remaining discussion of Protocol 1.0 applies to Protocol 1.1
and is not repeated.

Protocol 1.1 is based on the same Application Assumption as Protocol 1.0. How-
ever, unlike Protocol 1.0, the Additive Feedback Correction used here also respects
the time that the process measurement was made. Respecting the process measure-
ment timing is termed ”Measurement Timestamping”. In other words, the difference
between measured process state and the predicted state is evaluated at the same time
instant.

The resulting DDE for Protocol 1.1, developed in Section 4.4 is

qii(t) + (¢ + B)u(t) + u(t) —u(t —d) +u(t —2d) =1 (5.22)
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Qualitative comparison of this DDE with the DDE (5.15) for Protocol 1.0 shows that
the Measurement Timestamping involves an additional term u(t) — u(t — d) while the
terms multiplying i(t) and %(t) remain unchanged. Hence, the inner, or fast control
timescale, solution in Protocol 1.1 is unaltered from that in Protocol 1.

The u(t) —u(t—d) correction does change the outer solution characteristic equation

for the rate constant A from the seen in Protocol 1. Hence, A and X satisfy

Br+l—eMpe =0 (5.23)
AA+8)=0 (5.24)

The first approximations to A and ) are

X\~ —(1+d/B) + /(1 + d/B)> —8d/8
~ 4d

_ (5.25)
A=-p (5.26)

where the approximation for A is again based upon exp(—2Ad) =~ 1/(1 + 2Xd).

Control Performance

As was observed for Protocol 1.0, the control performance in Protocol 1.1 depends on
the slow response timescale 1/A. The approximation of the A rate constant in (5.26)

is a function of d/G and shows a critically damped behaviour when
(1+d/B)? =8d/p (5.27)

or d/B < 1/6 for overdamped control dynamics. This constraint is a slight relaxation
of that seen d/( < 1/8 seen in Protocol 1.0 and is due to Measurement Timestamping.
A useful comparison between Protocol 1.0 and 1.1 can be found by comparing

the characteristic equations for each protocol, i.e.

242 +X+1/8=0 (5.28)
2d)\? + ﬂ—;g)\ +1/8=0 (5.29)

where the first equation is for Protfocol 1.0 and the second for Protocol 1.1. It is clear

that Protocol 1.1 results in an increased damping seen in the coefficient (5+d)/8. The
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effect of this damping vanishes in the limit of zero delay and large delays where the
two protocols become identical. Hence, Protocol 1.1 is somewhat more conservative
for delays where the control can become unstable. This point is considered in more

detail in the next section.

Stability

The global characteristic equation for Protocol 1.1 is
A’ + (q+BA+1—e M et =0 (5.30)

This equation shows that in the limit of zero delay and large delays the control is
stable. Therefore, it is useful to expand for Ad < 1 so that exp(—2Ad) = 1 — 2Ad +
2A%d? from which

g\’ +(g+B—-d)A+1=0 (5.31)

Comparison of this characteristic with the same for Protocol 1.0 in (5.21) shows that
the coefficient of A indicates stable control for 8 > d—gq. This is a little less restrictive

than the requirement 8 > 2d — g in Protocol 1.0.

5.5 Series 2 Protocols

In Protocols 1.0 and 1.1, the Application Assumption is that past moves were applied
at the time they were found. This assumption is modified in the Series 2 protocols to
be: past moves were applied at the time they were applied. In other words, the time
that a move is applied is noted by the plant and passed back to the controller. This
is termed ”Move Acknowledgement” or Acking.

It is clear that, because of communication delays, not all moves will have been ac-
knowledged when the next move is being computed. Therefore, the Series 2 protocols
are differentiated by two features: (i) whether or not moves that are unacknowledged,
or unAcked, are assumed to be applied at the time they were found, and (ii) whether,

or not, Measurement Timestamping is applied in the Additive Feedback Assumption:

e Protocol 2.0: (i) unacknowledged moves are ignored, and (ii) Measurement

Timestamping is not applied in the Additive Feedback Assumption
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e Protocol 2.1: (i) unacknowledged moves are not ignored and are assumed, as
in the Series 1 protocols, to have been applied at the time they were computed
and, (ii) Measurement Timestamping is not applied in the Additive Feedback

Assumption

e Protocol 2.2: (i) unacknowledged moves are not ignored as in Protocol 2.1 and,
(i) Measurement Timestamping is applied in the Additive Feedback Assump-

tion

5.5.1 Protocol 2.0

The Protocol 2.0 DDE, developed in Section 4.5 is
qii(t) + qu(t) + Bedu(t — 2d) + u(t — 2d) = 1 (5.32)

Comparison with the Protocol 1.0 DDE in (5.15) indicates that move acknowledge-
ment has modified the term (g + B)u(t) to gu(t) + Be %i(t — 2d) while the terms
u(t — 2d) and the qii(t) remain the same.

In this protocol, A and X satisfy

e BA+1=0 (5.33)
A+ Be D = ¢ (5.34)

The first approximations to A and nontrivial X, valid for small A\d, satisfy

-d
A — (5.35)

B
X _ -1+ AV ]1.1; Sdﬂe“d (536)

where it is assumed that exp(—2Xd) = 1/(1 + 2)d).

Control Performance and Discussion

The control performance in this protocol is poor for two reasons: (i) the rate constant
in the outer, or slow response, solution (5.36) shows increasingly aggressive control

as the delay increases and, (ii) the rate constant in the inner, or fast response, shows



80

less aggressive control as the delay is increased. Hence, the slow response timescale
is speeding up while the fast response timescale is slowing down for increased delays.
Such control is clearly not desirable and stands in contrast to the Series 1 protocols
where the fast control timescale is independent of the delay to first order while the
slow response timescale becomes less aggressive as the delay is increased. This is
quite surprising since one would consider using the acknowledgements that include
the actual time of application of a move should improve the control performance.
However, it is important to remember that it is the balance between the Application
Assumption and the Additive Feedback Assumption that affects control performance.

Poor control performance in this protocol, in comparison with the Series 1 pro-
tocols, may stem from unacknowledged moves ignored in this protocol. Therefore,
Protocol 2.1 is considered where unacknowledged moves are assumed to have been

applied at the time they were computed as in the Series 1 protocols.

Stability
The global characteristic equation for Protocol 2.0 is
gA% + gA + Be 4 MM 4 e = ¢ (5.37)
Assuming e~2% ~ 1 — 2dA 5.37 becomes
(g—Be™2d)A% + (g +Be*—2d)A+1=0 (5.38)

The coefficient of A% becomes more positive when d increases while that of A
becomes more negative. A stability zone is obtained by requiring the coefficient of A
(the damping) to be positive

i< 1th (5.39)

g+2
5.5.2 Protocol 2.1

In Protocol 2.1 the Application Assumption of Protocol 2.0 is updated to include
unacknowledged moves as having occurred at the time of computation.

The Protocol 2.1 DDE developed in Section 4.6 is

qii(t) + (g + B)u(t) — Ble™® — e )a(t — 2d) + u(t — 2d) = 1 (5.40)
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The main feature of interest in this DDE is the change from the Protocol 2.0 DDE
in (5.32) to include the term (g + 3)u(t) seen in the Series 1 protocols. This term
appears here because the unacknowledged moves are now included as having occurred
at the time of computation.

The Protocol 2.1 characteristic equations A and X are

202+ (1—e X teHA+1/8=0 (5.41)
AA=Ble M —e e S + B+ =0 (5.42)

Assuming e~ a , the first approximations to A and )\ are

(1+d)++/(1+d)? -8d/8
4d

A= — (5.43)

A=-4-1 (5.44)

where the approximation for A was constructed from exp(—Ad) = 1/(1 + Ad) and
d< 1.

Control Performance

This protocol is a definite improvement over Protocol 2.0 and approximates the re-
sults for Protocol 1.0. Specifically, respectively comparing the Protocol 1.0 results
in (5.17) and (5.19) with their Protocol 2.1 counterparts in (5.42) and (5.44) shows
that Protocol 2.1 is somewhat more damped over Protocol 1.0. Protocol 2.1 also has
a slightly better restriction to obtain overdamped control than seen in Protocol 1.0.
These results show that Protocol 2.1 possesses slightly better control performance

than seen in Protocol 1.0.

Control Stability

Substitution of u(t) = exp(At) to the characteristic equation for A in (5.42) and
expanding exp(—Ad) = 1 — Ad + A?d? and exp(—d) = 1 — d + d? yields

g\ + (g+B8(1+d) —2d)A+1=0 (5.45)

which yields an approximate stability zone d < gf—g Comparison with the stability

results for Protocol 1.0 in Section 5.4.1 shows that Protocol 2.1 has a somewhat
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broader zone of stability for a given set of parameters 3 and k (recall that ¢ = k7).
However, such a small increased zone of stability has little effect since ¥ can be

independently adapted to increase the stability zone where necessary.

Discussion

The results for Protocol 2.1 compare very closely with that for Protocol 1.0. The
tighter stability constraint in this protocol in comparison with Protocol 1.1 (Section
5.4.2) may be improved by including an Additive Feedback Assumption where Mea-
surement Timestamping is included. Therefore, Protocol 2.1 is further updated to

Protocol 2.2 where Measurement Timestamping, used in Protocol 1.1, is also included.

5.5.3 Protocol 2.2

In Protocol 2.2 the Additive Feedback Assumption in Protocol 2.1 is modified to
include Measurement Timestamping.
The DDE for this protocol, developed in Section 4.7, is

gii + (g + B)i — [(1 — B)(e™® — e724) 4+ e~ — 1]u(t — 2d)
tu(t) —u(t —d)+u(t—2d) = 1

The characteristic equations \ and \ are

242X 4 (B —2d)A+1=0 (5.46)
AA+[1-(1-B) e —e) —e ) =0 (5.47)

where the equation for A has been simplified for small d.

The first approximations to A and X are

(6—2d)++/(B—2d)>—8d4%
44?2 -

A= — 0 (5.48)

A=-B+d (5.49)

where the approximation for A was constructed from exp(—Ad) = 1/(1 + A\d) and
d< 1.



83
Control Performance

The outer solution rate constant (5.49) indicates an instability in the outer solution
occurs when 3 < 2d and this agrees with stability found using the full equation (see

the next section).

Control Stability

Substitution of u(t) = exp(At) to the characteristic equation for A in (??) and ex-
panding exp(—Ad) = 1 — Ad + A\2d? and exp(—d) = 1 —d + d? yields

g\ + (g +B8-(1-B)d)A+1=0 (5.50)

An approximate stability zone can be obtained by setting d < -‘111'—2- Comparison with
the stability results for Protocol 2.1 (5.45) shows that Protocol 2.2 has an identical

zone of stability.

5.6 Discussion Of All Protocols

In this chapter the Series 1 and Series 2 protocols were analyzed for control perfor-
mance and stability. The surprising result is that the best SPC control performance
and stability of a first order LTI process, lie with a control regime possessing two
features: (i) moves are made under the assumption that they will be applied at the
time of computation and, (ii) the error made in (i) is corrected through timestamped
process sensing.

The first feature leads to good control performance since the %(t) terms are un-
modified from those for zero delay, while the second leads to enhanced control stability
through the modification of the u(t) in the zero delay DDE. A rule-of-thumb is that
it is best to simply make moves under a constant assumption of when they will be
applied while relying on precise timestamped feedback of the process state to stabilize
control move assumption errors.

Stated another way, the rule-of-thumb implies that it may be best to be "sloppy”
on the computational side since ” precise” process state measurements will continually

correct any errors incurred by the sloppy computation. Hence, relying on sensing for
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control stability rather than complex algorithms intended to compensate for unknown
delays may provide an unexpected route to stable and effective network control.
Having said the above, it must be remembered that these resuits apply to pre-
dictive control of a first order, LTI process. The multitude of variations from such
a process may lead to completely different conclusions. However, the results are

compelling for their simplicity.
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Chapter 6

Protocols Control Performance Comparison via Simulations

6.1 Introduction
Control performance is quantified by three measures
e Maximum Percent Overshoot (MPO):Largest positive relative error.

e Rise Time (RT): taken here as the time for the process to reach 90% of the set

point.

e Settling Time (ST): taken here as the time for the process to reach and stay
within 2% of the set point.

The ns-2 setup shown in Figure 2.1 is used in the simulation. The five suggested
protocols performances are to be compared in the case of random communication
delays on a high traffic network. All five protocols will be subjected to the same
network and delay conditions.

The links bandwidths are set as shown in the following tcl script block of code

# Connect the nodes with a star graph

$ns duplex-link $n0 $n3 10Mb ims DropTail
$ns duplex-link $n2 $n3 10Mb ims DropTail
$ns duplex-link $n3 $n6 0.015Mb  1ms DropTail
$ns duplex-link $n3 $n7 0.015Mb 1ms DropTail
$ns duplex-link $n6 $n4 0.015Mb 1ms DropTail
$ns duplex-link $n7 $n4 0.015Mb 1ms DropTail
$ns duplex-link $nd4 $n1 10Mb ims DropTail
$ns duplex-link $nd4 $n5 10Mb lms DropTail



$ns

$ns

$ns
$ns
$ns
$ns
$ns

$ns

36

queue-limit $n3 $n6 10
queue-limit $n6 $n3 10

queue-limit $n3 $n7 10
queue-limit $n7 $n3 10
queune-limit $nd $n6 10
queue-limit $n6 $nd 10
queue-limit $n4 $n7 10
queue-limit $n7 $nd 10

The bit error rate is not set on any of the links. The packet loss results from

dropping packets by routers with full queues and not from data corruption.

Competing IP traffic is generated using ns-2 traffic generators as follow

e A variable bit rate (VBR) two-way UDP traffic between nodes n0 and nl. The

VBR. On, Off periods are drawn from Pareto distributions as shown in the

following tel script block of code

set e_n0Onl [new Application/Traffic/Pareto];
$e_nOnl attach-agent $src_nOnl;

$e_nOnl set packetSize_ 200;

$e_nOnl set burst_time_ 150ms;

$e_nOnl set idle_time_ 150ms;

$e_nOnl1 set rate_ 35.0kb;

$e_nOnl set shape_ 1.5;

set e_nin0 [new Application/Traffic/Pareto];
$e_nin0 attach-agent $src_nin0;

$e_n1n0 set packetSize_ 400;

$e_nin0 set burst_time_ 150ms;

$e_nin0 set idle_time_ 300ms;
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$e_nin0 set rate_ 35.0kb ;
$e_nin0 set shape_ 1.3;

e A VBR one-way UDP traffic between nodes n6 and n5. The VBR On, Off
periods are drawn from Exponential distributions as shown in the following tcl

script block of code

set e_n6n5 [new Application/Traffic/Exponentiall;
$e_nbnb attach-agent $src_n6nb;

$e_n6n5.set packetSize_ 250;

$e_n6nb5 set burst_time_ Oms;

$e_n6nd5 set idle_time_ 500ms;

$e_n6nb set rate_ 60Kb;

In the simulation, each closed loop control session lasts for 10 simulated seconds.
The simulation is run in batches: 20 batches in total and 50 closed loop control runs
per batch. Thus a total of 1000 closed loop 10-second control sessions are simulated.
For each batch the random number generators use different random streams. More-
over for each batch, the start times of the traffic generators are drawn randomly from
a uniform distribution between 0 and 1 second, which provides different, random
overlap between the random RTT time series and the closed loop sessions.

The plant is a first order plant with a unit step response
Pit)=1-¢"t

In all the protocols simulations it is assumed that

e The SPC parameter 3 is set to a medium-aggressive value of 0.5.

e The sensor is time-driven with a sampling period T5 = 0.1 seconds chosen to

be small compared with the time constant.
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Figure 6.1: Large Load Network. RTT histogram for all 5 protocols.

6.2 Control performance histograms: large load network

Figure 6.1 shows the histogram of the RTT between the controller and the plant
nodes resulting from a fairly large load traffic on the network. These histograms are
the same for all protocols since the control data traffic is small in all cases and the
size of the control data packets was made the same for all the protocols. This is
realistic since the control data traffic is small compared with other traffic on the real
Internet and thus the control traffic should not affect the Internet traffic conditions.
The average RTT is 0.3625 sec and its standard deviation is 0.2959 sec. On average,
the RT'T is about 3.6 times the process sampling period T5.

Control performance measures for Protocols 1.0, 1.1, 2.0, 2.1, 2.2 are shown, in
the form of histograms, respectively in figures 6.2, 6.3, 6.4, 6.5, 6.6 .

Table 6.1 presents statistical summaries of the control performance indices for
the usage of each protocol. The seventh column, denoted by Number of Excessive
Overshoots (NEO), shows the number of realizations that had an M PO larger than
20% .

6.3 Control performance histograms: smaller load network

Figure 6.7 shows the histogram of the RT'T between the controller and the plant nodes

resulting from a smaller load traffic than that of the previous section. The average
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Figure 6.2: Protocol 1. MPO, RT, and ST histograms.
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Figure 6.3: Protocol 1.1. MPO, RT, and ST histograms.
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Figure 6.4: Protocol 2. MPO, RT, and ST histograms.
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Table 6.1: Case of Large Load Network.Performance Indices Sample Statistics for
1000 realizations. (Sample Average Rise Time: RT, Sample Average Settling Time:
ST, Sample Average Maximum Percent Overshoot: M PO, and their corresponding
Sample Standard Deviations: Sgr, Sst, Smpo). NEO is the nb. of realizations with

MPO > 20%.

B=05 RT | Spr | ST | Ssr MPO Supo | NEO
Protocol 1.0 | 1.401 | 0.957 | 4.021 | 1.686 | 19.261% | 21.719% | 391
Protocol 1.1 | 1.562 | 1.083 | 3.942 | 1.784 | 12.046% | 16.733% | 222
Protocol 2.0 | 0.865 | 0.347 | 8.327 | 2.538 | 281.630% | 365.840% | 855
Protocol 2.1 | 1.437 | 0.981 | 3.948 | 1.678 | 16.637% | 20.184% | 333
Protocol 2.2 11.638 | 1.128 | 3.943 | 1.857 | 10.026% | 16.127% | 184
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Figure 6.7: Smaller Load Network. RTT histogram for all 5 protocols.

RTT is 0.306 sec and its standard deviation is 0.344 sec. On average, the RTT is
about 3 times the process sampling period T.
Control performance measures for Protocols 1.0, 1.1, 2.0, 2.1, 2.2 are summarized

in table 6.2.

6.4 Discussion

These simulations were constructed for a medium-aggressive value of 8 = 0.5 in order
to compare protocol performance for a constant g.

The results indicate that the mean protocol performance is fairly close between
all of the protocols while the analysis showed that Protocol 1.1 had a small edge over
the remaining protocols. Recall that in Protocol 1.1 the Application Assumption was
that each move was applied at the time of computation and the Additive Feedback
Correction involved Measurement Timestamping.

This edge becomes significant in light of the rule-of-thumb that ”sloppy” move
computation followed up with ”precise” sensing should provide control as good as
that seen in more ”precise” move computation based on Move Acknowledgement.
The claim in the analysis is borne out to the extent that Protocol 1.1 fares well
in comparison with the other in an average sense even though it relies on ”sloppy”

computation. However, it is important to note that the standard deviation blurs any
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Table 6.2: Case of Smaller Load Network.Performance Indices Sample Statistics for
1000 realizations. (Sample Average Rise Time: RT, Sample Average Settling Time:
ST, Sample Average Maximum Percent Overshoot: M PO, and their corresponding
Sample Standard Deviations: Sgrr, Sst, Smpo). NEO is the nb. of realizations with
MPO > 20%.

B=05 | RT | Ser | ST | Ssr | MPO | Supo | NEO
Protocol 1.0 | 2.040 | 1.153 | 3.811 | 1.643 | 6.448% | 13.373% | 128
Protocol 1.1 | 2.159 | 1.222 | 3.992 | 1.636 | 6.410% | 12.885% | 113
Protocol 2.0 | 1.409 | 1.320 | 9.489 | 1.074 | 666% | 667% | 804
Protocol 2.1 |1 2.072 | 1.154 | 3.808 | 1.627 | 5.641% | 12.018% | 104
Protocol 2.2 | 2.203 | 1.219 | 4.014 | 1.600 | 5.588% | 11.592% | 93

average difference so that they are all closely related for time-varying delays. The sole
exception to this observation is Protocol 2.0 which fares badly due to the exclusion
of unAcked moves from the process prediction used in the move computation.

Given the near equivalence of all the Protocols it would seem that for constant 3
either Protocol 1.0 or Protocol 1.1 should be sufficient. The computational simplicity
of Protocol 1.1 coupled with its reliance upon sensing for stability improvement make

it a natural choice.
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Chapter 7

Fuzzy Network State Sensing and Parameter Scheduling

7.1 Introduction

In earlier chapters, a rule-of-thumb analytical study was performed to gain overall
insight into major features governing control over IP. It was found that ”sloppy”
computation followed up by good sensing for feedback correction leads to ease of
implementation without sacrificing control capability. This generic point was borne
out in simulation and between the simulation and analysis it appears that Protocol
1.1 is most useful.

In this chapter a fuzzy logic decision system is designed to sense the state of the
network. It is used for two things: (i) to sense the delay state of the network, and (ii)
to schedule the two SPC parameters k and 3 (see Sections 1.6.2). In the next section
some general characteristics of the Internet delay relevant to the fuzzy logic decision
system are presented. These characteristics are gathered from studies that are done

by different researchers and that are not part of this thesis.

7.2 Internet delay characteristics

7.2.1 Introduction

Many studies have been done on the end-to-end dynamics of the Internet. RTT
adopted as a measure of end-to-end delay, constitutes the main metric considered in
those studies. This is no surprise since it is a comprehensive measure that implicitly
gives indications about other metrics like Loss, Congestion..., while most Internet
applications and protocols are explicitly affected by it.

Many sources contribute to the Internet communication delay and include

e Propagation delay which is the sum, along the physical path, of the times it
takes to put a bit on and propagate it through the physical links. This is related
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mainly to the bandwidth and the physical properties of all the physical links
and is deterministic for each link but is stochastic for a logical channel since the
physical path of a logical communication channel may change from one packet

to another.

e Processing delays that are the amount of time needed to process information
along the path. It is stochastic because it depends on the size of the packet and

on processing power along the physical paths taken.

e Queueing delays equal to the delays encountered by packets while waiting in
queues to be processed along the way to the destination. These delays are
stochastic since they depend on the size of the traffic and are highly coupled
with the two types of delay mentioned.

Researches have concentrated on approximating RTT distributions or performing
predictions of an RTT time series. Unfortunately the conclusions reached are different
from one research to another and are sometimes contradictory. For example, while
some concluded that the RTT distribution is unimodal {2] others have directly refuted
that conclusion [7].

Such disparity is not surprising since end-to-end Internet dynamics depend on
many coupled and highly stochastic processes. The Internet itself is also subject to
ongoing transformations. What is true for one link may not be true for another and
even the behavior of the same link is not the same from one time of day to another.
Delay size and variability can change from one continent to another, from one period

of the day to another, and from one ISP (Internet Service Provider) to another.

7.2.2 General characteristics of the Internet communication delay
Some points from the different researches relevant to this thesis are highlighted here

with assumptions first stated followed by references:

1. Inherent RTT (minimum RTT on a connection) in most cases appears frequently

[2][29](7][9][5]-
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2. There are large geographical and temporal variations in RT'T. i.e, RTT changes
from a geographical area to another and from a time of the day to another

[2]{29]{7](9}[5]-

3. RTT distributions have long tails and in most cases have narrow peaks

[2] [29] [7][9][5]. They can be approximated by Gamma distributions(7}[9].

4. RTT distributions are skewed with fairly spaced means and modes and the

mode is a better characteristic of such skewed distributions [2]{29].
5. Spikes or excessive RTTs are isolated rare events [2][29][7][9][5].

6. RTTs are in most cases clustered within 10% of the mean , or the mode, or the
Inherent delay [2][29] [7]{9].

7. RTT distributions change fairly slowly [2]{7]. Periods before substantial change

vary from 50 minutes [2] down to 2 seconds [7].

8. The jitter in RTT observations is relatively small [2][29]. Over a window of 100
seconds, the range of RTT is within 10 ms [2]. In other words the RTT stays

relatively steady for a period of about 100 seconds.

With the admission of the researchers, none of the RT'T properties mentioned
here are generally valid. However, experience with the Internet and the research
conclusions mentioned earlier in this section have yielded a general property of the

RTT random process that can be stated with some degree of confidence:

e RTT jitter is small. Within a certain time window, termed a Jitter-Window,
equal to the order of 1 second RTT may be considered steady with its variation
confined within the order of milliseconds. Such steadiness is occasionally per-
turbed every now and then in by large delay spikes. These spikes may follow a
"jump diffusion” [6] description seen in financial markets and is the subject of

ongoing research.

It should be emphasized here that the methods employed in this thesis are in-
dependent of the validity of any of the above-mentioned properties. Recall that the
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goal of this thesis is to build an SPC algorithm and a related communication protocol
giving acceptable control performance in the presence of highly unpredictable and
variable delays. Therefore, the above discussion on RTT properties serves to justify
the straightforward approach taken here to predict RTT in the following chapter.

A fuzzy logic approach is developed in this chapter to sense the state of the RT'T
and to adapt the SPC parameters to the ever-changing network state. The proposed

method will function the best when the following assumption is met

e A causal RTT window exists that yields information about the average RTT in
the near future, such that the control parameters may be adjusted in a timely

fashion to provide acceptable control performance.

This means then that when a large spike in RTT appears, the controller and the
plant lose communication for a time long compared with the process time constant and

the controller is assumed to enter a sleep mode {27] wherein no control is attempted.

7.3 Summary of two-parameter SPC

A two-parameter SPC was presented in the Section 1.6.2. This form of SPC has
the usual parameter 3 and an additional parameter k. It was shown Chapter 5 and
specifically for Protocol 1.1 in Section 5.4.2 of the same chapter, that this protocol
is stable for 8 > d — ¢ or equivalently 8+ ¢ > d. Recall that ¢ = kT so that the
stability criterion is § + kT > d. Clearly, the zone of stability can be increased by
simply increasing the value of &k as detailed in Section 5.4.1 for Protocol 1.0.

Now, the round trip time between the controller and the sensor is RTT = 7c4 +

Tsc = 2d. Rewriting the stability criterion in terms of the RTT gives

RTT
B+q> 5 (7.1)

and substituting q = kT,
RTT

s

(7.2)

2

— 2

T, B+ 2k >
Thus the approximate inequality in (7.1) implies that the RTT value after which

the closed loop control becomes unstable is the order of 2(5 + ¢). It is also clear

that increasing the second SPC parameter k£ will expand the zone of stability. This
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extra degree of freedom is exploited in the fuzzy adaptation to communication delay

developed below.

7.4 Fuzzy system design

The fuzzy system is designed to detect the state of the Network delay and suitably
adapt the SPC parameter 8. In this approach a two dimensional fuzzy logic system
that schedules both of k£ and 8 is avoided. This is achieved by using the stability
analysis to set k such that the control dynamics are inside the zone of stability.

The basic assumption made here to adapt the SPC parameters is

The relative size of the communication delay and/or its variability compared with

the sampling period is a sensitive measure of NCS controllability.

Therefore, the state of the network delay is quantified by a relative RT'T measure
J that represents the ratio of the RTT relative to the sensing, or sampling, period
T,. Note that the sampling period also reflects the plant time constant through the
requirement it satisfy T; << Plant Time Constant equal to unity in this thesis.

Thus, J can be simply stated as the following three possibilities

_ RTTmax
J = T (7.3)
. —
RTT
7= (7.4)

where the Round trip Time is RTT, = 7ca, + 7sc,, RTTpyax and RTT are
respectively the largest and the average "Round Trip Times” over an RTT

window of size M.

_ RTT + \/var[RTT)
= T

var|RTT) is the RTT variance over a window of size M.

J
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Note that an RTT sample is estimated every time a measurement packet is received
by using the TimeStamp and the Last measured ¢4 fields of the received packet (see
section 3.7.2). If J is small, the delay and/or its variability are small compared to
T, and the controller can function in an aggressive mode. If J is medium, the delay
and/or its variability are the order of T, and the controller should function in a mild
mode. If J is large, the delay and/or its variability is large compared to T, and the
controller should function in a slow mode.

The plain language statement "how big” is written in term of the three input

fuzzy sets
e Small: J <K T%
e Medium : J ~ Ti’

o Large: J > %

The fuzzification membership functions quantify the degree of membership of the

input J in each of the input fuzzy sets

-3 J+1 ifJe0, A
:usmall(‘]) = 2T 1 [ ST"] (76)
0 otherwise
(5T.J -1 if J € [gh, ]
,Uvmedium(-]) = 4 —%‘J—F 9 ifJe [%, g%] (77)
{ 0 otherwise
(0 if J < &
Parge(J) = § LJ—1 if Je[k, £l (7.8)
1 U2z

The choice T% as an upper limit for J is associated with a choice of 8 = 1 (maximal
allowable §) and k& = 0 (limiting k with no effect on stability) in (7.2).

The input membership functions are depicted in figure 7.1.

The heuristics behind the fuzzy system mentioned earlier can be put into three

rules that constitute the fuzzy rule base to be used for inference
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-Figure 7.1: Input Membership Functions: psmatier(J), Hequat(J), and Liarger(J).

e Rule 1: if J is small then 3 is small. (Aggressive control).
e Rule 2: if J is medium then g is mild. (Mild control).
e Rule 3: if J is large then 3 is large. (Slow control).

The fuzzification membership functions used to quantify the degree of membership
of the output [ to each of the output fuzzy sets (linguistically labeled ”aggressive”,

"mild”, and ”slow” in the rule base) are

—-2508+1 ifBe|0,04
:ua.ggressive(ﬂ ) = { [ ] (79)
0 otherwise
56— 1.5 if 8 €]0.3,0.5]
pmia(B) = { —4B8+3 if B €]0.5,0.75) (7.10)
0 otherwise
10 7
—ﬂ -3 if ,3 6]0.7, 10]
psiow(B) = ¢ B 7.1
() { 0 Otherwise (7.11)

The output membership functions are depicted in figure 7.2.
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The Center-Of-Gravity (COG) (28] method is used in the defuzzification of the
output. The values of the output area COGs are chosen empirically to be 0.25,
0.5, and 1.0. This choice guarantees that the most aggressive value of 8 would be
0.25 in order to avoid bangbang and quasi-bangbang control associated with 8 — 0.
Note that the value of 8 = 1.0 (infinite control prediction horizon) corresponds to

closed-loop dynamics equivalent to the constant-input open-loop response dynamics.

7.4.1 Adapting the Parameter &

The value of & is calculated using equation (7.2). For stability

J<2(1£,+k)

s

Given [ < 1, the following two rules are used for calculating £ and maintain stable

control

if J <=2 +2
- {ﬂ ' " (7.12)

(§-%) fJ>Z+2

A more conservative control can be obtained by scheduling k£ more conservatively as
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follow
if J <=2
_ P ' 7. (7.13)
(J-%) fJ>2%
The conservative scheduling of k£ in equation 7.13 is adopted in the simulations to

follow.

7.5 Simulation results

In the next subsections simulation results are presented. Gains in control performance
obtained from the fuzzy adaptation developed above and the two-parameter SPC are

examined.

7.5.1 Simulation results: large load network

The same simulation scheme used in Chapter 6 and introduced in Section 6.2 is used
here. Thus, all the results presented here are subjected to the same RTT distribution
shown in Figure 6.1. The same RTT distribution is also shown in Figure 7.3 along

with the corresponding J measure distribution with J chosen to be

RTT
J= 73
where RT'T corresponds to the mean RT'T over a window of 20 RTT samples (which

corresponds roughly to 2 seconds window width).

The average RTT is 0.3625 sec and its standard deviation is 0.2959 sec. On
average, the RT'T is about 3.6 times the process sampling period T5.

Note that Protocol 1.1 is chosen as the protocol for control tasks scheduling and
control data communication. Also note that the SPC utilized in Chapter 6has 8 = 0.5

and k = 8 which corresponds to the one-parameter SPC introduced in [14].

Fuzzy Scheduled Two-Parameter SPC

Control performance indices are shown in Figure 7.5. The histograms of the scheduled
parameters 3 and k are shown in Figure 7.4. The average of 8 is 0.7101 and k is
1.0378.
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RTT and J Histograms
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Figure 7.3: RTT and J histograms. The RTT distribution is the same as the one in
Figure 6.1.

35 T T T T T

30
o 25

e of

> 20 -

Percenta
- -
o

T 1

o0 O
;
l
I

.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

B and k Histograms
100 T T T T

80 -

60 1

40 1

Percentage of k

20 1

Figure 7.4: Fuzzy scheduled two-parameter SPC. § and k histograms under RTT
distribution of figure 7.3.



104

Maximum Percent Overshoot , Rise Time, Settle Time Histograms

£y ]

o <]
1
4

]

Percentage of MPO
N
o
1

o
I

o 20 40 60 80 100 120 140 160

Percentage of Rise Time

O

Percentage of Settle Time
O N & 0 @

5
Settle Time

Figure 7.5: Fuzzy scheduled two-parameter SPC. Control Performance Indices under
RTT distribution of figure 7.3.

Fuzzy Scheduled One-parameter (3) SPC

In this subsection the results are presented for one-parameter SPC [14]. Its parameter
8 is scheduled via the fuzzy system introduced in this chapter. Control performance
indices are shown in Figure 7.7. The scheduled one parameter 3 has its histograms
shown in Figure 7.6. Since the RTT distribution is the same as the previous subsection
@ average is still 0.7101.

Average

This subsection shows results when one-parameter SPC is used while its parameter
B is kept constant and equal to the average B from the previous two subsections

(8 =0.7101). The average 8 control performance indices are shown in Figure 7.8.

Summary table

Table 7.1 shows a summary of the performance indices.
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Figure 7.6: Fuzzy scheduled one-parameter SPC. 3 histogram under RTT distribution
of figure 7.3.
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Figure 7.8: One-parameter SPC:3 = 0.7101. Control Performance Indices under RTT
distribution of figure 7.3.

7.5.2 Simulation results: smaller load network

The simulation scheme used in Chapter 6 and introduced in Section 6.3 is used here.
The results presented in this subsection is subject to the same RTT distribution
shown in Figure 6.7. The same RTT distribution is also shown in Figure 7.9 along

with the corresponding J measure distribution where J is chosen to be

_RIT

J T

where RTT corresponds to the mean RTT over a window of 20 RT'T samples (This
corresponds roughly to 2 seconds).
The average RTT is 0.306 sec and its standard deviation is 0.344 sec. On average,
the RTT is about 3 times the process sampling period T.

The histograms of the scheduled 8 and k for the two-parameter SPC are shown
in figure 7.10. The average of the scheduled 3 is 0.56 and that of k is 0.73. Note
here that the histogram of the 1-parameter SPC 3 and its average is the same as the

two-parameter SPC, thus there is no need to show that histogram.
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Table 7.1: Large Load Network. RTT distribution of figure 7.3. Performance Indices
Sample Statistics. (Sample Average Rise Time: RT, Sample Average Settling Time:
ST, Sample Average Maximum Percent Overshoot: M PO, and their corresponding
Sample Standard Deviations: Sgr, Sst, Smpo). NEO is the nb. of realizations with
MPO > 20%.

Protocol 1.1 -R_T SRT F-T- SST MPO SMPO NEO
B8=05 1.562 sec | 1.08 sec | 3.942 sec | 1.78 sec | 12.04% | 16.733% | 222
Fuzzy

1-Par SPC | 1.765 sec | 1.23 sec | 4.026 sec | 1.95 sec { 9.68% | 15.65% | 154
Fuzzy

2-Par SPC | 1.760 sec | 1.23 sec | 4.014 sec | 1.94 sec | 9.66% | 15.65% | 153

0 =0.7101 | 1.625 sec | 1.09 sec | 3.967 sec | 1.72 sec | 10.97% | 15.54% | 202

Only a summary of the simulations Performance Indices under the RTT distribu-

tion of Figure 7.9 is presented in Table 7.2.

7.6 Discussion of results

Tables 7.1 and 7.2 are statistical summaries of the control performance of the previous
subsections. The former involves control within a heavily loaded network with a delay
mean and standard deviation about four times the sampling period. The latter models
a less heavily loaded network with delay mean and standard deviation about three
times the sampling period.

The first row of these tables corresponds with the results in Sections 6.2 and 6.3
for the case of Protocol 1.1. The "benchmark” choice of 8 = 0.5 was chosen be-
cause it provides good control performance over a wide variety of zero delay control
applications including multi-input/multi-output (MIMO) and nonlinear processes ap-
plications [14].

The improvements made by the fuzzy adaptation can be seen from the pair of
tables by comparing the constant § results in rows 1 and 4 with the fuzzy scheduled
one and two-parameter SPC presented in rows 2 and 3. It is clear from the tables that

the most sensitive parameter to measure the effect of fuzzy parameter adaptation is
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Table 7.2: Smaller Load Network. RTT distribution of figure 7.9. Performance Indices
Sample Statitics, (Sample Average Rise Time: RT, Sample Average Settling Time:
ST, Sample Average Maximum Percent Overshoot: M PO, and their corresponding
Sample Standard Deviations: Sgr, Sst, Smpo). NEO is the number of realizations
with MPO > 20%.

Protocol 1.1 RT Sk ST Ssr MPO | Sypo | NEO
=05 2.159 sec | 1.22 sec | 3.992 sec | 1.63 sec | 6.41% | 12.88% | 113
Fuzzy
1-Par SPC | 2.596 sec | 1.02 sec | 3.439 sec | 1.19sec | 1.63% | 7.61% | 14
Fuzzy
2-Par SPC | 2.644 sec | 1.06 sec | 3.456 sec | 1.20 sec | 1.49% | 7.52% 13
B = 0.56 2.292 sec | 1.21 sec | 4.058 sec | 1.62 sec | 4.93% | 10.58% | 87

the number of extreme overshoots (NEOs show > 20% overshoot). These extreme
events are significantly reduced for the fuzzy scheduled SPC in both of the network
simulations. What is particularly interesting is the order of magnitude reduction of
the NEO for only a 25% change in the delay characteristics between the simulations.
The advantage of two-parameter SPC appears in the less heavily loaded network as
a factor of two reduction of the MPO coefficient over 1-parameter SPC. This is due
to the adaptation of the second parameter k¥ influencing the local histogram spread
around the mean overshoot. The local nature of this gain has no effect on the number

of events in the tails of the distribution (NEOs) which is essentially unchanged.

The results constructed here have been found for the case where the delays signif-
icantly exceed the sampling time in contrast with the literature where it is assumed
that the delays are the order of the sampling time. The effect of lengthening the
delays is apparent from the control performance which approximates the zero delay
open loop response dynamic. Thus, the control performance at these longer delays
seen in the tables represents good control performance. Such a statement can be made
since it is difficult to even attain the zero delay open loop response dynamics in the
presence of delays that are much longer than the sampling time. It is clear from the
constant delay global stability Section 5.4.1 where the counterintuitive result showed

that even a choice of 8 = 1 may lead to instability in the presence of delays.
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The main goal of this chapter was to show that a very simple fuzzy adaptation
scheme is able to show good improvement of control performance solely based on a
short window of past RTT delay. The significance of this goal is that the fuzzy adap-
tation is distribution independent while remaining simple. The independence from
RTT distributions means that the method is capable of adaptation to nonstationary

RTT distributions which are the norm rather than the exception.
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Chapter 8

Derivation of Proportional-Integral (PI) control and SPC

Equivalence

8.1 Introduction

Proportional-Integral (PI) control is widely used in industry. In fact more than 85% of
industrial controllers continue to use PI control [10]. Gain scheduling of PI control for
networked control purposes was, and still is, the subject of many studies [1}{33] [35].

In those studies empirical scheduling based on offline simulations was implemented.

The ability of SPC to adapt to networked systems is due to its robustness to
delays stemming from its usage of prediction. Furthermore, the continuous model
analysis presented in Chapters 4 and 5 led to an understanding of the dependence of

the stability zone on the two parameters and made their adaptation possible.

A question that arises is then, ”Can other linear control methods, like PI, benefit
from the power of model prediction and be used with equal capability in control over
networks?” In other words, can the results found here for SPC network control of an

LTI plant be extended to existing PI installations?

The transferral of the SPC results to PI control is made possible by a general
PI-SPC discrete equivalence. A relationship between the PI parameter K, and T;
and SPC parameters k& and 3, and communication delays can be found such that the
SPC and PI moves are identical. This leads to a time-varying equivalence due to the
variation between moves of the communication delay. It is important to remember
that this equivalence is really based on the existence of a model from which the SPC
parameters and ultimately the PI parameter are found. Hence, PI is being improved

through the presence of a plant model utilized to determine the SPC parameters.
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8.2 PI-SPC equivalence - Conventional control case.

This section shows the derivation of a PI-SPC discrete equivalence in the case where
control entities are directly connected with no delay among them. The general case
of a two-parameter (3 = 1 — « and k) SPC controller would be considered first. The
one-parameter case follows in a straightforward way. Figure 8.1 shows the input and
output of the process under SPC control up to the present time ¢, = n X T;. All the
moves [Au; , j = 0 --- n—1] are calculated and applied, and the SPC and the move
Au,, are in the process of being computed.

Now, the trajectory § would be the output of the plant resulting from applying
all the moves [Au; , j = 0 --- n — 1]. Assume that there exists a PI controller
that would have had all its moves AQ); equivalent to the moves Au; already taken by
the SPC. In other words, assume that there exists a PI controller that was exactly
equivalent to the SPC up to the current time ¢. This means that all old moves are as
follows

AQj=Au; ,j= 0---n—-1

The SPC and PI controllers are used to calculate the moves Au, and AQ), re-

spectively. These moves would be calculated as

SPC: Au, = % (8.1)
en — ¢! 1
PI :AQ, = . :
Qn AtKp| At + T,-e ] (8.2)

where At = T is the sampling period and

& = r—gn (8.3)
el = r—y*! (8.4)
e = r—y" (8.5)

and r is the set-point reference.
The question the arises now is: ”Given that we know 3 and k, is it possible to

choose K, and T; so that there is an equivalence between the PI and the SPC moves?”
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Figure 8.1: Notation and timing diagram. PI-SPC equivalence. No delay.



This means what values of K, and T; would yield

AQy, = Au,
or alternatively
At en
K.[e® — n-1_, = = — —a
ole” —e" T + T, e"| p
Using convolution gives the future prediction
n—-1
g = ) Aup(t+ts—ta;)
=0
n—1
vt o= Y Aup(t — ta))
—
n—-2
y* Tl = Z Aup(t — At —ty;)
=0
Thus
e — en——l — yn—l _ yn
n—2 n—1
= ) Aup(t— At —ta) =Y Aujp(t —ta;)
3=0 =0

_n

J
n

j

n—2

Jj=0

| n—2
= |t Z Auje_(t_t"i)(e_m - 1)]

j=0
+ eAtAun_le_(t’t“"—l)(e'At -1)

n—1
= —eft(1— e—At)[Z Auje—(t—tAj)]

=0

-2
= Z Au[l — e A1) g e_(t"t"i)]] — Au,_1p(At)
=0

_n-2
= Z Auje_(t_t"‘i)(l — eAt)] — Auy (1 — e
s
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- _iAuj[p(t—At—tAj)— p(t = ta)l] = Aunp(t—ta,,)

= [eat Z Auje_(t‘t"i)(e'At - 1)] — Au,_1ete (1 — 78

(8.10)
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Now

At
AQ, = Kyle"—e" '+ —€"]

T
n—1 n-1
K, At
- _ peAt(l _ e—At) [Z Auje—(t—tAj)] + LT- [7‘ — Aujp(t - tAj)]
§=0 ¢ 3=0
or
KAt (&2
_ At -At P —(t—ta))
AQ, = [-Kpe™(1l-—e )+T](§0Au16 A )
KAty =
+ T, ( - Z Auj + r)
j=0
(8.11)
It is easy to show that
o n~-1 1 n—1
= [= e~ (tta;) fulf . 12
Au, [k](jz:;Au]e )+k( ;Au] +r) (8.12)
An equivalence between equations (8.11) and (8.12) becomes possible when
g 1
Ky = Tom 7 (8.13)
BAt

It is straightforward to find that for the one-parameter SPC the equivalence ne-

cessitates
1
K, = At 1 (8.15)
BAL
T, = ) (8.16)

Note that T; is the same in both cases. This could have been anticipated knowing

that k, is a gain term.

8.3 PI-SPC equivalence - Networked Control Systems case.

The analysis in the previous section is generalized to the nonzero delay case.
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Figure 8.2: Notation and timing diagram. Delay case. The trajectory §™ would be
the output of the plant resulting from applying all the moves [Au; , j= 0 --- n—1].
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In Figure 8.2 the input and output of the process under SPC control up to the
present time ¢t = tg, is shown. The controller has just received measurement yy,.
So the SPC controller assumes that all the moves [Au; , j = 0 -+ n — 1] were
calculated and applied and it is assumed that the respective actuation times are
the corresponding calculation times tg,;. These assumptions are true for Protocols 1
and 1.1. Nevertheless the derivations to be presented in this section can be easily
reproduced for the other protocols.

Assume that the SPC controller is in the process of calculating the move Au,.
The trajectory §™ would be the output of the plant resulting from considering all the
moves [Au; , j = 0 -+ n — 1] being applied at the respective times c;.

The two-parameter SPC calculates Au,, as follow

on

SPC: Au, = %‘* (8.17)

where € = r — g}, + ¢, is the predicted error at the future date t + ¢, as illustrated
in Figure 8.2.

Assume that there exists a PI controller that would have had all its moves AQ);
equivalent to the moves Au; already calculated by the SPC. In other words, assume
that there exists a PI controller that was exactly equivalent to the SPC up to the

current time t. This means that all old moves are
AQJ'—_—AUJ' s ]= 0--n—1

The PI, like the SPC, is now trying to calculate the move AQ,. The calculation

of a PI control move necessitates “two error values” (e" and e"~!) and would be done

t fZ’I.

where At is not necessarily the sampling period but it depends on the choice of the
errors €” and €™~ ! and their timing,.

Notice that the SPC uses the prediction of the future output and that the error
én used by the SPC is based on the estimation of the future . Thus an equivalent

PI controller must use the output prediction. In other words the two errors must
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be predicted future errors and must lie on the g prediction curve. A choice of two
predicted errors that complies with this last point is

n—1

[ = é?Cn = r-= ?)?Cn + ¢n (819)

n

en =8, = T— %+ o (8.20)

r being the set-point reference. Note that ¢, must be consistently used with predic-
tions. These error values are illustrated in Figure 8.2. & is the predicted error at
the current time. €7, is the error ty seconds into the future, i.e, the predicted error

at time ¢ + ty. ty is some chosen fraction of ¢,. This choice leads to At being

At = ty (8.21)

After choosing e®! and e", the question is: "Given @ and ¥, is it possible to

choose K, and T; to provide an equivalence between the PI and the SPC moves?”

Once again, we want K, and T such that

AQn = Auy,

or alternatively

ty én
K, [} —éf — &7 = = 8.22
D [ ty tcn + 711' tv] k ( )
Using convolution to predict the future state
n—1
g = ZAuj p(t+ta—tg,) (8.23)
3=0
n—1
G, = D Ausp(t—tc,) (8.24)
-
n—1
9 = > Aujp(t+ty —tg,) (8.25)

=0
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From which
et —e™l = o, — 0%
n—1
= > Au; [p(t — tg,) — p(t+tv — ta,)]
=0
n—1
_ Z Au; [e—(t+tv—tcj) — e—(t-tcj)]
3=0
n—1
= Yldu; D (e — 1))
j=0
n—1
= (e —1) Y [Auy; e ¢ (8.26)
7=0
and
an sn K 3% an
AQTE = KP (etv - etc,n) + L{1'1— etv

n—1
= K, (e —1) > [Au; e ¢
—

n—1

+Kp 'tV [r - Z Auj p(t +ty —tg;) + ¢n:|
i =0
- n—1
= [K v -1+ Kplv e t:‘;_e tV] Y A et
v =0
K. n—1
+ ’,}f" (r + o — ; Auj) (8.27)

It is easy to develop Au, in the same way to get It is easy to develop Au, in the

same way to get

n—1 n-1
- (@ ~@-to;n 4 1
Au, = (E) YAy €] 4 o (r DY Auj) (8.28)
J=0 =0
An equivalence between (8.27) and (8.28) is possible if
(e —1+5)
K, = = -TFH
P k(e~tv — 1)

(e7 — 1+ Bty
(e = 1]

T, =k K, tv

I}

(8.29)
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As before with zero delays, it is straightforward to find that for the one-parameter

SPC the equivalence necessitates

(e ~1+6)
% = TRew o)
Tkt = E O (8:30

Again note that T; is independent of the SPC second parameter k£ which functions as
a gain.

Figure 8.3 shows equivalent two-parameter SPC and PI controls under the same
RTT conditions. The two SPC parameters are scheduled using the fuzzy scheme
of Chapter 7 and the equivalent PI parameters are scheduled according the set of
formulae 8.29.

As was stated in the preamble to this section, the real practical relevance of these
formulae for K, and T; is that they form an adaptive equivalence in the presence of
time-varying communication delay. In other words, the SPC can use an adaptive
scheme like the Fuzzy scheme developed in this thesis and the PI adapts similarly by
being equivalent to the SPC.
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Figure 8.3: Three realizations of equivalent (PI, 2-par SPC) controls under the same
RTT conditions.
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Chapter 9

Conclusion and Future Work

9.1 Conclusion

The main goal of this thesis was to adapt SPC [14] for usage via IP networks without
prior knowledge of delay distributions or delay bounds. The central issue was the as-
sessment of the impact of Measurement Timestamping and Move Acknowledements.
It was found that Measurement Timestamping enhanced stability through more ac-
curate feedback of the process. On the other hand, Move Acknowledgment regarding
the timing of application of moves was found to have little effect. The overall rule-
of-thumb that emerged from these observations were that simple PI and SPC control
algorithms coupled with accurate sensing for feedback are sufficient to supply good
control performance and stability. This result is especially useful in control via IP
networks since it was found for the case where the network delays are much longer
than the time between process samples. It should be noted that these results have
been found to be true for predictive control of a first order, LTI plant.

The direct extension of the SPC results to PI control of the same plant was made
possible by the discovery of a PI-SPC equivalence for control of an LTI plant. The
analytical equivalence gives an exact timewise adaptation of the PI parameters and
identical moves to those found through SPC. While PI control is model independent,
the linkage between the SPC and PI parameters allows for the simple transferral of
the SPC model dependence to the PI control algorithm.

A fuzzy online adaptation was used to schedule parameters in the SPC algorithm.
The primary effects of the fuzzy adaptation are twofold: (i) the control can be made
more or less aggressive depending upon the delay size, and (ii) the zone of stability
can be maintained in the presence of longer delays. This last point was found to
predominate in this work since the delay length is long compared with the plant

sampling time. In order to increase the zone of stability of one-parameter SPC [14],
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a two-parameter SPC generalization was introduced and analyzed.

This study of network control and online adaptation via fuzzy logic of a well-
conditioned method like SPC has led to the introduction of a PI control scheme
capable of control in the presence of noisy communication delays. The methods of
analysis and overall approach involving direct linkages between seemingly disparate

control schemes should provide avenues to control in more complex situations.

9.2 Future work

The research in this thesis can be furthered in three directions

e Further adaptation of networked SPC.

— The adaptation of SPC in this thesis did not assume any delay distributions
or bounds. It would be of benefit to exploit the specific characteristics of
the communication delays of a specific Internet connection. Such exploita-
tion would make control parameters online scheduling methodologies, like
the fuzzy network state sensing scheme presented in this thesis, more effi-
cient. This evidently requires studying the end-to-end characteristics of an
Internet connection. The “jump diffusion” theory [6] utilized in financial

markets might be useful in explaining some aspects of the Internet delay.

— The stability zones established in this work can be useful in establishing
negotiation schemes between the SPC controller and QoS protocols for

setting higher bounds on the communication delay and its jitter.

e Investigation of the applicability of the conclusions reached in this thesis to

other control methodologies.

— Although the conclusions reached were specific to networked SPC control
and were extended by equivalence to networked PI control, it would be ben-

eficial to explore how well such conclusions apply to other control schemes,

especially the conclusion pertaining to simple control and accurate sensing.

o Investigation of linkages and equivalences among seemingly disparate control

schemes and related applications.
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— By using the LTI plant model as was done in developing the PI-SPC equiv-
alence, further linkages can be sought. A PID-SPC linkage is of great inter-
est since the PID contains three forms of control (Proportional, Integral,
and Derivative) but does not account for the future nor does it depend on

any model like the SPC.

— The PI-SPC equivalence and any other linkages that might be developed,
can be used to provide control that is based on different control schemes
working in symbiosis: switching between such control scheres can be done
conveniently depending on the closed-loop system state . For example a
future PID that uses a model, like an SPC does, can be developed to be
used along a conventional PID. The future PID should be switched on in
the control zones where the model is accurate and the sensing might be
noisy, while the conventional PID should be switched on in the control

zones where the model is not accurate enough.

— The PI-SPC equivalence can be used to develop a method for PI tuning.
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