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Abstract

Blood oxygenation level dependent (BOLD) functional magnetic resonance imaging

(fMRI) is the dominant tool used for mapping human brain function because it is

non-invasive, does not use ionizing radiation, and offers relatively high spatial and

temporal resolution compared to other neuroimaging techniques. Unfortunately, con-

ventional fMRI techniques cannot map brain function in the inferior temporal cortex

(ITC) and orbitofrontal cortex (OFC). These brain regions experience severe mag-

netic field distortions due to magnetic susceptibility mismatch with the neighboring

air-filled ear-canals (ITC) or sinus cavities (OFC), causing loss of the fMRI signal.

Functional imaging capability is important for gaining a better understanding of these

brain regions and the diseases that commonly affect them (Alzheimer’s disease and

epilepsy (ITC), Parkinson’s disease and schizophrenia (OFC)).

Balanced steady state free precession (balanced SSFP) is a relatively new fMRI

technique that can measure function in all brain regions. Rather than diffuse signal

loss, balanced SSFP images exhibit signal loss in spatially periodic, narrow bands.

Banding artifacts cannot be eliminated in a single scan, but the phase of the banding

artifacts can be controlled by the experimenter, permitting the combination of two

antiphase balanced SSFP images to produce a single image free of banding artifacts.

Unfortunately, image-corrupting transient signal oscillations limit the rate at which

the banding artifact phase can be modified, such that the banding-artifact-free image

acquisition rate is prohibitively slow for most clinical and neuroscience applications.

This work describes the development of a modified balanced SSFP fMRI technique,

alternating SSFP, which permits rapid, banding-artifact-free balanced SSFP fMRI.

Theoretical modeling was used to find a rapid transition between antiphase balanced

SSFP images with minimal transient signal oscillations. Monte Carlo simulations

were used to optimize alternating SSFP acquisition parameters for BOLD sensitivity,

with comparison to established balanced SSFP acquisitions. Rat fMRI was used to

confirm these predictions. Finally, the ability of alternating SSFP to provide rapid,

banding-artifact-free balanced SSFP fMRI in humans at 4 T was demonstrated.
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Chapter 1

Introduction

1.1 Functional Magnetic Resonance Imaging

Blood oxygenation level dependent (BOLD) functional magnetic resonance imaging

(fMRI) has become the dominant tool used for mapping human brain function because

it offers a favorable combination of spatial resolution (millimeter), temporal resolution

(second), and safety to the subject under investigation, relative to other neuroimag-

ing techniques. Electrophysiological methods such as electroencephalography (EEG)

and magnetoencephalography (MEG) offer high (millisecond) temporal resolution,

but poor spatial resolution (at best, centimeter; at worst, undefined due to an ill-

posed inverse problem) and an inability to measure neural activity deep within the

brain. Nuclear imaging techniques such as position emission tomography (PET) and

single photon emission computed tomography (SPECT) can measure hemodynamic

changes associated with neural activity, similar to fMRI, and provide complementary

information, such as mapping glucose metabolism. However, nuclear imaging tech-

niques offer reduced spatial (centimeter) and temporal (ten second) resolution, and

expose the subject to harmful ionizing radiation.

Functional MRI has led to major advances in cognitive neuroscience, including the

discovery that brain regions function together in networks, and the demonstration of

the brain’s ability to rewire following injury, referred to as neural plasticity. While

to date the clinical impact of fMRI has been modest, the clinical applications of

fMRI are expected to increase [1]. Functional MRI is already establishing itself as an

important tool for pre-surgical planning of brain tumor resection. Tumor resection

cannot be planned based on anatomical information alone, as anatomically similar

brains may differ considerably in functional organization. Functional MRI can aid

surgeons by identifying routes thorough the brain by which a tumor can be removed

while leaving key brain functions intact.

1
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1.2 Limitations of Conventional fMRI

BOLD fMRI indirectly measures neural activity by measuring the local increase in

blood oxygenation that accompanies it. Deoxygenated blood is paramagnetic because

it contains iron atoms with unpaired electrons. Oxygenated blood is diamagnetic

because it contains iron-oxygen complexes with no unpaired electrons. Deoxygenated

blood perturbs the local magnetic field, causing signal loss in fMRI scans. Neural

activity results in an increase in blood oxygenation, and therefore a increase in signal

intensity in fMRI scans.

The majority of fMRI studies are conducted using gradient echo (GRE) pulse se-

quences. GRE pulse sequences are very sensitive to magnetic field inhomogeneities,

such as those involved in the BOLD effect. Unfortunately, conventional GRE fMRI

cannot map brain function in the inferior temporal cortex (ITC) and orbitofrontal cor-

tex (OFC). These brain regions experience magnetic field inhomogeneities much larger

than those involved in the BOLD effect, due to magnetic susceptibility mismatch with

the neighboring air-filled ear-canals (ITC) or sinus cavities (OFC) (Fig. 1.1). The use

of a GRE sequence, tuned to produce maximal variations in signal intensity from

small variations in magnetic field homogeneity (such as those associated with the

BOLD effect), results in the total loss of the MRI signal in regions of severe mag-

netic field inhomogeneity such as the ITC and OFC (Fig. 1.2). Functional imaging

capability in the ITC and OFC is important to gain a better understanding of these

brain regions and the diseases that commonly affect them (Alzheimer’s disease and

epilepsy (ITC), Parkinson’s disease and schizophrenia (OFC)). New fMRI techniques

capable of whole-brain coverage are needed.

1.3 Approaches to Overcome the Limitations of Conventional fMRI

1.3.1 Mitigating Signal Dropout in GRE fMRI

Several approaches have been taken to reduce signal dropout in GRE fMRI.

One simple approach is to reduce the thickness of the imaging slices, which de-

creases the phase spread across the imaging voxels, reducing signal cancellation [5].

However, acquisition time is inversely proportional to slice thickness (for fixed volume

coverage); the small slice thickness needed to eliminate signal dropout in regions of
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-100 Hz 

+100 Hz 

-0 Hz 

(b) off-resonance frequency maps 

(a) reference images 

axial sagittal coronal 

Figure 1.1: (a) Axial, sagittal, and coronal views from an anatomic MR image of
a human head from [2]. (b) Corresponding off-resonance frequency maps from [3].
Note that off-resonance frequency is proportional to magnetic field inhomogeneity.
Large magnetic field inhomogeneities occur in brain regions near air-tissue interfaces,
such as in the OFC bordering the nasal and sinus cavities (circled in red). Note that
the frequency variations associated with BOLD activity (a few Hz at 4 T) are much
smaller than those associated with air-tissue interfaces.
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(a) activation map (b) functional image 

Figure 1.2: (a) BOLD activation map (red-yellow) from a breathold task (expected
to elicit whole-brain changes in blood oxygenation) obtained with a GRE sequence,
overlaid on an axial anatomic (high spatial resolution, BOLD insensitive) MR image
(greyscale). BOLD activation is not observed in the OFC (top, near the eyes), nor in
the ITC (middle left and right, near the ears). (b) Example image from the timeseries
of low-spatial-resolution GRE images used to generate the BOLD activation map in
(a). Total loss of the MRI signal is observed in the OFC (upper red arrow) and ITC
(lower red arrow), corresponding to the voids in BOLD sensitivity observed in (a).
Images from [4].

severe magnetic field inhomogeneity exceeds practical limits on acquisition time [6].

Another simple approach is to reduce the time between perturbing the magnetiza-

tion and encoding the MRI signal, referred to as the echo time, TE. This allows less

time for signal dephasing, again reducing the phase spread across the imaging vox-

els, reducing signal cancellation. However, GRE sequences derive BOLD sensitivity

from signal dephasing; at the short TE values required to eliminate signal dropout,

insufficient BOLD sensitivity remains with GRE sequences [7].

Z-shim approaches involve the application of additional z-directed magnetic field

gradients to counter those caused by magnetic susceptibility mismatch [6,8,9]. Slices

are acquired at multiple compensation-gradient values, which produce a uniform mag-

netic field at different regions of the slice, and combined to produce a single, dropout-

free slice. Z-shim approaches have reduced efficiency, however, as slices in regions of

severe magnetic field inhomogeneity must be acquired four or more times per image

volume [8]. Alternatively, a 3D technique with twice the image volume time of an

uncorrected acquisition can be used [6]. Even so, z-shim methods cannot correct for

non-linear phase variations, nor for non-z-directed magnetic field gradients.
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Tailored radio frequency (RF) pulses [10–12] involve acquiring an off-resonance fre-

quency map at the beginning of the fMRI experiment and using this map to compute

the spatially-varying phase expected at the echo time. An RF pulse is then designed

to impart the opposite of this spatially-varying phase to the perturbed magnetization.

As a result, signal dephasing from static magnetic field inhomogeneities is refocused

at the echo time, while dephasing from time-varying magnetic field inhomogeneities,

such as those responsible for the BOLD effect, remain. 1D tailored RF pulses (im-

parting a phase variation in the z-direction), however, require multiple acquisitions

per slice, similar to z-shim techniques. 3D tailored RF pulses can eliminate signal

loss with a single image volume acquisition [12] but can be prohibitively long (60 ms,

such that the duration of the RF pulse precludes acquisition of the fMRI signal at

the optimal (for BOLD sensitivity) echo time (about 30 ms at 4 T), reducing BOLD

sensitivity). Nonetheless improvements in pulse design [13] and the incorporation of

parallel transmit technology [14] may make tailored RF pulses the method of choice

in the future. At present, however, signal dropout continues to be a limitation for

GRE fMRI.

1.3.2 Alternatives to GRE for fMRI

Other methods for whole-brain fMRI involve abandoning GRE altogether.

Perfusion fMRI techniques measure the changes in blood flow (rather than oxy-

genation) that accompany neural activity and, unlike BOLD fMRI techniques, do not

rely on signal dephasing to attain functional contrast. Signal dropout can therefore

be avoided by using short echo times in perfusion fMRI. However, perfusion fMRI

techniques are limited by low functional sensitivity [15], and reduced spatial coverage

(whole brain coverage is difficult or impossible) compared to GRE BOLD.

Spin-echo (SE) pulse sequences involve the application of an additional RF pulse

to refocus the signal dephasing caused by large-scale magnetic field inhomogeneities,

producing images without signal dropout. However, the additional RF pulse also

refocuses some of the signal dephasing caused by the BOLD effect itself, reducing

BOLD sensitivity compared to GRE sequences. The BOLD effect is small, and this

loss in sensitivity can be prohibitive [16].

Recently (2005 [17]), fMRI has been demonstrated using the pass-band balanced
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steady state free precession (pass-band SSFP) pulse sequence. Unlike GRE and SE

sequences, pass-band SSFP maintains BOLD sensitivity at arbitrarily short TE [7,

17], permitting a higher data acquisition duty cycle1 and reduced image distortion

compared to GRE and SE methods [18]. Pass-band SSFP may offer enhanced BOLD

sensitivity over SE methods, particularly given that BOLD sensitivity is proportional

to SNR-efficiency, and pass-band SSFP is the most SNR-efficient of all known pulse

sequences [18].

Rather than diffuse signal loss, pass-band SSFP images exhibit signal loss in spa-

tially periodic, narrow bands (Fig. 1.3a). Banding artifacts cannot be eliminated in

a single scan, but they can be shifted in space by modifying a user-controlled image

acquisition parameter called the RF phase cycling increment (Fig. 1.3b). Thus two

pass-band SSFP images acquired with complementary RF phase cycling increments

can be combined to produce a single, banding artifact-free image (Fig. 1.3c). This

technique was coined the two-acquisition method by Lee [4], who used it to demon-

strate the efficacy of pass-band SSFP for whole-brain fMRI with a breath hold task

in 2008 (Fig. 1.4).

Unfortunately, two-acquisition pass-band SSFP is prohibitively slow for most clin-

ical and neuroscience applications. To dynamically track blood oxygenation changes

in the brain, functional images must be acquired roughly every 3 s; two-acquisition

pass-band SSFP is limited to producing one banding-artifact-free image every 10 s.

The two images required for banding-artifact removal with pass-band SSFP are de-

rived from different steady states. Once in a given steady state, functional images can

be acquired in rapid succession. However, transitioning between steady states takes

about 3 s. This adds 6 s of dead-time to the acquisition of each image pair needed to

produce one banding-artifact-free image (Fig. 1.5).

The study demonstrating whole-brain pass-band SSFP fMRI using the two-acquisition

method [4] avoided dead-time by acquiring an entire timecourse of 180◦-RF-phase-

cycled images, then repeating the four minute breathold functional paradigm to ac-

quire an entire timecourse of 0◦-RF-phase-cycled images. A single, artifact-free image

1i.e., in GRE fMRI one must wait about 30 ms after every RF pulse before data acquisition,
to allow BOLD contrast to develop. For a 32-slice, single-shot (i.e., all of the data required to
reconstruct one image slice is acquired following a single RF pulse), whole-brain acquisition, this
increases the time required to encode each image volume by about one second. This is not the case
in pass-band SSFP; data acquisition can commence immediately after the RF pulse.



7

Si
gn

al
 (a

.u
.) 

Off-resonance frequency (Hz) 

0 -100 100 0 -100 100 0 -100 100 

(a) 180o RF phase-cycled  (b) 0o RF phase-cycled  (c) MIP  

Figure 1.3: Pass-band SSFP images (top row) with corresponding signal vs. off-
resonance frequency profiles shown directly below (bottom row). Pass-band SSFP
images exhibit banding artifacts separated by 1/TR in off-resonance frequency (100 Hz
in this example). Banding artifacts cannot be eliminated, but they can be translated
in off-resonance frequency by incrementing the phase of the RF pulses in a process
known as phase cycling. Thus two pass-band SSFP images acquired with comple-
mentary RF phase cycling increments (a) and (b) can be combined, via maximum
intensity projection (MIP), to produce a single, banding artifact-free image (c).
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Figure 1.4: BOLD activation maps (red-yellow) from a breathold task for GRE (a)
and two-acquisition pass-band SSFP (b) overlaid on an axial anatomic MR image
(greyscale). BOLD activation is observed in the OFC and ITC with two-acquisition
pass-band SSFP, but not with GRE. Example image from the timeseries of low-
spatial-resolution images used to generate the correpsonding BOLD activation maps
for GRE (c) and two-acquisition pass-band SSFP (d). Signal loss is observed in the
OFC and ITC for GRE, but not for two-acquisition pass-band SSFP. Images from [4].
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Figure 1.5: The MRI signal (amplitude indicated by colorbar) vs. time (x-axis) and
off-resonance frequency (y-axis) when alternating between 180◦- and 0◦-RF-phase-
cycled steady states (RF increment = 180◦ for 0 < t < 5 s and 0◦ for 5 < t <
10 s). Also shown are the complementary (180◦-RF-phase-cycled (image 1) and 0◦-
RF-phase-cycled (image 2)) images required for banding artifact removal, as well
as their corresponding signal vs. off-resonance frequency profiles (directly below).
Following the acquisition of a given image, it takes about 3 s to establish the opposing
steady state before the complementary image can be acquired. While pass-band SSFP
images can be acquired in rapid succession from a given steady state, alternating
between two steady states introduces about 6 s of dead-time per image pair. Data
from numerical simulations of the Bloch equations.
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timecourse was then generated by pairing images from the two timecourses collected

four minutes apart. This method of repeating the functional paradigm suffices for

proof-of-concept studies, however, it is unsuitable for most clinical and neuroscien-

tific applications. It assumes that the response of the brain to the second run of

the functional paradigm is identical to the first; this assumption is not valid due to

factors such as habituation, practice, and learning. Thus while pass-band SSFP fMRI

offers advantages over SE and GRE methods, at present it is too slow for whole-brain

applications.

1.4 Project Overview and Hypothesis

The goal of this work was to develop a modified two-acquisition pass-band SSFP fMRI

technique, alternating SSFP, capable of acquiring both images needed for banding

artifact removal in 3 s (i.e., fast enough to track blood oxygenation changes in the

brain). The primary challenges associated with alternating SSFP are reducing signal

oscillations and maintaining BOLD sensitivity, discussed next.

Signal Oscillations

Alternating SSFP images must be acquired during the transient phase of balanced

SSFP; time constraints prevent the establishment of the steady state. The transient

phase of balanced SSFP is characterized by oscillations in the MRI signal, which

cause image artifacts. These signal oscillations must be suppressed for alternating

SSFP to be successful. RF catalyzation strategies [19–21] have been successfully used

to reduce signal oscillations during the transition from equilibrium to steady state

in pass-band SSFP. We hypothesize that RF catalyzation strategies can also be used

to reduce signal oscillations during the transition between (quasi) steady states in

alternating SSFP.

BOLD Sensitivity

Once a smooth signal transition between steady states has been found, it must be

determined if alternating SSFP maintains BOLD sensitivity. Monte Carlo simula-

tions have been successfully used to characterize the BOLD sensitivity of pass-band
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SSFP [22,23]; we will use similar Monte Carlo simulations to characterize the BOLD

sensitivity of alternating SSFP.

The alternating SSFP acquisition parameter space is too broad to probe experi-

mentally. We hypothesize that Monte Carlo simulations can be used to search this

acquisition parameter space, with comparison to established balanced SSFP acquisi-

tions, to find a set of acquisition parameters that maximize BOLD sensitivity.

1.4.1 Thesis Outline

This thesis begins with a chapter introducing MRI (chapter 2), including an introduc-

tion to balanced SSFP (section 2.12) and RF catalyzation (section 2.12.3). Chapter 3

provides an introduction to functional MRI, including a review of fMRI using bal-

anced SSFP (section 3.7).

The next four chapters (chapters 4 to 7) describe original research involving the

development and implementation of alternating SSFP. Chapter 4 describes Bloch sim-

ulations used to find a smooth signal transition between steady states, and Monte

Carlo simulations used to characterize, and to identify acquisition parameters to max-

imize, alternating SSFP BOLD sensitivity. Chapter 5 describes the implementation

of alternating SSFP on a 4 T human MRI system, and experiments used to con-

firm the theoretically-predicted alternating SSFP signal behaviour, and to compare

image quality between alternating and conventional pass-band SSFP acquisitions.

Chapter 6 describes the implementation of alternating SSFP on a 3 T small animal

MRI system, and experiments used to demonstrate the efficacy of alternating SSFP

for whole-brain fMRI with 3 s temporal resolution in rats, and to confirm theoretical

predictions for the optimum acquisition parameters. Chapter 7 describes experiments

used to demonstrate the ability of alternating SSFP to provide banding-artifact-free

fMRI in humans at 4 T with 3 s temporal resolution.

The final chapter of this thesis (chapter 8) outlines some potential directions for

future work.

1.5 Contributions to Research

The Alternating SSFP pulse sequence was developed by Steve Patterson and Chris

Bowen. An existing RF catalyzation strategy [21], developed for cardiac balanced
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SSFP, was adopted to reduce signal oscillations in alternating SSFP. The flip-down

RF pulse, added to the alternating SSFP pulse sequence to further-reduce signal

oscillations, was developed by Steve Patterson.

The Monte Carlo model was coded in MATLAB by Steve Patterson, augmenting

an existing algorithm [24] to include intravascular T2 changes as well as pass-band

SSFP and alternating SSFP pulse sequences.

Implementation and testing of alternating SSFP on the 3 T small animal MRI

system was performed by Steve Patterson. An existing GRE spiral pulse sequence,

written by Martyn Klassen, was repurposed to create alternating SSFP. Modifications

to the data acquisition (conversion of GRE to alternating SSFP) and image recon-

struction code (addition of post-processing image combination to eliminate banding

artifacts) were performed by Steve Patterson. The rat hypercapnia experimental

setup was performed by Drew DeBay and Erin Mazerolle. Experimental design was

performed by Erin Mazerolle and Steve Patterson. Animal handling was performed

by Erin Mazerolle and Steve Patterson, with assistance from Drew DeBay and Kirk

Feindel. Rat fMRI data acquisition was performed by Steve Patterson, with assistance

from Erin Mazerolle. Rat fMRI data analysis was performed by Steve Patterson using

pre-existing software packages (SPM and FSL), under the guidance of Erin Mazerolle.

Implementation and testing of alternating SSFP on the 4 T human MRI system

was performed by Steve Patterson. Experimental design was performed by Steve Pat-

terson and Chris Bowen. The visual stimulation experimental setup was performed

by Kim Brewer. Modifications were made by Steve Patterson with help from Tynan

Stevens. Human fMRI data acquisition was performed by Steve Patterson, with as-

sistance from David McAllindon. Human fMRI data analysis was performed by Steve

Patterson (using FSL), aided by helpful discussions with Erin Mazerolle.

A manuscript based on the Monte Carlo simulation results (chapter 4), including

experimental confirmation of the theoretically-predicted alternating SSFP signal be-

haviour (chapter 5), has been submitted to NMR in Biomedicine. Reviews were issued

on October 23, 2013, requesting major revisions citing the need to experimentally-

confirm BOLD sensitivity with alternating SSFP. A revision including experimental

human fMRI data (chapter 7) is in preparation.



Chapter 2

Background: Magnetic Resonance Imaging (MRI)

2.1 Overview

In MRI an object is placed in a strong magnetic field, which results in the alignment of

a fraction of the object’s nuclear magnetic moments (section 2.2) along the field (sec-

tion 2.3), forming the magnetization vector. The magnetization vector is then tilted

away from the external field by applying a second oscillating (at radio-frequency)

magnetic field, perpendicular to the static field (section 2.5). The perturbed mag-

netization precesses about the static field (section 2.4) as it returns to equilibrium

alignment with the static field via relaxation processes (section 2.7). The precessing

magnetization is detected as an induced voltage in a coil oriented perpendicular to

the static field (section 2.6). Spatial encoding (imaging) is achieved by augmenting

the static field with spatially varying magnetic fields (gradients) to create a position-

dependent precession frequency in the object (section 2.11). These topics are treated

in more detail below. This chapter follows the MRI textbooks of Haacke [25] and

Callaghan [26].

2.2 Spin and the Magnetic Moment of the Proton

A charged object possessing angular momentum �L has a magnetic moment �μ given

by:

�μ = γ�L, (2.1)

where γ is the gyromagnetic ratio. For a classical rotating body having identically-

distributed charge and mass, γ is one-half of the charge-to-mass ratio:

γ =
q

2m
. (2.2)

13
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Many elementary and composite particles, including the proton1, possess an intrinsic

angular momentum called spin. This gives rise to an intrinsic magnetic moment:

�μ = γ�S, (2.3)

where �S represents the spin angular momentum vector. The gyromagnetic ratio for

the proton is:

γ = 2.675× 108 rad · s−1 · T−1, (2.4)

which is close to three times the proton’s charge to mass ratio. Frequently the reduced

γ is used, ‘gamma-bar’, which, for the proton, is:

γ =
γ

2π
= 42.58 MHz/T. (2.5)

Spin is described by the spin quantum number, s, which can take on non-negative

integer or half-integer values (s = 0, 1/2, 1, 3/2, etc). The proton has spin quantum

number s = 1/2. Total spin angular momentum, as well the component measured

along any direction, is quantized. Total spin angular momentum is given by:∣∣∣�S∣∣∣ = h̄
√
s(s+ 1). (2.6)

The component measured along the (arbitrarily chosen) z-direction is given by:

Sz = msh̄, (2.7)

where ms can take on values of −s,−s+1, ..., s− 1, s. For a spin 1/2 particle such as

the proton, only two values of Sz are possible, ±h̄/2, and thus two values of z-directed

magnetic moment, μz = ±γh̄/2.

2.3 Equilibrium Magnetization

Consider N protons in a volume V in the presence of a uniform external z-directed2

magnetic field �B0 = B0ẑ. The protons are divided into two energy levels based on

the z-component of their spin angular momentum:

E± = −�μ · �B0 = −μzB0 = ∓γh̄B0/2. (2.8)

1the focus of this introductory chapter is the hydrogen nucleus, i.e., the proton, which is the
dominant nucleus in MRI due to its relative abundance in the human body (in the form of H2O).

2unless specified, we will always take the external (static) magnetic field to point in the z-direction
with amplitude B0
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Spins aligned with the external magnetic field (denoted by the + symbol) are in a

lower energy state (E+) than those opposed to it (E−). The probability of a given

spin being aligned or anti-aligned is given by the Boltzmann distribution:

P (E) = exp(−E/kBT )/Z, (2.9)

where P is the probability of the state having energy E, T is temperature in Kelvin,

kB = 1.38×10−23 J/K is Boltzmann’s constant, and Z is the partition function which

normalizes the probability distribution:

Z =
∑
E

exp(−E/kBT ). (2.10)

At low temperature, the lower-energy (aligned) state is more probable, while at high

temperature both states are equally likely.

The difference in probability between aligned and anti-aligned states is given by:

P (E+)− P (E−) =
exp(a)− exp(−a)

exp(a) + exp(−a)
, (2.11)

where a = h̄γB0/(2kBT ). For protons at room temperature in a 4 T magnetic field,

a ≈ 10−5, and eq. 2.11 can be approximated:

P (E+)− P (E−) ≈ a, (2.12)

i.e., for every million protons, 10 more are aligned with the field than anti-aligned.

This spin-excess gives rise to a net magnetization, or magnetic moment per unit

volume:

�M0 =
Naμz

V
ẑ =

ρ0h̄
2γ2B0

4kBT
ẑ, (2.13)

where Na represents the spin-excess (the net spin alignment), μz is the magnitude of

the z-component of the magnetic moment of a single proton (γh̄/2), and ρ0 = N/V is

the proton density. Note that, while the spin-excess is extremely small, the density of

hydrogen nuclei in water is extremely large (on the order of 1029 hydrogen nuclei/m3).

This makes MRI possible, and is the reason that the hydrogen nucleus is the dominant

nucleus in MRI.
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2.4 Semi-Classical Equations of Motion

A magnetic moment �μ in an external magnetic field �B experiences a torque:

�τ = �μ× �B, (2.14)

which causes a change in angular momentum according to Newton’s second law:

�τ =
d�L

dt
=

1

γ

d�μ

dt
, (2.15)

where the relationship between magnetic moment and angular momentum (eq. (2.1))

has been used. Combining eqs. (2.14) and (2.15), we obtain the equation of motion

for a magnetic moment in a magnetic field:

d�μ

dt
= γ�μ× �B. (2.16)

This equation describes a clockwise precession about the magnetic field (Fig. 2.1):

μz(t) = μz(0)

μxy(t) = μxy(0) exp(−iω0t),
(2.17)

at the Larmor (angular) frequency,

ω0 = γB0. (2.18)

Here γ is the gyromagnetic ratio, the magnetic field �B has been taken to point in the

z-direction with amplitude B0, and the transverse components of magnetic moment

have been expressed in complex form μxy = μx + iμy. This equation of motion can

be extended to an ensemble of non-interacting spins3, i.e., the magnetization:

d �M

dt
= γ �M × �B, (2.19)

with solution:

Mz(t) = Mz(0)

Mxy(t) = Mxy(0) exp(−iω0t).
(2.20)

3modifications to this equation of motion due to interactions between the spins and their envi-
ronment are addressed in section 2.7
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B0 

μ 

0 = B0 

Figure 2.1: Precession of a magnetic moment �μ about an external magnetic field �B0

at the Larmor angular frequency ω0.

2.5 Excitation

The magnetization vector (eq. 2.13) that develops when a group of spins are placed

in an external magnetic field points along the direction of the field, and thus does not

change in time (eq. 2.19 for �M× �B = 0). To produce a time-varying magnetic field that

can be detected using a pickup coil by Faraday induction, the magnetization vector

must first be tilted away from the static field. This is achieved by the application of

an additional, oscillating magnetic field

�B1(t) = B1 cos(ω0t)x̂− B1 sin(ω0t)ŷ, (2.21)

applied perpendicular to the static field B0ẑ, at a frequency ω0 = γB0, such that the

total field is:

�B(t) = B1 cos(ω0t)x̂− B1 sin(ω0t)ŷ +B0ẑ. (2.22)

The oscillating field is in the radio-frequency (RF) range for typical static magnetic

field strengths of 1.5 - 9.4 T, and is only applied for a short time, hence its name “RF

pulse”. The evolution of the magnetization during the application of an RF pulse is

most easily treated in a rotating frame of reference.
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2.5.1 The Rotating Reference Frame

Consider a rotating frame of reference, whose rotation with respect to a static frame

is described by the angular velocity vector �Ω in the static frame. The tail of �Ω is the

origin in the static frame - i.e., the origins of both reference frames are co-localized at

all points in time. The rate of change of a vector �f(t) in the rotating frame is related

to that in the static frame by: (
d�f

dt

)
r

=
d�f

dt
− �Ω× �f , (2.23)

where the subscript r refers to the rotating frame. This is simply the rate of change

of �f in the static frame, with a component subtracted to account for the rotation of

the reference frame.

By substituting �M for �f in eq. (2.23) and combining with eq. (2.19), we obtain

an expression for the evolution of the magnetization �M in a rotating reference frame:(
d �M

dt

)
r

= γ �M ×
(
�B + �Ω/γ

)
. (2.24)

The magnetization precesses about the “effective” field �B + �Ω/γ in the rotating ref-

erence frame.

Consider the evolution of the magnetization vector in the presence of the applied

field given in eq. (2.22), in a reference frame rotating with angular velocity vector

�Ω = −ω0ẑ = −γB0ẑ. The rotating and static reference frames share a common

z-axis, while the x- and y-axis are related according to:

x̂r = cos(ω0t)x̂− sin(ω0t)ŷ

ŷr = sin(ω0t)x̂+ cos(ω0t)ŷ,
(2.25)

where subscript r signifies the rotating frame. The �B1 field (eq. (2.21)) points along

the x̂r axis, and the evolution of the magnetization in the rotating frame is written:(
d �M

dt

)
r

= γ �M × B1x̂r. (2.26)

This represents a precession about the x-axis in the rotating reference frame at an

angular frequency ω1 = γB1. The angle α through which the magnetization vector is
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Figure 2.2: Magnetization trajectory during the application of a 90◦ RF pulse in the
laboratory (a) and rotating (b) reference frames. The depiction of the magnetiza-
tion trajectory in the laboratory frame is not to scale: in reality the magnetization
completes thousands of rotations about the z-axis during its decent to the transverse
plane.

rotated depends on the duration τ and strength B1 of the RF pulse:

α = γB1τ = ω1τ . (2.27)

Figure 2.2 depicts the trajectory of the magnetization in the laboratory and rotating

reference frames during the application of a 90◦ RF pulse. Once titled away from the

static field, the precessing magnetization can be detected via Faraday induction by a

coil oriented perpendicular to the static field.

2.6 Signal Detection

The voltage induced in a coil, which is the measured signal S in MRI4, depends on

the rate of change of magnetic flux through the coil:

S = − d

dt

∫
coil surface

�B · d �A, (2.28)

where �B is the magnetic field at the coil surface and d �A is a coil surface area element

with a direction normal to the coil surface. The dependence of S on the magnetization

4up to a constant that depends on amplifier gain
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vector �M is obtained using the principle of reciprocity: the flux through the coil

from the magnetization is equivalent to the flux through the magnetization, per unit

current, from the coil ( �B1/i) [26]. The signal is then expressed5:

S = − d

dt

∫
( �B1(�r)/i) · �M(�r)dV , (2.29)

where the integral is over the magnetization-containing volume V with volume-element

dV . Taking �B1(�r)/i = (B1/i)x̂ and �M(�r) = M0(cos(ω0t)x̂ − sin(ω0t)ŷ)
6 (neglecting,

for the moment, spatial variations in the coil sensitivity, magnetization, and external

field), the signal can be expressed:

S(t) = ω0M0(B1/i)V sin(ω0t) (2.30)

Recalling eqs. (2.13) and (2.18):

|S| ∝ ω0M0(B1/i)V

∝ ρ0γ
3B2

0(B1/i)V

T
.

(2.31)

Equation 2.31 explains two phenomena in MRI, which is often limited by low SNR.

The dependence of the detected signal amplitude |S| on the spin density ρ0 accounts

for the popularity of water proton MRI; the spin-density of 1H in the human body is

about three orders of magnitude greater than that of other NMR-visible nuclei. The

dependence on B2
0 accounts for the progression to higher and higher magnetic field

strengths.

Signal phase information is obtained by heterodyning (multiplication followed

by low-pass filtering) with sin(Ωt) and − cos(Ωt) [25], to give real and imaginary

channels, respectively. These are then combined to give the complex demodulated

signal, S̃:

S̃(t) = ω0M0(B1/i)V exp(i(Ω− ω0)t). (2.32)

Including spatial variations in the coil sensitivity, magnetization, and external

field, the general complex demodulated signal is:

S̃(t) =

∫
ρ(�r) exp(i(Ω− ω(�r))t)dV , (2.33)

5 �B1(�r)/i accounts for the spatial variation in coil sensitivity over the object
6such as would be the case following a 90◦ RF pulse for a sample at uniform frequency ω0
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where the effective spin density has been introduced:

ρ(�r) = ωM0(�r)(B1(�r)/i)K. (2.34)

Here B1(�r)/i is the magnitude of �B1(�r)/i in the transverse plane, and K is a (com-

plex) constant including amplifier gain and the phase offset between the transverse

components of �M and �B1(�r)/i at t = 0. Demodulated at the Larmor frequency, or,

equivalently, viewed in the rotating frame, the signal is expressed:

S̃(t) =

∫
ρ(�r) exp(−iΔω(�r)t)dV , (2.35)

where Δω = ω−ω0 is the offset from the Larmor frequency. Note that, since the MRI

signal depends on the magnitude of the transverse magnetization, the term “signal”

is often used to refer to the magnitude of the transverse magnetization.

2.7 Relaxation

2.7.1 Spin-lattice relaxation

The application of an RF pulse disturbs the thermal equilibrium (which gives rise

to the equilibrium magnetization �M = M0ẑ) between the nuclear spins and their

surroundings, collectively referred to as the lattice. The spins return to equilibrium

by exchanging energy with the lattice in a process known as spin-lattice relaxation.

Spin-lattice relaxation is described by the phenomenological differential equation:

dMz

dt
=

M0 −Mz

T1

, (2.36)

where Mz is the z-component of the magnetization vector (the component in the

direction of the external magnetic field B0ẑ), M0 is the length of the equilibrium

magnetization vector ( �M = M0ẑ), and T1 is a characteristic time-constant. This

equation has solution:

Mz(t) = M0 + (Mz(0)−M0) exp(−t/T1). (2.37)

Most biological tissues have T1 time-constants between 250 ms and 5 s. Figure 2.3a

shows the regrowth of magnetization toward equilibrium following the application of

a 90◦ RF pulse.
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Figure 2.3: Regrowth of longitudinal magnetization (a) and decay of transverse mag-
netization (b) following a 90◦ RF pulse.

The theory of relaxation is complicated and analytic expressions for T1 typi-

cally require several simplifying assumptions to be made. Bloembergen, Purcell, and

Pound [27] developed a theory (commonly referred to as BPP theory) for relaxation

by considering nuclear magnetic dipole-dipole interactions as a time-dependent per-

turbation to the Zeeman Hamiltonian (which describes the energy for a single spin in

an external magnetic field).

Time-dependent perturbations in the magnetic field experienced by a nucleus can

cause stimulated absorption or emission of energy quanta h̄ω0, inverting the orien-

tation of the nuclear magnetic moment. This is most likely when the perturbations

are at the Larmor frequency ω0. The equilibrium magnetization �M0 is the result of

a balance between stimulated absorption and emission. When an RF pulse creates

an excess in the number of spin states anti-aligned with the main field, stimulated

emission dominates, returning the system to equilibrium.

T1 relaxation is dominated by molecular motions at ω0 and 2ω0. The ω0 de-

pendence accounts for the Larmor-frequency oscillation induced at nucleus i by the

z-component of the magnetic moment of nucleus j, when nucleus j is moving rel-

ative to i with frequency ω0 [27]. The 2ω0 dependence is understood by decom-

posing the oscillating magnetic field cos(ω0t) induced at nucleus i by precessing nu-

cleus j. Decomposing this into rotating and counter-rotating components cos(ω0t) =
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(1/2)(exp(−iω0t) + exp(iω0t)), motion of nucleus j relative to i with frequency 2ω0

allows the previously ineffectual counter-rotating component at −ω0 to induce a tran-

sition at i [27].

2.7.2 Spin-spin relaxation

The return of the longitudinal magnetization to equilibrium alignment with the main

field implies a decay in the transverse magnetization. Spin-lattice interactions play a

role in the decay of transverse magnetization, however, additional processes referred

to as spin-spin interactions also contribute (and often dominate) transverse magneti-

zation decay. Spin-spin relaxation is described by the phenomenological differential

equation:
dMxy

dt
=

−Mxy

T2

, (2.38)

with time constant T2, where Mxy =
√

M2
x +M2

y is the length of the magnetization

vector perpendicular to the external field. This equation has solution

Mxy(t) = Mxy(0) exp(−t/T2). (2.39)

The T2 relaxation times for most biological tissues range from 50 ms to 2 s. Figure 2.3b

shows the decay of transverse magnetization following the application of a 90◦ RF

pulse.

Qualitatively, spin-spin relaxation results from the dephasing of the nuclear mag-

netic moments that compose the magnetization vector. Each nuclear magnetic mo-

ment experiences a slightly different magnetic field due to the position and orienta-

tion of its neighbouring magnetic moments. As a result of this, the nuclear magnetic

moments that compose the magnetization precess at slightly different frequencies,

resulting in a loss of phase coherence and therefore a decrease in the length of the

magnetization vector with time.

T2 relaxation is dominated by molecular motion at low frequency. Molecular

motion at high frequency results in a time-averaged field of zero at a given nucleus, and

is less effective at dephasing the nuclear magnetic moments. Thus the T2 relaxation

times of liquids, such as pure water (about 2 s), tend to be much longer than that of

solids, such as ice (about 10 μs) [27].
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2.7.3 Relaxation due to macroscopic magnetic field inhomogeneities

In addition to the dephasing that results from microscopic magnetic field inhomo-

geneities (T2), dephasing also results from macroscopic magnetic field inhomogeneities,

such as those caused by a spatially-varying B0 field. B0 inhomogeneity can result

from imperfect magnet design or from susceptibility-induced magnetic field gradi-

ents that arise when an object with spatially-varying magnetic susceptibility (such

as the human brain) is placed in a homogeneous magnetic field. Magnetic field inho-

mogeneity causes additional dephasing, described by the relaxation time T ′
2. Under

such circumstances the T ∗
2 relaxation time is used to describe the decay of transverse

magnetization

1/T ∗
2 = 1/T2 + 1/T ′

2, (2.40)

which includes irreversible spin-spin dephasing (T2) and reversible (see section 2.9.2

below) macroscopic magnetic field inhomogeneity dephasing T ′
2. In human MRI, T ∗

2

is often dominated by T ′
2.

The assumption of an exponential decay for the transverse magnetization in the

presence of macroscopic magnetic field inhomogeneity is not valid under many cir-

cumstances, and should be used with caution. Even for the relatively simple case of a

cubic voxel in the presence of a linearly-varying magnetic field, the signal decays ac-

cording to a sinc function rather than an exponential. In general, the signal evolution

is obtained by integration over the volume of interest (eq. (2.35)):

S(t) =

∫
ρ(�r) exp(−iΔω(�r)t)dV . (2.41)

If S(t) ≈ S0 exp(−t/T ′
2), an exponential signal decay can be assumed.

2.8 The Bloch Equations

Combining the equations describing precession (eq. (2.19)) and relaxation (eqs. (2.36)

and (2.38)) gives the Bloch equations - the (macroscopic) equations of motion for the

magnetization:
d �M

dt
= γ �M × �Bext +

M0 −Mz

T1

ẑ −
�Mxy

T2

, (2.42)

where �Bext represents the external magnetic field. Note that the Bloch equation

assumes �Bext = B0ẑ + �B, with | �B| << B0, such that the equilibrium magnetization
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vector points in the z-direction with amplitude M0. This is the case during the

application of an RF pulse, as B1 << B0.

2.8.1 Piecewise solution of the Bloch equations

Basic MRI pulse sequences involve alternate periods of RF excitation (the application

of an RF pulse to perturb the magnetization), and free precession, during which the

MRI signal is measured (and no RF pulse is applied). The Bloch equations can be

used to determine the behaviour of the MRI signal due to an arbitrary sequence of

RF pulse and free precession periods.

In many MRI pulse sequences, the duration of the RF pulse τrf is much shorter

than the T1 and T2 relaxation times, and the frequency ω1 of the pulse is much larger

than the off-resonance frequency Δω = ω − ω0
7 When this is the case, relaxation

and off-resonance precession can be neglected during the application of the RF pulse.

This permits a piecewise solution of the Bloch equations to be used, where a pulse

sequence is divided into RF pulse and free precession pieces.

During the application of an RF pulse applied along the x̂-axis in the rotating

reference frame, with relaxation and off-resonance precession neglected, the Bloch

equations (eq. (2.42)) reduce to eq. (2.26). As previously illustrated (Fig. 2.2), in this

case the Bloch equations describe the precession of the magnetization vector about

the x̂-axis in the rotating reference frame:

Mx(t
′) = Mx(t0)

My(t
′) = cos(ω1t

′)My(t0) + sin(ω1t
′)Mz(t0)

Mz(t
′) = − sin(ω1t

′)My(t0) + cos(ω1t
′)Mz(t0),

(2.43)

where t′ = t− t0, 0 ≤ t′ ≤ τrf , and it has been assumed that the RF pulse is applied

from time t = t0 to t = t0 + τrf .

Between RF pulses, the magnetization undergoes relaxation and off-resonance

precession, where Δω = ω−ω0 is the off-resonance frequency. In the rotating reference

frame, this is described by the Bloch equations (eq. (2.42)) with �Bext = (Δω/γ)ẑ. As

�Bext is along the z-axis, the z-component of γ �M × �Bext is zero, and the z-component

7RF pulse durations are typically on the order of 1 ms, whereas T1 and T2 relaxation times for
most human tissues are on the order of 50-4000 ms; ω1 is typically on the order of 1 kHz, whereas
Δω is typically less than 100 Hz throughout the majority of the brain.
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of eq. (2.42) reduces to eq. (2.36), solved previously (eq. (2.37)). The transverse

component of the Bloch equations is:

dMxy

dt
= −iΔωMxy −Mxy/T2, (2.44)

where complex notation Mxy = Mx + iMy has been used. This equation has solu-

tion Mxy(t) = Mxy(0) exp(−t/T2) exp(−iΔωt), which is a combination of relaxation

(eq. (2.39)) and precession (eq. (2.20)). Combining longitudinal (Mz) and transverse

(Mxy) components, the behaviour of the magnetization during free precession is:

Mxy(t
′) = Mxy(t0) exp(−t′/T2) exp(−iΔωt′)

Mz(t
′) = Mz(t0) exp(−t′/T1) +M0(1− exp(−t′/T1)),

(2.45)

where t′ = t − t0, 0 ≤ t′ ≤ τfp, and it has been assumed that free precession occurs

from time t = t0 to t = t0 + τfp.

For a general pulse sequence consisting of alternate periods of RF excitation8 and

free precession, these solutions to the Bloch equations (eqs. (2.43) and (2.45)) can be

used piecewise to obtain the magnetization behaviour, with the initial magnetization

vector for period (n+ 1) set equal to the final magnetization vector from period n.

2.9 Basic Pulse Sequences

2.9.1 Free Induction Decay

The simplest pulse sequence is the free induction decay (FID) - measurement of the

MRI signal following the application of a single RF pulse. The signal, in the rotating

frame, is given by:

S(t) =

∫
ρ(�r) exp(−t/T2) exp(−iΔω(�r)t)dV , (2.46)

where Δω = ω−ω0 is the off-resonance frequency at position �r, dV is a sample volume

element, ρ(�r) is the effective spin density (eq. (2.34)), and it has been assumed that

T2 is independent of position.

Figure 2.4 shows the FID signal and frequency spectrum (Fourier transform of the

signal) for a sample containing two pools of spins, at different resonant frequencies, in

a homogeneous magnetic field. Such a signal could originate from a fat-water mixture,

8assuming, as above, that relaxation and free precession can be ignored during the application of
the RF pulse
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Figure 2.4: Signal vs. time (left) and Spectrum (Fourier transform of the signal) vs.
frequency for a sample containing two spin pools at different resonant frequencies.

for example. Protons in fat and water molecules precess at different frequencies

because the magnetic moments of neighboring electrons perturb the magnetic field

at the nucleus, and the electron structure surrounding fat and water protons differ.

NMR spectroscopy takes advantage of this to determine the chemical composition of

unknown substances.

One use of the FID pulse sequence in MRI is for magnetic field shimming. Inhomo-

geneities in the main magnetic field result in a rapid decay of the FID signal through

phase cancellation in the
∫
exp(−iΔω(�r)t)dV integral. After placing an object in the

magnetic field, small spatially-varying magnetic fields (shim gradients) are added to

the main field to maximize the lifetime of the FID, thereby improving magnetic field

homogeneity across the object.

2.9.2 The Spin-Echo

It was mentioned in section 2.7.3 that macroscopic magnetic field inhomogeneity

dephasing (T ′
2) could be reversed. This can be achieved using a spin-echo sequence.

A basic spin-echo sequence consists of a 90◦ RF pulse applied about the x-axis9

followed by a 180◦ “re-focusing” RF pulse applied about the y-axis at time TE/2

later. The initial 90◦ RF pulse tips spin isochromats10 to the y-axis, where they will

9all RF pulse rotations are with respect to the rotating reference frame
10A group of spins sharing a common resonance frequency
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begin to dephase relative to each other because of differences in their local z-directed

magnetic fields. Consider the phase gained by a general isochromat relative to the

y-axis:

φ(�r, t) = −γΔB(�r)t for 0 < t < TE/2, (2.47)

where ΔB is the offset from the externally applied magnetic field. At time t = TE/2,

the 180◦ pulse reflects the phase about the y-axis:

φ(�r, TE/2
+) = −φ(�r, TE/2

−)

= γΔB(�r)TE/2,
(2.48)

where - (+) represents the time immediately before (after) the RF pulse. After the

180◦ pulse, the spins will continue to gain phase as they did prior to the 180◦ pulse if

ΔB(�r) is time-invariant:

φ(�r, t) = γΔB(�r)TE/2− γΔB(�r)(t− TE/2) for t > TE/2

= −γΔB(�r)(t− TE).
(2.49)

At the echo time, TE, the phase gained due to a general static magnetic field inho-

mogeneity is zero. The only source of signal decay is that resulting from irreversible

T2 decay:

S(t) ∝ M0 exp(−TE/T2). (2.50)

Figure 2.5 shows the spin isochromat behavior during a basic spin-echo sequence.

The ability of a spin-echo sequence to refocus dephasing caused by magnetic field

inhomogeneities that vary in both space and time ΔB(�r, t) depends on the corre-

lation time τc of the magnetic field fluctuations (the time-span over which there is

appreciable autocorrelation) relative to the echo time, TE.

The microscopic magnetic field fluctuations leading to T2 decay (τc < 10−9 s) are

not refocused by spin-echo sequences at typical echo times (≈ 10-100 ms) as τc << TE.

Conversely, static magnetic field inhomogeneities have an effectively infinite correla-

tion time and are completely refocused as τc >> TE. For magnetic field fluctuations

having correlation times on the order of the echo time, partial refocusing occurs. In

these cases, the apparent T2 relaxation time depends on the echo time (the apparent

T2 increases as echo time decreases, and vice versa).11

11this is the case for the intravascular T2-like effect in functional MRI (see eqs. (3.3) and (3.4)).
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the 90◦ and 180◦ pulse (elapsed time TE/2), and between the 180◦ pulse and the echo
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30

2.10 Selective Excitation

So far, RF pulses have been considered which excite magnetization across the entire

object. It is also possible to only excite magnetization over a thin region of the object,

referred to as slice selection. Slice selection is achieved by applying a magnetic field

gradient �G

�G = ∇Bz(�r) (2.51)

to create a spread of larmor frequencies across the object. Here we will consider a z-

directed magnetic field gradient, �G = Gẑ, producing a z-dependent larmor frequency:

ω(z) = γB0 + γGz. (2.52)

An RF pulse is then applied in the presence of this gradient, where the frequency

spectrum of the RF pulse is chosen to match the frequency spectrum, imposed by

the gradient, over the desired slice to be excited (Fig. 2.6). Selective excitation as

described here relies on some simplifying assumptions, which are discussed in the next

section.

2.10.1 Selective Excitation: Theory

Consider the application of a time-varying RF pulse B1(t), applied along the x-axis

in the rotating reference frame (�Ω = −γB0ẑ), in the presence of a magnetic field

gradient �G = Gẑ. The effective field in the rotating frame (( �B + �Ω/γ), eq. (2.24)) is

(B1(t)x̂+Gzẑ). Neglecting relaxation (valid if the duration of the RF pulse is much

less than the T1 and T2 relaxation times), the rate of change of the magnetization

in the rotating reference frame is given (eq. (2.42) without relaxation terms, i.e.,

eq. (2.24)):

d �M

dt
= γ �M × (B1(t)x̂+Gzẑ), (2.53)

which, when separated into components, becomes:

dMx

dt
= γGzMy

dMy

dt
= γ (B1(t)Mz −GzMx)

dMz

dt
= −γB1(t)My.

(2.54)
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Figure 2.6: Illustration of slice selection. A magnetic field gradient (a) is applied to
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applied with a frequency spectrum (d) corresponding to that of the desired slice to
be excited.
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If we assume a small tip angle α such that sinα ≈ α and cosα ≈ 1, then Mz ≈ M0,

dMz/dt ≈ 0, and eq. (2.54) can be approximated:

dMx

dt
= γGzMy

dMy

dt
= γ (B1(t)M0 −GzMx)

dMz

dt
= 0,

(2.55)

which can be expressed in complex (Mxy = Mx + iMy) form:

dMxy

dt
= −iγGzMxy + iγM0B1(t). (2.56)

For an RF pulse B1(t) of duration τrf , applied from −τrf/2 to τrf/2 with B1(t) = 0

outside of this interval, and the initial condition Mxy(−τrf/2) = 0, eq. (2.56) has

solution:

Mxy(z, τrf/2) = iγM0 exp(−iγGzτrf/2)

∫ τrf/2

−τrf/2

dtB1(t) exp(iγGzt). (2.57)

We can extend the limits of eq. (2.57) to ±∞, since B1(t) is only non-zero for t ∈
[−τrf/2, τrf/2]. Equation 2.57 then becomes an inverse Fourier transform:

Mxy(z, τrf/2) = iγM0 exp(−iγGzτrf/2)b1(γGz), (2.58)

where b1(f) represents the inverse Fourier transform ofB1(t). Two important relation-

ships can be deduced from eq. (2.58): 1) the magnitude of the excited magnetization

at position z is proportional to the magnitude of the B1 spectrum at frequency γGz,

and 2) for an RF pulse that is symmetric about t = 0 (resulting in a real Fourier

transform), the excited magnetization has spatially-varying phase in the z-direction

exp(−iγGzτrf/2) at the end of the RF pulse. This spatially-varying phase is un-

desirable, as it diminishes the slice signal through vector cancellation. Luckily this

phase dispersion can be easily removed. The phase gain that results from applying a

gradient Gẑ for duration τ is:

φ(z) = −γΔBτ = −γGzτ . (2.59)

Thus the unwanted phase dispersion can be removed by applying the slice-select

gradient, with opposite polarity, for one-half of the duration of the RF pulse (fig. 2.7).
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Figure 2.7: Slice Selection with Refocusing. A symmetric, small-tip-angle, slice-
selective RF pulse results in a phase dispersion across the selected slice. This can be
removed with a slice-select refocusing gradient having the same magnitude, opposite
polarity, and one-half of the duration of the slice select gradient.

Despite assuming a small tip angle, the Fourier transform relationship between the

RF pulse and the excited magnetization (eq. (2.58)) holds quite well for tip angles up

to 90◦. For the design of high-flip-angle RF pulses, the reader is referred to the the

Shinnar-Le Roux (SLR) algorithm [28].

2.11 Imaging

NMR imaging (MRI) is achieved by adding a spatially-varying magnetic field gradient

�G:

�G = ∇Bz(�r), (2.60)

to the main field, creating a position-dependent precession frequency:

ω(�r) = γB0 + γ �G · �r. (2.61)

The signal in the presence of a gradient is expressed (eq. (2.35)):

S(t) =

∫
ρ(�r) exp(−iγ �G · �rt)dV , (2.62)
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which has the form of a Fourier transform. This relationship is clarified by defining

a reciprocal k-space vector having units of m−1:

S(�k) =

∫
ρ(�r) exp(−i2π�k · �r)dV , (2.63)

with

�k =
γ �Gt

2π

=γ �Gt.

(2.64)

The effective spin-density is obtained from the signal via the inverse Fourier transform:

ρ(�r) =

∫
S(�k) exp(i2π�k · �r)dkxdkydkz. (2.65)

In practice the signal is uniformly12 sampled at discrete locations in k-space and

the image is generated via the inverse discrete Fourier transform (IDFT). The IDFT

produces shifted, overlapping copies (aliases) of the image whose spacing 1/(Δk)

is determined by the inverse of the sampling interval in conjugate space Δk. The

periodicity of the DFT determines how finely the 3D k-space matrix must be sampled

to avoid aliasing:
1

Δki
= NiΔxi = FOVi ≥ Xi, (2.66)

where Δki is the sampling interval in the ith dimension, Ni is the number of sampled

points, Δxi is the sampling interval in conjugate space (the image resolution), NΔxi =

FOVi is the field of view (the distance between shifted image copies), and Xi is the

size of the object. Equation 2.66 also determines the extent Ki = NiΔki that must be

covered in k-space to achieve a desired image resolution: Ki = 1/(Δxi). Figure 2.8

depicts the sampling relationship between image-space and k-space. Figure 2.9 shows

a 2D representation of a human brain in k-space and image-space.

Imaging amounts to moving through k-space, sampling the signal at each matrix

point, and applying an IDFT. Magnetic field gradients are used to move through

k-space, with direction and speed determined by �G, andγG, respectively (eq. (2.64)).

The amount of k-space that can be sampled following a single RF excitation depends

on the capabilities of the gradient hardware, the T2 (spin echo) or (T ∗
2 ) (gradient

echo) relaxation time, and the strength of the magnetic field gradients from unwanted

12or interpolated onto a uniform grid
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are shown for: the entire k-space (top row), the low-spatial-frequency (centre) of k-
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row). Most of the image intensity and tissue contrast in the human brain is at low
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Figure 2.10: 3D GRE stack-of-EPI pulse sequence (left) and resulting k-space tra-
jectory (right). Depicted in the pulse sequence are the status of the RF transmitter
(RF), x, y, and z gradients (Gx, Gy, and Gz, respectively), and the analog-to-digital
converter (ADC) (receiver), all of which are off to begin. An entire plane in k-space is
acquired every RF excitation. The entire pulse sequence is repeated for each kz-value
(Gz is depicted in steps to represent this).
Only two planes are depicted in the k-space trajectory (right) for clarity. Each tra-
jectory begins at the k-space centre, proceeds to the bottom-left-corner of the appro-
priate k-space plane, and then traverses the plane. Data are acquired at each point
required for IDFT image formation, depicted as open circles.

sources, which create unwanted phase variations across the object in proportion to the

acquisition duration, resulting in image distortion. Rapid imaging sequences, such

as single-shot GRE-EPI13, can acquire an entire k-space plane per RF excitation.

Imaging sequences are classified as 2D or 3D depending if slice selection (2D) or

gradient-encoding (3D) is used to resolve the z-dimension. A 3D GRE-EPI pulse

sequence is depicted in Fig. 2.10. In NMR imaging, the echo time TE is defined as the

elapsed time between the RF excitation pulse and the collection of the k-space centre

(at which point the phase variation across the object due to the imaging gradients is

zero), as this dominates image contrast (e.g., Fig. 2.9).

13Gradient echo is a general term used to refer to any pulse sequence consisting of k-space encoding
following a single RF excitation pulse. The term “gradient echo” refers to the fact that often in
GRE sequences the signal is first dephased and subsequently rephased, forming an “echo”, by the
imaging gradients.
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Figure 2.11: 2D (slice-selective) balanced SSFP pulse sequence. All gradients are
balanced to have zero area over a TR cycle.

In applications requiring high resolution (which increases the size of the k-space

matrix that must be sampled) or reduced distortion (where the readout duration must

be reduced), segmented acquisitions can be used, where the acquisition of a k-space

plane is divided over multiple RF excitations.

2.12 Balanced Steady State Free Precession

Balanced SSFP is similar to a short-TR gradient echo sequence such as Spoiled Gra-

dient Echo (SPGR), except that instead of spoiling the transverse magnetization at

the end of each TR, all imaging gradients are balanced to have zero integral area over

a TR cycle (fig. 2.11). Thus the only source of phase evolution between RF pulses in

b-SSFP is that from free precession.

Gradient refocusing results in the preservation of transverse magnetization from

one TR cycle to the next, making b-SSFP the most SNR-efficient of all known pulse

sequences [18] (Fig. 2.12). The preservation of transverse magnetization also results in

a complicated signal dependence on off-resonance frequency not seen in gradient echo

or spin echo sequences (Fig. 2.13). Even with careful shimming the magnetic field

varies across the brain. As a result, balanced SSFP images often contain “banding

artifacts” - regions of low signal corresponding to specific values of off-resonance

frequency (fig. 1.3a-b on page 7).
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Figure 2.12: SNR-efficiency ((S/M0)/
√
TR) vs. TR for SSFP and SPGR at TE =

0. SNR-efficiency is shown for the signal-optimizing flip angle for each TR/pulse
sequence. Plot parameters: T1 = 1400 ms, T2 = 70 ms (relaxation times typical of
human grey matter tissue at 4 T [29])
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Figure 2.13: Signal vs. off-resonance frequency for SSFP and SPGR at TE = 0.
Off-resonance frequency refers to the global voxel frequency offset (the off-resonance
frequency is assumed to be uniform across a voxel). Signal is shown for the signal-
optimizing flip angle for each pulse sequence. Plot parameters: TR = 10 ms, T1 =
1400 ms, T2 = 70 ms.
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2.12.1 Derivation of the b-SSFP Signal Equations

The balanced SSFP pulse sequence consists of a train of identical RF pulses with flip

angle α applied periodically with period TR. After a sufficient number of RF pulses14,

a steady state is reached in which the magnetization is periodic in time, with period

TR.

Below, the balanced SSFP signal equations are derived using the Bloch Equations

(section 2.8) in matrix form [20], with the magnetization represented by the 3×1

column vector:

�M =

⎡
⎢⎢⎣
Mx

My

Mz

⎤
⎥⎥⎦ (2.67)

In general, a pulse sequence can be divided into periods of RF excitation and

precession/relaxation. If the duration of the RF pulse is much smaller than the T1

and T2 relaxation times, relaxation can be ignored during the application of the RF

pulse15. Here RF pulses are treated as instantaneous clockwise rotations about the

x-axis with flip angle α:

Rx(α) =

⎡
⎢⎢⎣
1 0 0

0 cosα sinα

0 − sinα cosα

⎤
⎥⎥⎦ . (2.68)

Between RF pulses the magnetization undergoes free precession and relaxation for

time-duration τ . Precession is characterized by rotation about the z-axis by angle

θ = Δωτ , where Δω is the off-resonance frequency:

Rz(τ) =

⎡
⎢⎢⎣

cos(Δωτ) sin(Δωτ) 0

− sin(Δωτ) cos(Δωτ) 0

0 0 1

⎤
⎥⎥⎦ (2.69)

Relaxation is characterized by magnetization decay:

D(τ) =

⎡
⎢⎢⎣
exp(−τ/T2) 0 0

0 exp(−τ/T2) 0

0 0 exp(−τ/T1)

⎤
⎥⎥⎦ , (2.70)

14see section 2.12.3 for a discussion of the approach to steady state
15for human imaging at 4 T, typical RF pulse durations are 1-4 ms, while typical grey matter

relaxation times are T1 ≈ 1400 ms and T2 ≈ 70 ms
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and magnetization regrowth in the z-direction:

�B(τ) = (1− exp(−τ/T1))

⎡
⎢⎢⎣

0

0

M0

⎤
⎥⎥⎦ . (2.71)

Using these matrices, the magnetization immediately before the nth RF pulse is

related to that immediately before the (n+1)th RF pulse according to:

�Mn+1 = D(TR)Rz(TR)Rx(α) �Mn + �B(TR)

= A �Mn + �B
(2.72)

Where A is the 3×3 matrix A = D(TR)Rz(TR)Rx(α).

The steady state magnetization is obtained by solving eq. (2.72) for �Mn+1 = �Mn =

�Mss:

�Mss = (I − A)−1 �B, (2.73)

where I represents the 3×3 identity matrix. The solution for the steady state mag-

netization immediately before an RF pulse (denoted by the minus sign −) is [30]:

M−
x = M0(1− E1)E2 sinα sin θ/D

M−
y = M0(1− E1)(E2 sinα cos θ − E2

2 sinα)/D

M−
z = M0(1− E1)(1− E2 cos θ − E2 cosα(cos θ − E2))/D,

(2.74)

with

D = (1− E1 cosα)(1− E2 cos θ)− (E1 − cosα)(E2 − cos θ)E2

E1 = exp(−TR/T1)

E2 = exp(−TR/T2).

(2.75)

Similarly, the steady state solution for the magnetization immediately after an RF

pulse (denoted by the plus sign +) is [30]:

M+
x = M0(1− E1)E2 sinα sin θ/D

M+
y = M0(1− E1)(1− E2 cos θ) sinα/D

M+
z = M0(1− E1)(E2(E2 − cos θ) + (1− E2 cos θ) cosα)/D.

(2.76)
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The solution for a general echo time TE (0 ≤ TE ≤ TR) is obtained by applying

the appropriate precession and relaxation matrices to the magnetization vector given

in eq. (2.76) (referred to as �M+
ss):

�Mss(TE) = D(TE)Rz(TE) �M
+
ss + �B(TE). (2.77)

We will represent the balanced SSFP signal in complex form:

S = Mx + iMy

= r exp(iφ)
(2.78)

The balanced SSFP signal magnitude (r) and phase (φ) are both periodic in off-

resonance angle16 (Fig. 2.14). The magnitude-period is 360◦, while the phase-period

is 360◦ for TE = 0 and (TR/TE)×360◦ for 0 < TE ≤ TR.
17

Note that the balanced SSFP signal magnitude, but not the signal phase, varies

with flip angle α. The balanced SSFP signal vs. off-resonance profile is typically

divided into “pass-band” and “transition-band” regions. The pass-band refers to the

region of uniform signal phase vs. off-resonance angle that occurs for 90◦ < θ < 270◦

(Fig. 2.14). Signal is maximized in the pass-band for high flip angles (maximum pass-

band signal occurs at α = 25◦ for the chosen values of T1 and T2 in this example). The

transition-band refers to the region of large signal phase variation with off-resonance

angle that occurs in the vicinity of θ = 0◦. Signal is maximized in the transition-band

for low flip angles (α = 2◦ in this example).

2.12.2 Phase Cycling

The steady state signal (eq. (2.76)) depends on the relative phase evolution between

the RF pulse axis and the transverse magnetization vector during a TR cycle. For

constant-phase RF pulses (each along the x-axis in the derivation of the steady state

signal above), this is entirely determined by free precession, θ = ΔωTR. Of course,

the relative phase evolution can also be changed by changing the phase (direction)

16The balanced SSFP signal depends on the relative phase between the RF pulse and the transverse
magnetization. The phase angle between the RF pulse and the transverse magnetization is the same
for spins precessing by θ and θ + 2π during the time between RF excitations, TR.

17the signal phase is not 2π-periodic for 0 < TE < TR; magnetization vectors at off-resonance
angles of θ and θ + 2π (precession per TR time-period) are indistinguishable at integer multiples of
TR, but not for time-points in between.
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Figure 2.14: balanced SSFP signal magnitude (S/M0, top, value indicated by color
bar) and phase (φ, bottom, value indicated by color bar) vs. flip angle α and free
precession angle θ, both in degrees. Signal phase is expressed in radians/π. Plot
parameters: TR = 10 ms, TE = 5 ms, T1 = 1400 ms, T2 = 70 ms.
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Figure 2.15: Balanced SSFP images obtained from 0◦- and 180◦-RF-phase-cycled
steady states can be combined, via maximum intensity projection (MIP), to produce
a single image without banding artifacts.

of the RF pulse axis in the transverse plane, a process known as “phase cycling”. In

such cases, the relative phase evolution becomes:

θ = ΔωTR −ΔφRF , (2.79)

where ΔφRF is the RF increment - the phase difference between subsequent RF

pulses18.

Two balanced SSFP images obtained from ΔφRF = 0◦ and ΔφRF = 180◦ steady

states, respectively, can be combined, via maximum intensity projection (where the

combined image is created pixel-wise from the component images by choosing the

larger of the two pixel intensity values) to produce a single, banding-artifact-free

image (Fig. 2.15 and Fig. 1.3c on page 7). Tuning the RF-phase-cycling increment is

also referred to as setting the centre frequency.

18where a positive increment in RF phase has been defined as a clockwise rotation of the RF axis
about the z-axis (in the same direction as Larmor precession).
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2.12.3 The Approach to Steady State

Starting from equilibrium, the balanced SSFP signal goes through a transient phase,

characterized by signal oscillations, before achieving steady state (fig. 2.16a-b). The

duration of the transient phase depends on the flip angle, T1 and T2 relaxation times,

as well as on the off-resonance frequency [31]. Due to relaxation processes, the sig-

nal acquired in MRI is decaying in time, which degrades image resolution. Signal

oscillations are more problematic, however, because pixels in the image can be con-

siderably displaced from their location in the object (fig. 2.17). This results in shifted,

overlapping copies of the image, referred to as “ghosts”.

Signal oscillations during the transient phase are primarily caused by differences in

direction, rather than magnitude, between the instantaneous and steady state magne-

tization vectors [20]. “RF catalyzation strategy” is a general term used to refer to any

sequence of preparatory RF pulses applied prior to balanced SSFP readout, designed

to align the magnetization vector to the steady state direction, thereby reducing tran-

sient signal oscillations. The simplest catalyzation strategy consists of a single RF

pulse with flip angle α/2, applied at time TR/2 prior to the first pulse in the bal-

anced SSFP sequence (with flip angle α) [19] (fig. 2.18). This aligns the on-resonance

(Δω = 0) magnetization vector with the steady state direction, eliminating signal

oscillations (fig. 2.16c, Δω = 0). Catalyzing all frequencies is difficult, however, as

the steady state magnetization direction varies with off-resonance frequency. While

the α/2 catalyzation works perfectly in the pass-band centre, signal oscillations re-

main off-resonance (e.g., Fig. 2.16c, -.25/TR < Δω <-.5/TR). Improved off-resonance

performance can be obtained using a linear-ramp catalyzation [21] (Fig. 2.18 and

Fig. 2.16d). More sophisticated catalyzation strategies also exist [20, 32], including

those involving magnetization scaling as well as directing [20].
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Figure 2.16: Balanced SSFP (180◦-RF-phase-cycled) signal magnitude (S/M0, ampli-
tude indicated by colorbar) vs. excitation number (x-axis, equivalently RF pulse #)
and off-resonance frequency Δω (y-axis, in units of 1/TR), beginning from equilibrium

( �M = M0ẑ). The approach to steady state, over the course of 300 RF pulses, is shown
using no RF catalyzation (a). Also shown is the signal behaviour over the course of
the first 25 RF pulses for: (b) no RF catalzation (zoomed view of (a)), (c) α/2 RF
catalyation, and (d) linear-ramp RF catalyzation (10-pulse ramp). Plot parameters:
TR = 10 ms, TE = TR/2, α = 25◦, T1 = 1400 ms, T2 = 70 ms. Note the color scale
of (a) differs from that of b-d.
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Figure 2.17: Top: constant (green), decaying (red), and oscillating (blue) signal time-
courses. Bottom: magnitude of the Fourier transform of the corresponding signal-
timecourse plotted above. This represents the point spread function - the (1D) image
that would result if the object that produced the corresponding signal timecourse
were a (1D) delta function.



48

0 1 2 3 4 5 6 7 8 9 10 11
0

5

10

15

20

25

30

Excitation #

Fl
ip

 A
ng

le
 (d

eg
re

es
)

None
α/2
Linear−ramp

Figure 2.18: Flip angle of the first ten RF pulses for balanced SSFP using: no cat-
alyzation (black circles), α/2 catalyzation (blue x’s) and linear-ramp RF catalyzation
(red squares).



Chapter 3

Background: functional Magnetic Resonance Imaging

(fMRI)

3.1 The BOLD Effect

This section follows the BOLD review article by Norris [15]. Fundamentally, BOLD

fMRI measures changes in the local concentration of deoxyhemoglobin. Neural ac-

tivity results in a local increase in blood oxygenation. The hemoglobin molecules

inside of the red blood cells contain iron atoms (Fe2+), which bind to oxygen (O2)

molecules, carrying them from the lungs to the cells of the body. These iron atoms

contain unpaired electrons, resulting in a net magnetic moment. Oxygen molecules

also contain unpaired electrons; when oxygen molecules bind to iron atoms, their

respective unpaired electrons pair, resulting in no net magnetic moment. As a re-

sult, oxygenated blood, like brain tissue, is diamagnetic (weak negative magnetic

susceptibility), whereas deoxygenated hemoglobin is paramagnetic (stronger, positive

magnetic susceptibility). The increase in blood oxygenation that accompanies neural

activity increases the homogeneity of the local magnetic field by reducing the local

concentration of paramagnetic deoxyhemoglobin. This results in an increase in image

intensity in T2- (e.g., spin echo) or T ∗
2 -weighted (e.g., gradient echo) images, because

of reduced dephasing.

Physiologically, the local concentration of deoxyhemoglobin in brain tissue de-

pends on three parameters: 1) cerebral blood flow (CBF), 2) cerebral blood volume

(CBV), and 3) the cerebral metabolic rate of oxygen (CMRO2). Neural activity re-

sults in an increase in CBF, CBV, and CMRO2. The increase in CBV results in an

increase in the local concentration of deoxyhemoglobin (i.e., for a given tissue volume

and blood oxygenation, an increase in tissue blood volume results in an increase in

tissue deoxyhemoglobin concentration). Likewise, the increase in CMRO2 results in

an increase in the local concentration of deoxyhemoglobin, by extracting more oxygen

49
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from the blood. Conversely, the increase in CBF results in a decrease in the local con-

centration of deoxyhemoglobin (i.e., by increasing the rate of delivery of oxygenated

blood to the tissue, flushing out deoxyhemoglobin). Of these competing effects, the

change in CBF dominates1, such that an increase in neural activity is accompanied

by a decrease in the local concentration of deoxyhemoglobin.

While an increase in neural activity resulting in an increase in blood oxygenation

may seem paradoxical, this is resolved if one supposes that passive diffusion is the

mechanism of oxygen delivery from the capillary bed to the cells [34]. Assuming a

negligible partial pressure of oxygen at the cells, an increase in blood oxygenation at

the capillary bed is the only way to increase the concentration gradient and therefore

increase the rate of oxygen delivery to the cells, supporting increased energy demand.

3.2 BOLD Contrast Mechanisms

The distortions in the magnetic field created by paramagnetic deoxyhemoglobin ex-

tend beyond the blood vessels, resulting in both extra- and intravascular BOLD signal

changes. These can be further subdivided into T2 or T
′
2 effects, leading to four BOLD

contrast mechanisms: 1) extravascular static dephasing (T ′
2), 2) extravascular dy-

namic dephasing (T2), 3) the intravascular T2-like effect (T2), and 4) the intravascular

frequency offset effect (T ′
2).

In the resting state the blood oxygenation saturation fraction Y (Y = 1 for fully

oxygenated blood and 0 for fully deoxygenated blood) is approximately 1 in the

arteries and 0.6 at the end of the capillary beds and in the veins [35]. BOLD activation

results in an increase in blood oxygenation ΔY of approximately 0.1 at the end of

the capillary beds that experience increased blood flow. In the following discussion of

BOLD contrast mechanisms, we consider “active” and “resting” states having blood

oxygenation saturation fractions of Y + ΔY and Y , respectively. Changes in blood

volume between active and resting states are ignored, as are time-variations in blood

oxygenation during the active state2.

1typical CBF increases are on the order of 50-70 % while typical CBV and CMRO2 increases are
less than 20 % [33]

2this is a good approximation if the timescale of the image acquisition is much smaller than
the timescale of the HRF, and for block designs (periods of continuous stimulation alternated with
periods of rest, during which the hemodynamic response reaches a steady state).
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Theoretical models of the BOLD signal change treat the blood vessels as cylinders

having a length that is much greater than their diameter [35]. In the extravascular

space, far from the granular RBCs, the cylinders can be considered to have a uniform

magnetic susceptibility offset from the tissue in which they are embedded. This

magnetic susceptibility offset is given by:

Δχvessel = Hct(1− Y )ΔχRBC (3.1)

where Hct, the hematocrit, is the volume fraction of red blood cells (RBC) in blood

(approximately 0.4), Y is the blood oxygen saturation fraction, and ΔχRBC is the

magnetic susceptibility offset of a fully deoxygenated RBC from tissue (2.26 × 10−6

in SI units). The magnetic field offset, in the direction of the external magnetic field

�B0, produced outside of a cylinder having a magnetic susceptibility offset Δχ from

its surroundings is given by:

ΔB(r, φ) = B0(Δχ/2)(R/r)2 sin2 θ cos 2φ (3.2)

where r and φ give position in polar coordinates in the plane perpendicular to the

cylinder axis (see Fig. 3.1 for coordinate system definition, and note r > R), B0 is

the magnitude of the external magnetic field, R is the cylinder radius, and θ is the

angle the cylinder axis makes with the external magnetic field �B0. Figure 3.2 shows

a plot of the magnetic field distortions surrounding a cylinder.

Note the spatial scale of the magnetic field distortions produced by a vessel are

proportional to the vessel radius (R) (Eq. 3.2). This implies: 1) the spatial extent

of the magnetic field distortions surrounding a large vessel is much greater than that

surrounding a small vessel, and 2) the magnetic field distortions surrounding a small

vessel vary more rapidly in space than those surrounding a large vessel.

Water protons surrounding a vessel have a distribution of larmor frequencies which

causes a loss of phase coherence in time. The width of this distribution is proportional

to the deoxygenation of the vessel via Eqs. 3.1 and 3.2. Thus the rate of phase

coherence loss depends on the blood oxygenation.

BOLD contrast in the extravascular space can be divided into two contrast mech-

anisms:

1) Extravascular static dephasing: In the extravascular space surrounding large

vessels (R > 25 μm), water protons are effectively static, on the TE-timescale (10 −
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Figure 3.1: Local coordinate system used to compute the magnetic field offset at
point P from a cylindrical field perturber. The x-axis is defined by the projection of
�B0 into the plane perpendicular to the cylinder axis containing P . r and φ give the
position of P , in the plane perpendicular to the cylinder, in polar coordinates.
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Figure 3.2: The magnitude of the magnetic field offset surrounding a cylinder repre-
sented as distortions in the plane perpendicular to the cylinder. Note the direction
of these distortions is along the �B0 axis, indicated by the black arrow.
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100 ms), relative to the spatial scale of the magnetic field variations. The rate of

signal loss caused by this static (time-independent) magnetic field variation can be

characterized by a T ′
2 relaxation time (see section 2.7.3). BOLD activation reduces

the strength of the perturbing magnetic field, increasing the T ′
2 relaxation time.

2) Extravascular dynamic dephasing: In the extravascular space surrounding small

vessels (R ≤ 25 μm), water protons diffuse a significant distance on the TE-timescale

relative to the spatial scale of the magnetic field variations. Each spin experiences a

range of magnetic field offsets as it changes locations. This results in irrecoverable

signal loss that can be characterized by a T2 relaxation time (see sections 2.7.2 and

2.9.2). BOLD activation reduces the strength of the time-dependent magnetic field

offsets experienced by each spin, increasing the T2 relaxation time.

BOLD contrast in the intravascular space can also be divided into two contrast

mechanisms:

1) Intravascular T2-like effect: Water protons in the intravascular space diffuse

rapidly around the RBCs and undergo chemical exchange across their highly perme-

able membranes. Again the spins experience a range of magnetic field offsets as they

diffuse and exchange, resulting in irrecoverable signal loss that can be characterized

by a T2 relaxation time. BOLD activation reduces the strength of the magnetic field

perturbations, increasing the T2 relaxation time. The dependence of intravascular T2

on blood oxygenation can be described by an analytic expression [36]:

R2 = R2,0 +K(1− Y )2 (3.3)

where T2 = 1/R2, R2,0 = 3.9 s−1 is a constant, Y is the blood oxygenation saturation

fraction, and K is a constant that depends on field strength, pulse sequence, and echo

time. For spin-echo sequences, K is given by [36]:

K = K0B
2
0

(
1− 2τex

τ180
tanh

τ180
2τex

)
(3.4)

where K0 = 30.7 s−1, B0 is the strength of the external magnetic field in Tesla,

τex ≈ 5 ms is the mean resident time of water molecules in the RBC interior, and τ180

is the time-separation of the 1800 pulses in a CPMG sequence, or TE in a singe-echo

spin-echo sequence.

2) Intravascular frequency-offset effect: The intravascular T2-like effect is governed

by the interaction between spins and neighboring RBCs. The interaction between
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spins and distant RBCs in the blood vessel can be treated in a similar fashion to the

extravascular case: far from the granular RBCs, the cylinder can be considered to

have a uniform magnetic susceptibility. This results in a coherent frequency shift for

all spins in the vessel that depends on the angle (θ) the blood vessel makes with the

external magnetic field. Again modeling blood vessels as cylinders, the magnetic field

offset, in the direction of the external magnetic field �B0, produced inside of a cylinder

having a magnetic susceptibility offset Δχ from its surroundings is given by:

ΔB = B0(Δχ/2)(cos2 θ − 1/3) (3.5)

See Fig. 3.1 for coordinate system definition. In the human brain, grey matter tissue

contains vessels at various orientations. The distribution of vessel orientations results

in a distribution of larmor frequencies for the intravascular spins. The intravascular

frequency shift is time-independent and can therefore be characterized by a T ′
2 re-

laxation time. BOLD activation reduces the strength of the intravascular frequency

shift, increasing the T ′
2 relaxation time.

3.3 The Temporal Resolution of BOLD

The duration of a single action potential is on the order of one millisecond, while

the coherent firing of large groups of neurons occurs on the order of one hundred

milliseconds (sensory processes) to one second (cognitive processes). Conversely, the

hemodynamic changes that accompany neural activity occur on a considerably longer

timescale - seconds to minutes. Figure 3.3 shows the timecourse of the BOLD re-

sponse to an impulse stimulus at t = 0 - the hemodynamic response function (HRF).

The positive BOLD response results from an increase in CBF which peaks approx-

imately 5 s post-stimulus. This is followed by a post-stimulus undershoot that is

believed to originate from a delayed return of the CBV to baseline, although some

studies have suggested it to result from a prolonged elevation of CMRO2. Note that

a brief increase in neural activity (less than one second) results in a much longer

hemodynamic response (up to one minute).

Defining a temporal resolution for BOLD is challenging. One way is to define the

temporal resolution of BOLD as the shortest on-off period that can be detected in a

block design paradigm. Or, what is the minimum time interval between two stimuli
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Figure 3.3: The canonical hemodynamic response function
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required to for the stimuli to be resolved? When the on-off period becomes too short,

the BOLD response becomes constant in time, preventing active and resting states

from being distinguished. Using a finger-tapping task in the motor cortex, Friston et.

al. found this time to be 8 s [37]. Later Bandettini et. al. found an on-off period of

4 s could be resolved with sufficient averaging across trials to increase SNR [38].

Another way is to define the temporal resolution of BOLD as the ability to pinpoint

the onset of neural activity in a region of the brain. Studies have investigated the

variation in the onset time of the HRF following an impulse stimulus. It was found

that the HRF latency (from the impulse stimulus) for a single voxel varied between

trials with a standard deviation of 1/2 s [39]. Assuming the onset of neural activity

did not vary between trials, this places a limit on the ability to temporally resolve

neural activity with fMRI. A further confound is the latency of the HRF across space.

Studies using a finger tapping task in the motor cortex found the latency in the HRF

to vary by 4 s between the active voxels in the motor cortex [35]. Some [40–42],

but not all [43] studies have found HRF latency to correlate with vascular structure,

with the shortest latencies occurring in gray matter and the largest occurring in large

draining veins. As the variation in HRF latency within a brain region is typically

larger than that between brain regions, it is challenging to use fMRI to map the

spatial-temporal cascade of networked brain activation.

3.4 The Spatial Resolution of BOLD

Neural activity occurs over a range of spatial scales in the brain, from the firing

of a single neuron (having a cell body on the order of 10 micron) to distributed

neural networks spanning nearly the entire brain. Many factors influence the spatial

resolution of neural activity that can be achieved using BOLD fMRI, including the

spatial specificity of the HRF (i.e., the volume of increased blood oxygenation relative

to the volume of increased neural activity), the pulse sequence used (e.g., GRE vs.

SE), and the strength of the main magnetic field.

One fundamental limit to the spatial resolution achievable with BOLD fMRI is

the spatial specificity of the HRF. The visual cortex of many mammals, including

humans, is divided into groups of neurons that respond primarily to input from one eye

named ocular dominance columns. As the name suggests, these groups of neurons are
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organized into columns running perpendicular to the cortical surface, and are less than

one millimeter across in humans. An optical spectroscopy study involving sensory

stimulation of cortical columns in cats found an initial increase in deoxyhemoglobin

that was localized to the cortical columns, followed by an increase in blood flow

approximately 3 s later that spread over an area of 3-5 mm [44]. This lead the

authors to describe the CBF response as “Watering the whole garden for the sake

of one thirsty flower”. Other optical spectroscopy studies have generally confirmed

these results [45]. If the CBF response is uniform (not higher at the foci of neural

activity and lower in distal regions), this suggests 3-5 mm as a fundamental limit to

the resolution of neural activity attainable with fMRI.

Studies have also taken advantage of the retinotopic organization of the human

visual cortex to assess the spatial resolution of the BOLD effect. The spatial frequency

of the activation pattern induced in the primary visual cortex is proportional to the

spatial frequency of the stimulus applied to the visual field. Applying visual stimuli

at higher and higher spatial frequency will induce patterns of neural activity at higher

and higher spatial frequency in the visual cortex. However, because the HRF blurs

the region of increased neural activity, visual stimuli applied beyond a threshold

spatial frequency will produce a homogenous activation pattern, as the HRF blurs

neighboring regions of active cortex together. In this fashion Engel et. al. [46] found

the spatial resolution of BOLD fMRI to be 3.5±1.5 mm at 1.5 T. The results of similar

studies measuring the point spread function of BOLD fMRI in the visual cortex at

several magnetic field strengths are given in table 3.1. The data in this table has

been taken from Principles of Magnetic Resonance Assessment of Brain Function by

Norris [15]. An estimate for the PSF of spin-echo fMRI at 1.5 T has not been given,

likely due to inadequate sensitivity at this field strength [15]. The two PSF estimates

for GRE BOLD at 7 T correspond to voxels that did not (lower estimate) and did

(higher estimate) contain large vessels3.

In spite of these findings, the positive BOLD response has been used to map oc-

ular dominance columns in the human visual cortex at 4 T [47]. This study found

single-eye stimulation to elicit a positive BOLD response in both left-eye and right-eye

3the presence of large vessels was inferred from the magnitude of the BOLD response; a threshold
was chosen to divide active voxels into those containing large vessels (supra threshold) and those
not containing large vessels (subthreshold)
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1.5 T 3 T 7 T 9.4 T

Gradient echo 3.5 ± 1.5 3.9 ± 0.7 3.5; 2 1.6
Spin echo no data available 3.4 ± 0.8 < 2 1

Table 3.1: Width measurements (mm) of the BOLD fMRI Point Spread Function.
Adapted from Principles of Magnetic Resonance Assessment of Brain Function by
Norris [15].
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Arteries Arterioles Capillaries Venules Veins 

Figure 3.4: The tissue and vascular compartments that contribute to the SE BOLD
signal at low and high field are shaded in grey. Light and dark shades of grey are only
used to distinguish between compartments and do not indicate relative weighting be-
tween compartments. Adapted from Functional MRI: an introduction to methods [33].

ocular dominance columns, but the BOLD response was stronger in the columns cor-

responding to the eye being stimulated. This study also found the spatial specificity

of the positive BOLD response to diminish as stimulus duration was increased.

The spatial resolution of BOLD also depends on the choice of pulse sequence.

The tissue and vascular compartments that contribute to BOLD contrast for SE and

GRE pulse sequences are shown in Figs. 3.4 and 3.5, respectively. These figures are

adapted versions of those found in Functional MRI: an introduction to methods [33].

Blood flow carries changes in blood oxygenation from the foci of neural activity (i.e.,

the capillary bed) downstream into venules and finally to large draining veins. This

reduces the specificity of changes in blood oxygenation to the foci of neural activity.

However, this effect is also mitigated by the dilution of blood oxygenation changes in
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Gradient Echo BOLD 

Low Field (  

 

Arteries Arterioles Capillaries Venules Veins 

Figure 3.5: The tissue and vascular compartments that contribute to the GRE BOLD
signal at low and high field are shaded in grey. Light and dark shades of grey are only
used to distinguish between compartments and do not indicate relative weighting be-
tween compartments. Adapted from Functional MRI: an introduction to methods [33].

large veins due to inflow from inactive regions. The contrast mechanisms described

above (see 3.2) vary in terms of their coupling to the foci of neural activity. Extravas-

cular dynamic dephasing is specific to capillary-sized vessels and therefore tightly

coupled to the foci of neural activity. Intravascular effects occur in vessels of all sizes,

while extravascular static dephasing is strongest surrounding large vessels, furthest

from the site of neural activity. The relative contribution to total BOLD contrast

from each contrast mechanism depends on the pulse sequence used. GRE sequences

derive contrast from all all four BOLD contrast mechanisms described above. SE

sequences refocus T ′
2 effects and are only sensitive to extravascular dynamic dephas-

ing and the intravascular T2-like effect. Of note, SE sequences refocus extravascular

static dephasing effects surrounding large vessels, which is the least spatially specific

of the four BOLD contrast mechanisms. This suggests that SE BOLD fMRI maps

will be better localized to the site of neural activity than GRE. However, at 1.5 T,

the intravascular T2-like effect is the dominant contrast mechanism for both GRE and

SE pulse sequences [48]. This explains the similar BOLD PSFs obtained for SE and

GRE fMRI shown in table 3.1.
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Magnetic field strength also influences the spatial resolution achievable with BOLD

fMRI. As field strength is increased, the intravascular T2 relaxation time becomes in-

creasingly shorter than the T2 relaxation time of grey matter. At high (> 3 T ) field,

extravascular dynamic dephasing becomes the dominant contrast mechanism for SE

sequences, while extravascular static dephasing becomes the dominant contrast mech-

anism for GRE sequences [36]. As a result, SE BOLD becomes increasingly specific

to the foci of neural activity at high field.

Experimental results also indicate a reduction in the spatial PSF for GRE fMRI

at high field (Table 3.1). This may be due to the enhanced relative sensitivity to

microvasculature for GRE fMRI at high field predicted by Monte Carlo simula-

tions [24, 49]. Diffusion effects reduce BOLD contrast in GRE fMRI. As magnetic

field strength is increased, the radius of the blood vessel for which diffusion effects

become negligible decreases. However, note that the relative sensitivity of microvascu-

lature to macrovasculature cannot exceed one for GRE fMRI; in the static dephasing

limit (no diffusion), GRE BOLD contrast is independent of vessel size for fixed blood

volume [50].

3.5 The Optimum TE for GRE and SE fMRI

Experimental studies have found that the BOLD effect can be well-described by a

change in the R∗
2 (ΔR∗

2) or R2 (ΔR2) relaxation rates for GRE and SE sequences,

respectively. BOLD contrast ΔS can then be represented as the difference in signal

levels (S) between active and resting states. Note that ΔR2, ΔR∗
2 < 0 (i.e., the

relaxation rate decreases upon activation).

ΔS = Sactive − Sresting

= exp (−(R2 +ΔR2)TE)− exp (−R2TE)
(3.6)

Fractional BOLD signal change is given by:

ΔS

Sresting
= exp (−ΔR2TE)− 1

≈ −ΔR2TE, for |ΔR2TE| << 1.

(3.7)
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While the fractional BOLD signal change increases linearly with TE, the baseline

signal decreases exponentially. Thus there is an optimum TE for BOLD:

TE =
ln(R2+ΔR2

R2
)

ΔR2

≈ 1

R2

, for |ΔR2| << R2

= T2.

(3.8)

At the optimum TE, BOLD contrast is directly proportional to the normalized R2

change:

ΔS ∝ ΔR2

R2
. (3.9)

For GRE, replace R2 with R∗
2 and T2 with T ∗

2 in eqs. (3.6) to (3.9). Equation 3.9

governs the choice between GRE and SE pulse sequences for fMRI. If ΔR2/R2 >

ΔR∗
2/R

∗
2, spin-echo will be more sensitive, whereas if ΔR2/R2 < ΔR∗

2/R
∗
2, gradient

echo will be more sensitive.

3.6 Overview of fMRI Analysis

This section outlines the steps involved in an elementary model-based4, univariate5

fMRI analysis following Chapter 11, “Overview of fMRI analysis” in “Functional

MRI: an introduction to methods” [33].

In a typical fMRI experiment, the subject performs a task or attends a stimulation,

interspersed with periods of rest, for a total duration of about five minutes. Images

are acquired every 2-3 s during this time, matching the timescale of variations in

blood oxygenation, which normally restricts the images to low spatial resolution (on

the order of 5×5×5 mm3). These rapid, low spatial resolution images are referred to

as functional images. The goal is then to determine which brain areas were involved in

the performance of the task or activated by the stimulation. The simplest stimulation

paradigm is the block design - periods of stimulation (often 20-30 s) alternated with

equally-long periods of rest, applied in a square wave pattern.

Following data collection, the following pre-processing and statistical analyses are

usually performed to determine active brain regions:

4i.e., the data is compared with a model of the expected response
5i.e., the timeseries of each image voxel is analyzed independently
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1. Motion correction: the timecourse of functional images are re-aligned. This

helps reduce false activations, particularly at the boundaries between high and

low signal regions.

2. Spatial smoothing: each individual image volume is convolved with a gaussian

function, typically having a full-width-at-half-maximum (FWHM) of 1.5 times

the nominal image voxel size. This increases SNR at the expense of spatial

resolution.

3. High-pass filtering: each voxel timeseries is high-pass filtered at a cutoff fre-

quency slightly lower than the stimulation frequency. This removes drifts in

baseline signal intensity than can arise, for example, from heating of the gradi-

ent coil, reducing the quality of the magnetic field shim over time.

4. General Linear Modeling (GLM): after pre-processing steps 1-3, the timeseries

for each voxel is least-squares fit to a model of the expected response. The model

is obtained by convolving the stimulus function (for a block design, a square

wave) with the hemodynamic response function (see Fig. 3.3 and section 3.3).

This represents the expected BOLD response of the brain to the stimulus. Vox-

els are then classified as active or inactive depending on the goodness of fit.

To reduce the number of false positives, a correction for multiple comparisons

(based on the number of voxels in the functional image) is used in assigning the

statistical threshold defining activation. Cluster thresholding is a common way to

do this, in which the number of contiguous active voxels is taken into account when

determining statistical significance, as truly active voxels are expected to occur in

spatially contiguous clusters rather than in isolation. Often a single, high-resolution

anatomic image is collected during the fMRI session, and activation maps are overlaid

on this image to better-visualize the anatomic origin of the observed activation.

3.7 Balanced SSFP fMRI

Balanced SSFP fMRI techniques are typically classified as transition-band or pass-

band approaches, depending on which portion of the balanced SSFP signal vs. off-

resonance profile is used to generate functional contrast. The first balanced SSFP
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fMRI technique was proposed by Scheffler [51], which we will refer to as magnitude-

sensitive transition-band SSFP fMRI. This technique involves adjusting the centre-

frequency such that activation-induced frequency shifts span the steep portion of the

b-SSFP signal magnitude profile (Fig. 3.6a). Activation-induced frequency shifts then

create large changes in signal magnitude.

An improved transition-band SSFP fMRI technique was proposed by Miller [52],

which we will refer to as phase-sensitive transition-band SSFP fMRI6. In this tech-

nique the steep portion of the b-SSFP signal phase, rather than the magnitude, profile

is exploited (Fig. 3.6b). A low flip angle is used to maximize the signal magnitude in

this region. Because the phase of the b-SSFP signal changes by close to π over a nar-

row frequency range, the potential contrast using this method is twice that possible

from the magnitude approach7.

A third b-SSFP fMRI technique, pass-band SSFP, was proposed by Bowen [17].

In pass-band SSFP the centre frequency and flip angle are chosen to minimize the

frequency sensitivity of the signal magnitude and phase over the region of interest

(Fig. 3.6c). Pass-band SSFP is primarily sensitive to activation-induced changes in

T2 rather than frequency shifts.

Advantages

The major advantage for balanced SSFP over SE and GRE fMRI techniques is the

ability to achieve BOLD contrast at extremely short TE [7,17]. This allows for highly

segmented k-space acquisitions to be used in balanced SSFP fMRI, permitting high-

resolution, distortion-free imaging, without a penalization in efficiency [18]. GRE and

SE fMRI acquisitions becomes increasingly inefficient with increased segmentation

because a delay on the order of T ∗
2 (or T2) must be inserted at the beginning of each

segment for sufficient BOLD contrast to develop prior to data encoding. Instead,

GRE and SE fMRI acquisitions use long, single-shot readouts for efficiency. Long

readouts allow more time for both T ∗
2 (or T2) decay, reducing image resolution, and

phase accrual due to unwanted sources of magnetic field variation, increasing image

distortion.

6also known as blood oxygenation sensitive steady-state (BOSS) fMRI
7i.e., for signal level S, ΔSmax ≈ S−0 = S for the magnitude-sensitive approach and ΔSmax ≈

S − (−S) = 2S for the phase-sensitive approach.
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Figure 3.6: Balanced SSFP fMRI techniques. In (a) and (b) activation is depicted
as a 5 Hz frequency shift between resting (blue dashed line) and active (red dashed
line) states. In (c) activation is depicted as a decrease in R2 of 1 s−1 between resting
(blue line) and active (red line) states.
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Drawbacks

The major drawback of balanced SSFP fMRI is limited spectral coverage, which

results in the need for multiple acquisitions to achieve whole brain coverage. This

is compounded by the fact that the multiple acquisitions are derived from different

steady states, which take longer to establish than the time required to acquire an

image, once in them.

In a study demonstrating whole-brain fMRI using phase-sensitive transition-band

SSFP, acquisition at 11 centre frequencies was required to ensure functional sensitivity

in each brain region [53]. Pass-band SSFP has reduced BOLD sensitivity compared

to transition-band SSFP (both magnitude- and phase-sensitive), but covers a much

broader spectral range; whole-brain coverage has been demonstrated by combining

acquisitions at two centre frequencies (referred to as the two-acquisition method) [4].

Small-tip fast recovery (STFR) is a recently proposed (2012) pulse sequence that

produces image contrast similar to balanced SSFP, but has the potential to eliminate

banding artifacts in a single scan [54,55]. STFR uses short excitation pulse repetition

times (around 10 ms), similar to balanced SSFP, with the addition of a tailored tip-up

pulse having a spatially-varying phase to align spins with the longitudinal axis after

each data readout segment, regardless of off-resonance frequency. However, STFR is

limited by reduced spatial (rather than spectral) coverage (i.e., incapable of whole-

brain fMRI), as tip-up pulses having a spatially-varying phase over a large region of

space are incompatible with short pulse repetition rates.

Alternating SSFP

As mentioned above and in chapter 1, balanced SSFP is capable of whole-brain fMRI

by combining acquisitions at multiple centre frequencies (RF phase cycling incre-

ments) to eliminate banding artifacts. However, it takes several seconds to establish

steady state at a new centre frequency (see Fig. 1.5 on page 9), resulting in a pro-

hibitively long banding-artifact-free image acquisition time (i.e., on the order of 10 s,

whereas images must be acquired roughly every 3 s to track blood oxygenation changes

in the brain (see Fig. 3.3 for a plot of the hemodynamic response function)).

The goal of this work was to develop an accelerated balanced SSFP fMRI tech-

nique, alternating SSFP, to achieve rapid, banding-artifact-free balanced SSFP fMRI.
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We hypothesize that RF catalyzation strategies will allow imaging during the tran-

sient phase of balanced SSFP, reducing the dead-time between the acquisition of

images from different steady states. We chose to focus acceleration attempts on

pass-band SSFP rather than transition-band SSFP. While pass-band SSFP is less

sensitive to BOLD signal changes than transition-band techniques, pass-band SSFP

covers a broader spectral range than transition-band SSFP, requiring acquisition at

fewer centre frequencies to achieve whole-brain coverage.



Chapter 4

Theoretical Modeling

4.1 Introduction

As outlined in the introductory chapter, two-acquisition pass-band SSFP fMRI is ca-

pable of whole-brain, banding-artifact-free fMRI, but not at the 3 s (roughly) tempo-

ral resolution necessary for most applications in neuroscientific and clinical settings1.

The goal of this project was to develop an accelerated two-acquisition pass-band

SSFP fMRI technique, alternating SSFP. The alternating SSFP acquisition parame-

ter space is too broad to probe experimentally, so theory and simulation were used to

identify appropriate acquisition parameters, with comparison to established balanced

SSFP acquisitions. This chapter describes the development of alternating SSFP using

theoretical modeling.

The primary challenges associated with alternating SSFP are reducing signal os-

cillations and maintaining BOLD sensitivity during the transition between (quasi)

steady states. Bloch simulations were used to identify a smooth signal transition

between steady states by comparing acquisitions employing flip-back [56] and novel

flip-down RF pulses, gradient spoiling, and RF catalyzation strategies [19, 21]. Af-

ter identifying a suitable alternating SSFP implementation using Bloch simulations,

Monte Carlo simulations were used to optimize the remaining free parameters (flip

angle, image combination strategy, k-space ordering) for BOLD sensitivity, with quan-

titative comparison to conventional pass-band SSFP2.

1two-acquisition pass-band SSFP fMRI has a temporal resolution on the order of 10 s (or several
minutes, in the case of a repeat run of the functional paradigm).

2comparisons were not made with transition-band SSFP; although more sensitive to BOLD
changes than pass-band SSFP, transition-band SSFP requires about 10 acquisitions to achieve whole-
brain coverage (whereas pass-band SSFP requires 2) and was therefore not considered a practical
technique for whole-brain fMRI.

68
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4.2 Methods

4.2.1 Monte Carlo Simulations

Overview

Monte Carlo simulations at 4 T of spin isochromat diffusion throughout a blood vessel

network were performed following Boxerman [24]. An overview of the simulation

procedure is given below.

Tissue voxels were modeled as cubes (side-length L = 100 + 80R μm) containing

randomly oriented cylinders, representing blood vessels (radius R, infinite length,

occupying voxel volume fraction f), embedded in a homogeneous medium with grey

matter relaxation properties. Two tissue models were considered in this work: a

microvasculature model (f = 2 %, R = 3 μm) and a simplified grey matter model

(f = 2 %, R = 3 μm combined with f = 3 %, R = 100 μm). Monte Carlo simulations

using these blood volume and vessel radii values have shown good agreement with

experiment (e.g., [23]). Vessels were assigned a magnetic susceptibility offset, relative

to their surroundings, of HctΔχ(1 − Y ), where Hct = 0.4 is the Hematocrit, Δχ =

2.26×10−6 (SI units) is the susceptibility offset across a fully deoxygenated red blood

cell, and Y is the blood oxygen saturation fraction. This magnetic susceptibility

offset produced a spatially varying magnetic field throughout the voxel according

to eq. (3.2). BOLD activation was simulated by changing Y from 0.67 (resting)

to 0.75 (active). Y values were obtained from a previous study that found good

agreement between SSFP simulations and experiment [22].

A 100 μm side-length diffusion cube was centered in the tissue voxel having side-

length L = 100+80R μm. Simulations began with the placement of a spin isochromat

at a random location within the diffusion cube. The spin isochromat commenced a

random walk in three dimensions (Gaussian distributed step size, zero mean, standard

deviation σ =
√
2DΔt in each dimension), with a time step, Δt = 100 μs, and

diffusion coefficient, D = 1 μm2/ms, the approximate value in grey matter [24]. Blood

vessels were modeled as impermeable, which is a closer approximation to physiological

permeability than freely permeable vessels [24,57]. Spins were confined to the diffusion

cube centred in the larger tissue voxel to prevent the near-approach of spins to the

vascular tissue voxel perimeter, and apparent blood volume reduction. Diffusion
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steps violating these boundary conditions were retaken until boundary conditions

were satisfied. Simulations using a smaller (60 μm) diffusion cube were verified to

agree with simulations using the 100 μm diffusion cube to ensure results were not

biased by finite-size effects (results not shown).

Each time step, the spin isochromat underwent precession from the net magnetic

field, calculated by summing the contribution from each vessel in the tissue voxel [24],

and T1 and T2 relaxation, the latter of which varied between the intra and extravas-

cular space (see section 4.2.1, Relaxation Rates, below). RF pulses, implemented as

3× 3 rotation matrices instantaneously in time [22], were applied to the spin isochro-

mat with flip angle, phase, and timing specific to the pulse sequence being simulated

(see section 4.2.3, Pulse Sequences, below).

The normalized signal, S/M0, was calculated as the magnitude of the vector sum

of the transverse magnetization from 1,000 isochromat trials, divided by the num-

ber of trials, with M0 set to 1. Vessel positions were redistributed for each trial.

Sets of 1,000 isochromat trials were simulated and averaged until the percent change

in the measured value of interest from including additional sets was less than one

percent for several additional sets in a row. This required 10-50 sets, depending on

the effect size. Simulations were conducted for both active and resting states, and

fMRI contrast was calculated as the difference in the normalized signal between the

active and resting simulations (ΔS/M0). In this work, BOLD contrast (ΔS/M0) is

preferred to the more often reported percent signal change (ΔS/S). For a constant

baseline signal, BOLD contrast and percent signal change are proportional. However,

in balanced SSFP the baseline signal varies strongly with off-resonance frequency. In

this case, BOLD contrast, rather than percent signal change, better corresponds to

experimental BOLD sensitivity.

Relaxation Rates

The rapid nature of the diffusion and exchange processes that govern the intravascular

transverse relaxation rate permit an analytical characterization (eq. 3 in [36] at
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B0 = 4 T, τex = 4.4 ms [58])3:

R2 = R2,0 + A(1− Y )2
(
1− 2τex

τ
tanh

τ

2τex

)
, (4.1)

where R2,0 = 3.9 s−1, A = 490.4 s−1, Y is the blood oxygenation saturation fraction,

τex is the mean resident time of water molecules in red blood cells, and τ is the

spacing between refocusing RF pulses. In computing intravascular R2, τ was taken

to be TR in pass-band SSFP [58]. Extra-vascular T2 was fixed at 70 ms [59], with

diffusion-attenuation added explicitly via Monte Carlo modeling. T1 was calculated

to be 1383 ms at 4 T from a phenomenological equation for grey matter [60], and

differences between intra- and extra-vascular T1, which are small [61], were ignored.

4.2.2 RF catalyzation

RF catalyzation strategies (see section 2.12.3) consist of a sequence of preparatory RF

pulses applied prior to balanced SSFP readout that are designed to expedite imaging.

These typically fall into two categories: those that rapidly achieve the steady state

magnetization [20], and those that reduce signal oscillations during the transition into

steady state [19,21,32]. Of these, the latter are simpler and more robust in the pres-

ence of B1 inhomogeneity. In this work, α/2 [19] and linear-ramp [21] RF catalyzation

strategies were investigated for reducing signal oscillations in alternating SSFP. Each

consisted of 10 RF pulses with the same pulse spacing and RF phase cycling as the

subsequent balanced SSFP RF train readout. Linear ramp RF catalyzation consisted

of linearly increasing the RF flip angle from α/10 to α over the first 10 pulses. α/2

RF catalyzation consisted of a half-tip RF pulse followed by 9 α pulses (to match

catalyzation time with linear ramp).

4.2.3 Pulse Sequences

Alternating SSFP

Alternating SSFP simulations consisted of a timecourse of balanced-SSFP (TR/TE/α

= 10 ms/5 ms/30-60◦) image volumes acquired with, alternately, 180◦ or 0◦ RF phase-

cycling increments.

3the following equation is simply eqs. 3.3 and 3.4 combined.
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Figure 4.1: Schematic of the alternating SSFP pulse sequence used in all Monte Carlo
simulations. Alternating SSFP acquisitions consisted of consecutive 180◦ and 0◦ RF
phase-cycled balanced SSFP image volumes. Each image volume began with a 10-
pulse linear ramp RF catalyzation and ended with a flip-down pulse (to tilt the 3D
magnetization vector into the transverse plane) and gradient spoiling. The volume
time, Tvol, was defined as the time to collect both images, including catalyzation.

Bloch simulations [25] were used to identify a smooth signal transition between

steady states by comparing acquisitions employing: 1) RF catalyzation immediately

after changes in RF phase cycling increment (as described above), 2) gradient spoiling

immediately before changes in RF phase cycling increment, and 3) an α/2 flip-back

RF pulse or a novel (90◦-α/2) flip-down RF pulse applied immediately before gradient

spoiling. Extravascular relaxation rates were used for Bloch simulations.

Figure 4.1 shows the alternating SSFP pulse sequence deemed optimal by Bloch

simulations (see Results), which was used for all Monte Carlo simulations. Each

image-volume acquisition was preceded by linear ramp RF catalyzation and termi-

nated with a (90◦-α/2) flip-down pulse, to tilt pass-band magnetization into the

transverse plane, and gradient spoiling. The purpose of the flip-down pulse was to

reduce the amplitude of pass-band magnetization prior to switching the RF phase
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cycling, after which pass-band regions transition into stop-band regions. The flip-

down pulse was phase cycled by an additional 180◦ (i.e., it had the same phase as the

preceding RF pulse in 180◦ RF phase-cycled acquisitions, and was 180◦ out of phase

with the preceding RF pulse in 0◦ RF phase cycled acquisitions). Gradient spoiling

was simulated by setting the transverse magnetization to zero. Bloch simulations

using transverse magnetization nulling to achieve spoiling agreed very closely with

those using realistic gradient phase twist, with parameters matching our experimen-

tal conditions (20 mT/m gradients for 2 ms, see Chapter 5), and so nulling was used

thereafter.

Monte Carlo simulations of alternating SSFP were conducted for volume times

(Tvol) of 1-5 s, defined as the time to complete both RF phase-cycled acquisitions,

including catalyzation. An image-to-image steady state signal level was established

before commencing data recording. To reduce Monte Carlo simulation time, the mag-

netization was initialized to the alternating SSFP steady state obtained from Bloch

simulations of multiple image volume repetitions using the off-resonance frequency at

the initial position of the diffusion path. This initial magnetization was then evolved

in the Monte Carlo model for Tvol or 2 s, whichever was greater (the signal was

observed to reach a diffusion-perturbed steady state in well-under 1 s), before com-

mencing data recording. The off-resonance signal profiles from the complementary

RF phase-cycled acquisitions were combined, using Maximum Intensity Projection

(MIP) [62] or Sum of Squares (SOS) [63] combination strategies, to produce a single,

banding-artifact-suppressed off-resonance profile each Tvol.

Pass-band SSFP

The signal and BOLD contrast from alternating SSFP simulations was compared with

that from matched TR/TE/α pass-band SSFP simulations. For pass-band SSFP sim-

ulations, the magnetization was initialized into steady state [64] using the balanced-

SSFP equations [30] (at the appropriate α, TR, T1, T2, and RF phase-cycling in-

crement), and evolved in the Monte Carlo model for 2 s prior to commencing data

recording.
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4.3 Results

4.3.1 Bloch Simulations

Bloch simulations were used to identify a suitable implementation of alternating SSFP.

The ideal alternating SSFP signal trajectory is an instantaneous transition between

180◦- and 0◦-RF phase cycled balanced SSFP signal levels (Fig. 4.2a). Spins at Δω

= 0 and Δω = ±0.5/TR alternate between the pass-band centre and the stop-band

centre each image. Spins at Δω = ±0.25/TR are midway between the pass-band

centre and the stop-band centre and experience the same trajectory each image.

Given enough time the alternating SSFP signal would converge to that of balanced

SSFP (i.e., Fig. 4.2b-d would match Fig. 4.2a at t = Tvol/2 and at t = Tvol for large

Tvol).

Simply switching the RF phase cycling increment between images results in pro-

nounced signal oscillations (Fig. 4.2b). Signal oscillations are problematic because

they produce a point spread function with side-lobes that results in shifted, over-

lapping copies of the image (phase-encode artifacts, or ghosts, such as the familiar

N/2 ghost in EPI). Adding a flip-back RF pulse and gradient spoiling before chang-

ing the RF increment, and linear ramp RF catalyzation after, greatly reduces signal

oscillations across most off-resonance frequencies (Fig. 4.2c). However, the flip-back

pulse produces large stop-band signal amplitude following RF increment changes (e.g.,

Fig. 4.2c, 1.5 s < t < 2.0 s, -.25/TR < Δω < 0.25/TR), and large-amplitude signal

oscillations persist in the stop-band centre (e.g., Fig. 4.2c, 1.5 s < t < 2.0 s, Δω = 0).

Exchanging the flip-back for a flip-down RF pulse (Fig. 4.2d) results in a smoother

signal transition between steady states with a uniform signal level across the pass-

band off-resonance frequency range (0 s < t < 1.5 s, -.25/TR < Δω < .25/TR).

Smooth variations in signal intensity are preferred to signal oscillations; the former

produce a broadened point spread function that degrades image resolution, but with-

out side-lobes, avoiding ghosts. The minimal signal oscillation in alternating SSFP

suggests that imaging without significant phase-encoding artifacts is possible. This

implementation (Fig. 4.2d) was used in all subsequent experiments and Monte Carlo

simulations, which produced a signal response similar to that from Bloch simulations

(e.g., Fig. 4.3).
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Figure 4.2: Bloch-simulated signal (S/M0) (amplitude indicated by color bar) vs.
time and off-resonance frequency (Δω) for alternating SSFP (α/TR/TE/Tvol =
30◦/10 ms/5 ms/3 s). The RF phase cycling increment was changed from 180◦ to 0◦

at the midpoint (t = 1.5 s) of each image volume (RF increment = 180◦ for t < 1.5 s
and 0◦ for t > 1.5 s). Signal is shown for: (a) the ideal alternating SSFP signal trajec-
tory, fabricated by concatenating 180◦- and 0◦-RF phase cycled balanced SSFP Bloch
simulation data, (b) the actual trajectory caused by changing the RF phase cycling
increment only, (c) method (b) with an α/2 flip-back RF pulse and gradient spoiling
added prior to changing the RF phase cycling increment, and a 10-pulse linear ramp
RF catalyzation train added after changing the RF phase cycling increment, and (d)
method (c) with the α/2 flip-back pulse replaced with a 90◦-α/2 flip-down RF pulse.
The signal response in (d) using α/2 RF catalyzation was very similar, and is not
shown.
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Figure 4.3: Monte-Carlo-simulated resting signal (S/M0) (amplitude indicated
by color bar) vs. time and off-resonance frequency (Δω) for alternating SSFP
(TR/TE/Tvol = 10 ms/5 ms/3 s). Simulations used the microvascular model (f =
2 %, R = 3 μm). The RF phase cycling increment was changed from 180◦ to 0◦ at
the midpoint (t = 1.5 s) of each image volume (RF increment = 180◦ for t < 1.5 s and
0◦ for t > 1.5 s). Signal is shown for: (a) the ideal alternating SSFP signal trajectory,
fabricated by concatenating 180◦- and 0◦-RF phase cycled balanced SSFP (α = 30◦)
Monte Carlo simulation data, and actual alternating SSFP simulations (b-d) at flip
angles of 30, 45, and 60◦, respectively.



77

4.3.2 Monte Carlo Simulations

Figure 4.4 shows BOLD activation induced changes (ΔS/M0) in the resting signal

time-courses of Fig. 4.3. Alternating SSFP BOLD contrast is entirely suppressed after

RF catalyzation and increases with time. Since BOLD contrast is primarily encoded

at the k-space centre, reverse-centric k-space ordering should be used to maximize

alternating SSFP BOLD sensitivity. Comparison with Fig. 4.3 reveals that alternating

SSFP BOLD contrast recovery lags signal recovery. For example, centre-of-pass-band

alternating SSFP BOLD contrast reaches 70 % of the corresponding balanced SSFP

value (Fig. 4.4a vs. Fig. 4.4b at t = 1.5 s, Δω = 0) whereas alternating SSFP signal

reaches 90 % of the corresponding balanced SSFP value (Fig. 4.3a vs. Fig. 4.3b at t

= 1.5 s, Δω = 0).

The rate of alternating SSFP BOLD contrast recovery increases with increased

flip angle. For example, the percentage of centre-of-pass-band balanced SSFP BOLD

contrast achieved at the midpoint (750 ms) of each alternating SSFP acquisition is

35 %, 70 %, and 85 % for α = 30◦, 45◦, and 60◦, respectively. BOLD contrast levels

matching that of conventional pass-band SSFP (Fig. 4.4a, t = 1.5 s, Δω = 0) are

attained with high-flip-angle (α = 45-60◦) alternating SSFP (Fig. 4.4c-d) by the end

of the 1.5 s RF train. Higher flip angles also reduce the variation in alternating SSFP

BOLD contrast across the pass-band off-resonance frequency range (-.25/TR < Δω <

0.25/TR, 0 < t < 1.5 s). Maximal, uniform BOLD contrast across the pass-band

off-resonance frequency range is paramount for producing fMRI maps that are robust

to imperfect shim conditions. Acquisitions at different Tvol have very similar profile

shapes at matched post-catalyzation time-points and are not shown.

MIP and SOS acquisition combination strategies were investigated for removing

banding artifacts in alternating SSFP (Fig. 4.5). SOS acquisition combination results

in greater signal and BOLD contrast than MIP at most off-resonance frequencies.

However, SOS also results in greater BOLD contrast variation with off-resonance

frequency. Figure 4.5 suggests that alternating SSFP (α = 45-60◦, MIP) can provide

BOLD contrast levels comparable to that of on-resonant pass-band SSFP (α = 30◦)

across all off-resonance frequencies.
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Figure 4.4: Monte-Carlo-simulated BOLD contrast (ΔS/M0) (amplitude indicated
by color bar) vs. time and off-resonance frequency (Δω) for alternating SSFP
(TR/TE/Tvol = 10 ms/5 ms/3 s). Simulations used the microvascular model (f =
2 %, R = 3 μm). The RF phase cycling increment was changed from 180◦ to 0◦ at
the midpoint (t = 1.5 s) of each image volume (RF increment = 180◦ for t < 1.5 s
and 0◦ for t > 1.5 s). Contrast is shown for: (a) the ideal alternating SSFP BOLD
contrast trajectory, fabricated by concatenating 180◦- and 0◦-RF phase cycled bal-
anced SSFP (α = 30◦) Monte Carlo simulation data, and actual alternating SSFP
simulations (b-d) at flip angles of 30, 45, and 60◦, respectively.
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Figure 4.5: Monte-Carlo-simulated resting signal (top row) and corresponding BOLD
contrast (bottom row) vs. off-resonance frequency in the microvascular model for
alternating SSFP (TR/TE/Tvol = 10 ms/5 ms/3 s). Data are plotted for MIP (left
column) and SOS (right column) acquisition combination strategies. Each plot in-
cludes alternating SSFP data at three flip angles (30, 45, and 60◦), and, for reference,
pass-band SSFP (matched TE and TR, α = 30◦). Alternating SSFP profiles were
generated by combining the profiles of the 180◦ and 0◦ RF phase-cycled acquisitions
at their proposed k-space centers (the last TR cycle of the 180◦ (Tvol/2) and 0◦ (Tvol)
RF phase-cycled data acquisition trains, respectively).
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4.4 Discussion

In this work, Monte Carlo simulations were used to optimize alternating SSFP for

two-acquisition pass-band SSFP fMRI from a single paradigm run.

4.4.1 Signal vs. BOLD Contrast Behavior

On-resonance4, the alternating SSFP signal can be expressed as:

S = Sstst(1− exp(−t/T ∗
1 )), (4.2)

where Sstst is the steady state signal level, t is time (RF phase cycling increment

changed at t = 0), and T ∗
1 is a characteristic time-constant describing the transient

phase of balanced SSFP [31,65]

(1/T ∗
1 ) = (1/T1) cos

2(α/2) + (1/T2) sin
2(α/2). (4.3)

For tissues with T2 < T1, T ∗
1 decreases with increased flip angle, resulting in ac-

celerated signal recovery. Assuming that on-resonant BOLD contrast in alternating

SSFP can be characterized by a change in the R2 (R2 = 1/T2) relaxation rate, ΔR2,

alternating SSFP BOLD contrast may be approximated as (see Appendix A.1):

ΔS ≈ ΔSstst(1− exp(−t/T ∗
1 ))− At exp(−t/T ∗

1 ), (4.4)

where ΔSstst is the steady state contrast level, and

A = Sstst|ΔR2| sin2(α/2). (4.5)

The second term (A ≥ 0) in Eq. 4.4 accounts for the lag in BOLD contrast growth fol-

lowing catalyzation, relative to signal growth, observed in alternating SSFP (Fig. 4.3

vs. Fig. 4.4).

4.4.2 Recommended Implementation

Our results suggest that alternating SSFP has the potential for two-acquisition pass-

band SSFP fMRI from a single paradigm run with little scan-time overhead from cat-

alyzation. Recommended acquisitions involve alternating between 180◦- and 0◦-RF

4i.e., the portion of the alternating SSFP signal profile chosen by MIP image combination
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phase-cycled pass-band SSFP 3D image volumes, each prepared with linear ramp RF

catalyzation (10 pulses) and terminated with a (90◦-α/2) flip-down pulse and gradient

spoiling to minimize the signal fluctuations caused by changing the RF phase-cycling

increment. Consecutive images are then combined in post-processing to generate

single, artifact-suppressed images. MIP or SOS image combination strategies are

recommended, with MIP for applications requiring uniform BOLD sensitivity across

off-resonance frequencies, and SOS to maximize total BOLD sensitivity where uni-

formity is less important (Fig. 4.5).

BOLD contrast is suppressed in alternating SSFP following RF catalyzation and

increases during the data acquisition train (Fig. 4.4). Therefore, the centre of k-space

should be encoded late in the data acquisition train to maximize BOLD sensitiv-

ity. Additionally, high flip angles (45-60◦) should be used as they accelerate BOLD

contrast development and reduce BOLD contrast off-resonance sensitivity (figs. 4.4

and 4.5). BOLD contrast levels matching conventional (α = 30◦) pass-band SSFP

are attained by 1.4 s of imaging post-catalyzation in alternating SSFP using a 45◦ flip

angle. Therefore, alternating SSFP acquisitions having a 3 s combined image volume

time (0.1 s RF catalyzation + 1.4 s data acquisition per image) should provide mini-

mal loss of BOLD contrast relative to pass-band SSFP acquisitions. At TR = 10 ms,

this allows 140 TR cycles to encode each image using a rapid 3D k-space encoding

scheme such as segmented EPI or spiral. TE can be chosen to maximize gradient-

encoding efficiency, as balanced SSFP BOLD contrast is relatively independent of TE

at short TR [23]. To illustrate, a whole-brain (256×256×128 mm3 FOV) protocol with

4 mm isotropic resolution (32 z-phase encodes) would require the coverage of a 64x64

matrix with 4 in-plane EPI or spiral segments. This should be feasible at short-TR

(10-15 ms) using homodyne acquisitions and/or parallel imaging with in-plane accel-

eration factors of 2-4. Alternatively, coverage could be reduced to achieve high spatial

resolution in regions of strong magnetic susceptibility-induced field gradients. Maxi-

mum BOLD sensitivity is achieved using 3D stack-of-EPI or stack-of-spiral imaging

trajectories with z-phase encoding as the outer loop in reverse-centric order to encode

the k-space center last. Additionally, adjacent z-phase encode steps should be paired

in time to minimize eddy-current-induced phase-encode ghosts [66].
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4.4.3 Drawbacks

Alternating SSFP results in reduced BOLD contrast compared to pass-band SSFP.

This is because the pass-band region of a given image is the stop-band region of the

previous image, and the signal is not allowed sufficient time to fully recover. As a

result, alternating SSFP BOLD contrast is expected to be 0-30 % lower than that of

pass-band SSFP, depending on RF flip angle, for above-recommended acquisitions.

Alternating SSFP results in reduced temporal resolution compared to pass-band

SSFP. The RF catalyzation required to prevent phase-encode-ghosting, and the need

to acquire two images to produce one artifact-free image, limit the temporal resolution

of alternating SSFP to slightly less than half that of pass-band SSFP. Nevertheless,

pass-band SSFP and conventional GRE fMRI techniques are unsuitable for imaging

in macroscopic susceptibility-induced field gradient (SFG) regions.

SAR limitations may prevent the use of the optimum flip angle for alternating

SSFP, depending on field strength. However, the TR of alternating SSFP is relatively

long compared to that typically used for traditional pass-band SSFP applications like

cardiac CINE, which should permit the use of higher-than-typical flip angles.

4.4.4 Model Limitations

Our Monte Carlo model used simplified tissue models consisting of unary or binary

vessel radii distributions, similar to those employed by others [23,24]. Simplified tissue

models may misestimate the contrast from the extravascular compartment (contrast

from the intravascular compartment depends only on blood volume). More detailed

tissue models should be employed to precisely reproduce experimentally observed

percent signal change values, as in [22]. Nevertheless, the value we obtained for the

relative contribution to total balanced SSFP BOLD contrast from the extravascular

compartment (30 %) is very similar to that derived from more detailed tissue models

(33 % from fig. 6, α = 45◦, fb = 2.7 % in [22]). We therefore anticipate that using

more complicated tissue models would not change our conclusions.

The intravascular T2 relaxation times used in our SSFP simulations were calcu-

lated from a Luz-Meiboom exchange model fit to data from in-vitro blood samples

measured with a CPMG sequence [67]. In-vitro blood data measured with pass-band

SSFP has also been fit to a Luz-Meiboom exchange model at two magnetic field
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strengths (1.5 T and 3 T) and two TR values (4 ms and 8 ms) [58], although a fit has

not been done at 4 T. The pass-band SSFP and CPMG relationships result in the

same BOLD percent signal change from the intravascular compartment at B0 = 3 T,

TR = 8 ms, within fit parameter error. Given this agreement, we chose the CPMG

relationship because it has been verified to robustly scale across a broad range of

echo times (6-48 ms), magnetic field strengths (1.5-9.4 T), and blood oxygenation

levels [36].

4.4.5 Conclusion

We propose RF-catalyzed alternating SSFP for two-acquisition pass-band SSFP fMRI

from a single paradigm run. Our Monte Carlo simulations suggest that the RF phase-

cycling increment can be alternated between image volumes in the two-acquisition

method, with minimal signal oscillations, if each image acquisition is preceded by 10

linear-ramp RF catalyzation pulses, and terminated with a 90◦-α/2 flip-down pulse

and gradient spoiling. For typical functional image volume times (3-5 s image pairs),

we found this approach to result in 100 % of conventional pass-band SSFP BOLD con-

trast at the proposed k-space centre if high (45-60◦) flip angles were used. MIP image

combination of these image pairs resulted in uniform (under 20 % variation compared

to over 130 % variation for single-acquisition pass-band SSFP) BOLD contrast across

the entire off-resonance frequency spectrum. Alternating SSFP may allow functional

MRI in SFG regions not possible with GRE acquisitions, due to signal dropout; SE ac-

quisitions, due to low BOLD sensitivity; and conventional two-acquisition pass-band

SSFP, due to inherent difficulties in interpreting combined functional runs. Alter-

nating SSFP may be particularly useful at high fields, which worsen susceptibility

artifacts in GRE scans, yet provide insufficient BOLD sensitivity for SE scans [16].



Chapter 5

Experimental Confirmation of Alternating SSFP Signal

Behavior

5.1 Introduction

In chapter 4, theoretical modeling was used to identify a suitable alternating SSFP

implementation. This chapter describes experiments that were conducted to test

the theoretically-predicted alternating SSFP signal behaviour, and to compare image

quality between alternating and conventional pass-band SSFP acquisitions.

5.2 Methods

5.2.1 Equipment

Experiments were conducted at 4 T using an Oxford magnet, with a body gradient coil

provided by Tesla Engineering Ltd., an Agilent DirectDrive console, and a transverse

electromagnetic (TEM) head coil for transmit/receive (Bioengineering Inc.). Maxi-

mum gradient amplitude and slew rate were limited to 35.5 mT/m and 140 T/m/s,

respectively.

5.2.2 Pulse sequences

Pass-band and alternating SSFP were implemented as 3D sequences using phase

encoding in the z-direction and interleaved spiral-out acquisitions in-plane (Fig. 5.1).

The alternating SSFP pulse sequence was converted to a conventional pass-band SSFP

sequence by: 1) holding the RF phase-cycling increment constant between image

volumes, 2) substituting the linear catalyzation train with dummy cycles (to maintain

a 2:1 pass-band SSFP to alternating SSFP temporal resolution ratio, facilitating

analysis), and 3) omitting the flip-down pulse and spoiler gradients at the end of

each image volume (i.e., an uninterrupted steady state was maintained at a given

84
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Figure 5.1: Experimental alternating SSFP pulse sequence. A 3D stack-of-spiral k-
space trajectory was used, with 8 interleaved spiral-out acquisitions in-plane (inner
loop), and phase-encoding in the z-direction (outer loop). z-phase encodes were
acquired in reverse-centric order. Slab-select-refocus and z-phase encode gradients
were combined to reduce the minimum TR. The RF phase cycling increment was
alternated between 0◦ and 180◦ each image volume. Each alternating SSFP image
volume began with 10-20 linear-ramp RF catalyzation pulses, prior to commencing
data acquisition, and ended with a 90◦-α/2 flip-down RF pulse followed by gradient
spoiling.
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RF-increment for the entire image timecourse).

5.2.3 Phantom Measurements

Signal time-courses were measured from a magnetic resonance spectroscopy phantom

(Model 2152220, General Electric Company, Milwaukee, Wisconsin) (T1 = 360 ms, T2

= 190 ms) shimmed to the water peak. Signal time-courses were obtained by disabling

z-phase encode and spiral imaging gradients. Off-resonance was mimicked by delib-

erately missetting the resonance transmit/receive offset. Measured signal trajectories

were compared with those from numerical simulations using the Bloch equations at

matched parameters. Bloch simulations used the experimentally measured T1 and T2

phantom relaxation times. Images were obtained from a resolution phantom (J1270,

J.M. Specialty Parts, San Diego, CA) (T1 = 150 ms, T2 = 90 ms). Identical acquisi-

tion parameters were used for signal timecourse and phantom imaging experiments:

TR = 10.8 ms, TE = 0.8 ms, α = 70◦, spiral out (8 interleaves), FOV 240×240×60

mm3, matrix 64×64×16, Tvol = 3.0 s (1.5 s per RF phase cycled image volume),

10-pulse linear ramp RF catalyzation (10 dummy cycles for pass-band SSFP).

5.2.4 Human Images

Human images were obtained from a healthy volunteer. Pass-band and alternating

SSFP acquisition parameters: TR = 10.0 ms, TE = 0.7 ms, α = 45◦, spiral out (8

interleaves), FOV 240×240×80 mm3, matrix 64×64×16, Tvol = 3.0 s, 20-pulse linear

ramp RF catalyzation (20 dummy cycles for pass-band SSFP).

5.2.5 SNR

SNR was estimated by calculating the ratio of the mean signal intensity in an ROI

inside the object to that in an ROI in the air, outside of the object. The same signal

and air ROIs were used when comparing SNR between alternating and pass-band

SSFP.
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5.3 Results

5.3.1 Signal timecourses

Theoretical and experimental alternating SSFP signal time-courses 1 agree quite well

(Fig. 5.2). Theory curves differed slightly from experiment when transitioning to a

new phase cycling increment by having larger oscillation duration when transitioning

to the stop-band centre (Δω = 0, black line), and a smaller oscillation amplitude for

marginally off-resonant spins (Δω = 1/(12TR), blue line).

5.3.2 Images

Similar image quality from a resolution phantom is observed for alternating and pass-

band SSFP (Fig. 5.3). The largest percent difference occurs in the stop-band regions

and is about 5%. Throughout the majority of the phantom the percent difference is

less than 1%. SNR was calculated to be 88 for pass-band SSFP and 84 for alternating

SSFP.

Similar image quality from a human volunteer is also observed for alternating and

pass-band SSFP (Fig. 5.4). Signal levels in alternating SSFP are approximately 90-

100 % and 30-40 % of that from pass-band SSFP in brain tissue and CSF, respectively.

Bloch simulations predict an alternating-SSFP-to-pass-band-SSFP signal ratio of 98,

99, and 35 % for grey matter (T1 = 1350 ms, T2 = 77 ms [29]), white matter (T1 =

1043 ms, T2 = 56 ms [29]), and CSF (T1 = 4000 ms, T2 = 2000 ms), respectively.

SNR was calculated to be 36 for pass-band SSFP and 31 for alternating SSFP.

Alternating SSFP permits banding-artifact-free pass-band SSFP with 3 s tem-

poral resolution (time to acquire both images needed for banding-artifact removal)

(Fig. 5.5).

5.4 Discussion

Excellent agreement between theoretical and experimental signal traces was observed

for pass-band spins (Fig. 5.2, 0 s < t < 1.5 s). Differences are apparent for transition-

and stop-band spins (Fig. 5.2, 1.5 s < t < 3.0 s, blue and black lines, respectively).

1signal time-courses correspond to sections through signal surfaces (e.g., Fig. 4.3) at constant
off-resonance frequency
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Figure 5.2: Theoretical (a) and experimental (b) alternating SSFP resting signal
time-courses (TR/TE/α/Tvol = 10.8 ms/0.8 ms/70◦/3 s). Experimental time-courses
were measured from a magnetic resonance spectroscopy phantom; theoretical time-
courses were obtained from Bloch simulations using measured phantom T1 and T2

values. Time-courses are shown at four off-resonance frequencies whose locations are
shown on the pass-band SSFP signal vs. off-resonance profile (c). A global scaling
factor was applied to experimental signal intensities so that experimental pass-band
SSFP (180◦ RF phase cycled, Δω = 0) signal intensity matched that from Bloch
simulations.
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Figure 5.3: Images of a resolution phantom using pass-band SSFP and alternating
SSFP (180◦ RF phase cycled images shown). Also shown is the ratio of alternating
SSFP to pass-band SSFP (in %). Acquisition parameters: TR = 10.8 ms, TE = 0.8 ms,
α = 70◦, spiral out (8 interleaves), FOV 240×240×60 mm3, matrix 64×64×16, Tvol

= 3.0 s (1.5 s for each RF phase cycled image volume). Alternating SSFP used linear
ramp RF catalyzation (10 pulses). Ten “dummy cycles” were inserted in pass-band
SSFP to match image volume time with alternating SSFP.
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Figure 5.4: Images of a human head using pass-band SSFP and alternating SSFP
(180◦ RF phase cycled images shown). Note that all SSFP images exhibited a fat
chemical shift artifact in the form of a “halo” circling the brain, as no fat suppression
was used. Also shown is the ratio of alternating SSFP to pass-band SSFP (in %).
Acquisition parameters: TR = 10.0 ms, TE = 0.7 ms, α = 45◦, spiral out (8 inter-
leaves), FOV 240×240×80 mm3, matrix 64×64×16, Tvol = 3.0 s (1.5 s for each RF
phase cycled image volume). Alternating SSFP used linear ramp RF catalyzation (20
pulses). Twenty “dummy cycles” were inserted in pass-band SSFP to match image
volume time with alternating SSFP.
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Figure 5.5: An inferior slice containing banding artifacts from the same data set in
Fig. 5.4 is shown for pass-band SSFP (top row) and alternating SSFP (bottom row).
For both techniques, 0◦-RF-phase-cycled (pc0, left column), 180◦-RF-phase-cycled
(pc180, middle column), and MIP images (right column) are shown. Five seconds
of dead-time (dummy cycles) was inserted between the acquisition of complementary
pass-band SSFP images (a and b), to ensure acquisition occurred in the steady state.
The complementary alternating SSFP images (d and e) needed for banding-artifact
removal were consecutively acquired in a total time of 3 s.
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Theoretical signal traces assume a perfectly homogeneous magnetic field; experimen-

tal signal traces contain spins from a distribution of off-resonance frequencies due to

magnetic field inhomogeneity. The balanced SSFP signal magnitude and phase vary

more strongly with off-resonance frequency in the transition- and stop-band. There-

fore, transition- and stop-band signal traces are expected to be more dependent on

the underlying frequency distribution than pass-band signal traces. This may account

for the observed differences between theory and experiment.

Alternating SSFP does not result in substantial image artifacts (figs. 5.3 to 5.5),

and maintains over 80 % of the SNR of pass-band SSFP. Normally a reduction in

image SNR implies a reduction in BOLD sensitivity. However, alternating SSFP also

suppresses CSF signal (Fig. 5.4). This should improve BOLD sensitivity, because

CSF does not contribute to the BOLD signal but does contribute to the physiological

noise. Quantitative BOLD sensitivity comparisons between alternating and pass-band

SSFP involving rat hypercapnia and human visual stimulation studies are detailed in

chapters 6 and 7, respectively.

5.4.1 Conclusion

Theoretical predictions for the alternating SSFP signal behaviour are in agreement

with experiment. Alternating SSFP does not result in image artifacts, maintains

over 80 % of the SNR of conventional pass-band SSFP images, and permits banding-

artifact-free pass-band SSFP with 3 s temporal resolution.



Chapter 6

Rat Hypercapnia Studies

6.1 Introduction

In chapter 5 experiments were conducted to confirm theoretical predictions for the

alternating SSFP signal behaviour, and to verify that alternating SSFP produced

images of comparable quality to conventional pass-band SSFP. In this chapter, ex-

periments were conducted to evaluate the BOLD sensitivity of alternating SSFP.

While the target of alternating SSFP is human fMRI, initially alternating SSFP

was implemented on a 3 T small animal magnet and tested using a hypercapnia

task in a rat model. Rat fMRI permits higher BOLD contrast-to-noise ratio (CNR)

than human fMRI because longer scans can be acquired, motion is less pronounced,

and task-compliance is not an issue. Higher BOLD CNR allows for the detection of

smaller effect sizes, providing greater precision for optimizing acquisitions parameters

and comparing pulse sequences.

In this study, experiments were first conducted to confirm Monte Carlo simulation

predictions for the optimum flip angle and image combination strategy for alternating

SSFP fMRI. Following this, alternating SSFP was compared with balanced SSFP1

fMRI for: 1) the ability to recover BOLD sensitivity in balanced SSFP stop-band

regions of interest (ROIs), and 2) the ability to maintain BOLD sensitivity in balanced

SSFP pass-band ROIs.

1This study investigated fMRI of the whole brain, which could not be contained in a single
pass-band. To avoid confusion, therefore, we avoid the term pass-band SSFP and instead refer to
balanced SSFP in high-signal (pass-band) and low-signal (stop-band) regions (which coexist in a
single balanced SSFP image when the range of off-resonance frequencies is large).

92



93

6.2 Methods

6.2.1 Alternating and balanced SSFP sequences

Alternating SSFP image time-courses consisted of interleaved 0◦- and 180◦-RF-phase-

cycled balanced SSFP image volume acquisitions. Linear-ramp RF-catalyzation [21]

(20 pulses) preceded each image volume acquisition to minimize the signal fluctua-

tions caused by changing the RF phase-cycling increment. This consisted of stepping

the flip angle (α) from α/20 to α over the first 20 RF pulses following an RF-increment

change, during which no data was acquired. Each image volume acquisition was ter-

minated with an α/2 flip-back pulse [31].2 This pulse was applied at time TR after

the last pulse in the balanced SSFP RF train to increase the longitudinal magnetiza-

tion of all pass-band regions, regardless of off-resonance frequency. Gradient spoiling

was applied immediately following the flip-back pulse to destroy remaining transverse

magnetization.

Alternating SSFP was implemented as a 3D sequence with k-space encoding per-

formed using an interleaved stack-of-spiral-out gradient trajectory (Fig. 6.1). Phase

encoding in the z-direction was reverse-centric ordered to place the k-space centre

last in the data acquisition train, where alternating SSFP BOLD sensitivity is maxi-

mized according to Monte Carlo simulations (see Chapter 4). Z-phase encodes were

paired to minimize eddy-current-induced phase-encode artifacts [66]. Minimizing TE,

which included combining the z-phase encode and slab-select gradients, maximized

the readout duty cycle. Alternating SSFP image pairs were combined using maxi-

mum intensity projection (MIP) [62] or sum-of-squares (SOS) [63] to produce a single,

banding-artifact-free image. The alternating SSFP image volume time was defined

as the time to collect both images needed to produce the combined image.

The alternating SSFP pulse sequence was converted to a conventional balanced

SSFP sequence by: 1) holding the RF phase-cycling increment constant between im-

age volumes, 2) substituting the linear catalyzation train with 20 “dummy cycles”

during which steady state was maintained but no data was acquired (to maintain a 2:1

balanced SSFP to alternating SSFP temporal resolution ratio, facilitating analysis),

2I discovered the (90◦-α/2) pulse after completing the Rat study.
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Figure 6.1: Alternating SSFP pulse sequence.
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and 3) omitting the flip-back pulse and crusher gradients at the end of each image vol-

ume (i.e., an uninterrupted steady state was maintained at a constant RF-increment

for the entire image timecourse).

6.2.2 Acquisition

All experimental procedures were approved by local ethics boards and adhered to

the guidelines of the Canadian Council on Animal Care. MRI acquisitions were

performed using a Magnex Scientific 3 T magnet with 0.2 T/m gradients (Oxford,

UK), interfaced with an Agilent DirectDrive Console (Palo Alto, CA). A 52 mm

inner diameter quadrature radiofrequency coil, built in-house, was used to transmit

and receive.

Six adult male Long-Evans rats (Charles River Laboratories, Wilmington, MA;

mean weight: 239 g, range: 221-263 g) were anesthetized via an intraperitoneal injec-

tion of urethane (1.6 g/kg). Urethane does not have a significant effect on neurotrans-

mission, neuronal firing, or neurovascular coupling (e.g., [68]). Rats were immobilized

using a head holder with ear bars (built in-house). A nose cone was placed over the

snout for administration of gases. The hypercapnic challenge was preceded by a 1 min

baseline scan during which the rat breathed medical air. This was followed by 4 min

of 5 % CO2 (balance air) alternated with 4 min of medical air, repeated twice (17 min.

total). Throughout the experiment, respiration rate was monitored and animal tem-

perature was maintained at approximately 37 ◦C via a feedback-controlled warm air

heater system (Small Animal Instruments, Inc., Stony Brook, NY). The hypercapnic

challenge was applied 5 times per rat to acquire two balanced SSFP fMRI data sets

(with different RF increments), and three alternating SSFP fMRI data sets (with dif-

ferent flip angles). Acquisition parameters are summarized in Table 6.1. Scan order

was randomized across animals. Each data set began with the acquisition of several

dummy volumes to ensure the establishment of an image-to-image steady state sig-

nal level prior to data recording. Following the functional runs, an anatomic image

with 200 μm isotropic resolution was acquired using 3D balanced SSFP (TR = 10 ms,

TE = 5 ms, 50◦ flip, 160×160×160 matrix, 35×35×32 mm3 field of view (FOV),

3D Cartesian k-space trajectory, MIP combination of 0◦ and 180◦ RF phase-cycled

acquisitions, 8 image averages, 68 min total acquisition time).
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Sequence Flip angle (◦) RF-increment (◦) Tvol (s)

1 balanced SSFP 30 180-180-180-180 ... 1.5
2 balanced SSFP 30 0-0-0-0 ... 1.5
3 alternating SSFP 30 180-0-180-0 ... 3.0∗

4 alternating SSFP 45 180-0-180-0 ... 3.0
5 alternating SSFP 60 180-0-180-0 ... 3.0

Table 6.1: Pulse sequence acquisition parameters.
Common to all sequences: 3D acquisition (stack of spirals), whole-brain coverage FOV
(x×y×z) = (35×35×24mm3), 8 shot in-plane spiral-out, 16 z phase encodes, matrix
(x×y×z) = (64×64×16), TR = 10.1 ms, TE = 0.7 ms. Each image was acquired with
a constant RF-increment. In alternating SSFP, the RF-increment was alternated
between image volumes.
∗Image volume time was defined as the time to collect an image pair in alternating
SSFP.

6.2.3 Analysis

Prior to all fMRI analysis, consecutively-acquired balanced SSFP image pairs were

averaged, to match the temporal resolution to the alternating SSFP combined-image-

volume time (given that two balanced SSFP images can be acquired in the time to

collect one alternating SSFP image). FMRI motion correction was performed in Sta-

tistical Parametric Mapping [69] with the SPMMouse toolbox [70]. After highpass

temporal filtering (Gaussian-weighted least-squares straight line fitting, highpass filter

cutoff = 480 s) and spatial smoothing (825 μm full width at half maximum Gaussian

kernel), fMRI statistical analysis was performed in the FMRIB Software Library [71]

using the general linear model in FEAT [72,73]. Activation was modeled as a boxcar

function representing the hypercapnia paradigm, convolved with a sine basis function

(120 s window). A brain mask was automatically generated from the anatomical im-

age by using the segmentation function in SPM [74]. Rat-specific tissue priors were

used [70,75]. The resulting gray matter, white matter, and CSF masks were combined

to form a brain mask. This brain mask was registered to the functional images and

applied as a pre-threshold mask. T -contrasts were calculated comparing hypercap-

nic and baseline states. Statistical significance was determined using a cluster-level

correction for multiple comparisons (z > 2.3, p < 0.05).
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Figure 6.2: Automated stop-band ROI identification method. Co-registered 0◦ (pc-
0◦) and 180◦ (pc-180◦) RF-phase-cycled balanced SSFP raw images (representative
animal, coronal slice), and overlaid thresholded brain pixel intensity masks (bottom
30 % and top 70 %). Balanced SSFP pc-0◦ stop-band ROIs were identified as those
pixels in the bottom 30 % of the pc-0◦ image that were also in the top 70 % of the
pc-180◦ image.

ROI Analysis

For each run, functional images were registered to the anatomic b-SSFP image using

FSL’s FLIRT [76,77] (six degrees of freedom, no search). Registrations were manually

evaluated. Registration between the different functional runs was then achieved by

concatenating registration parameters, as appropriate.

Alternating SSFP was compared to balanced SSFP in high-signal (pass-band)

and low-signal (stop-band) regions of interest (ROIs) (within the brain). Stop-band

ROIs were identified as regions of low signal intensity that became regions of high

signal intensity when the RF phase-cycling increment was inverted. This procedure,

illustrated in Fig. 6.2, was automated: given a pair of 0◦- and 180◦-RF-phase-cycled

images A and B, the stop-band ROI for image A was identified as those pixels in the



98

bottom 30 % of signal intensities in image A that were also in the top 70 % in image

B. Several intensity thresholds were considered, with 30/70 % deemed to provide the

best combination of stop-band sensitivity and specificity, based on visual inspection.

Each functional run’s mean image was used in the ROI generation routine. The pass-

band ROI was defined as those pixels not contained in the stop-band ROI. In order

to create pass- and stop-band ROIs for alternating SSFP, the functional image time-

courses were reconstructed without image combination, and the temporal means of

the 180◦- and 0◦-RF phase-cycled images were calculated separately.

Balanced- and alternating-SSFP scans were compared in the aforementioned stop-

and pass-band ROIs. Comparison metrics included: extent of activation (i.e., the

percentage of significantly activated voxels in a given ROI), mean z-score, and image

signal-to-noise ratio (SNR) (the latter two reported as averages across the entire ROI,

not just for voxels surpassing statistical thresholds). Image SNR was estimated by

dividing the mean signal within the ROI by the mean signal within an ROI located in

the air, outside of the rat. Mean and standard error across animals was reported. In

Matlab, one-way ANOVAs and paired t-tests were used to compare metrics between

the different flip angles of alternating SSFP, and between alternating and balanced

SSFP, respectively.

In general, stop-bands will occur in both the 0◦ and 180◦ RF phase-cycled images,

unless the entire brain can be shimmed to lie within a single pass-band. Given that we

expect whole-brain activation from the hypercapnia manipulation, the fMRI response

in stop-band ROIs is expected to be independent of the RF-phase-cycling increment3

(likewise for pass-band ROIs). Therefore, balanced SSFP metrics in a given ROI

were reported as the weighted average (by number of voxels in the ROI) from both

phase-cycled scans.

In alternating SSFP, the stop-band region of a given image becomes the pass-band

region of the next image. Stop-band metrics were reported from regions that resided

in the stop-band ROI from either RF phase-cycled image volume. Pass-band metrics

were reported for those regions that did not lie in the stop-band region of either RF

phase-cycled image.

3Ignoring physiological differences between brain regions/tissue types
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Figure 6.3: Top row: Complementary RF-incremented (0◦ (a) and 180◦ (b)) bal-
anced SSFP (TR/TE/α = 10 ms/1 ms/30◦) coronal images, and MIP combination
(c). Bottom row: Complementary RF-incremented (0◦ (d) and 180◦ (e)) alternat-
ing SSFP (TR/TE/α = 10 ms/1 ms/30◦) coronal images, and MIP combination (f).
All images are of the same slice from the same (representative) animal. The bal-
anced SSFP images were acquired from separate runs of the functional paradigm; the
alternating SSFP images were consecutively acquired, separated by 200 ms of RF-
catalyzation. Individual balanced SSFP and alternating SSFP images had matched
spatial (0.55×0.55×1.5 mm3) and temporal (1.5 s) resolution.

6.3 Results

Balanced and alternating SSFP raw functional images are shown in Fig. 6.3 (single

images; no averaging or combination for either sequence). The 0◦ and 180◦ RF phase-

cycled balanced SSFP images were obtained from separate runs of the functional

paradigm, whereas the alternating SSFP images were acquired consecutively in time

(3 s total acquisition time) from a single paradigm run. Alternating SSFP results in

comparable image quality and contrast relative to that of balanced SSFP.

In Fig. 6.4, SNR (Fig. 6.4a) and mean z-score (Fig. 6.4b) in stop- and pass-band

ROIs is shown for alternating SSFP acquisitions (MIP) at three flip angles. Signal-to-

noise ratio significantly decreased with flip angle in both pass- and stop-band ROIs.

However, mean z-score in the stop-band ROI trended toward a maximum for α =

45◦. Additionally, a significant difference in mean z-score between pass- and stop-

band ROIs was observed for α = 30◦ (t(5) = 3.0, p < 0.05), but not for higher
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Figure 6.4: Mean SNR (a) and mean z-score (b) in stop- and pass-band ROIs for
alternating SSFP (MIP image combination) at three flip angles (α = 30, 45, and
60◦). Significant differences (p < .05) are indicated with an asterisk.

flip angles. As the goal of alternating SSFP is to provide maximal, uniform BOLD

sensitivity across off-resonance frequency (i.e., between pass- and stop-band regions),

α = 45◦ was identified as the optimum flip angle for alternating SSFP, and was used

in the remaining figures and comparisons. No significant difference in mean z-scores

was observed between MIP and SOS image combination strategies (data not shown).

Balanced and alternating SSFP BOLD functional maps are shown in Fig. 6.5.

The 30-40 Hz RMS line-width achieved by performing a whole-brain-voxel shim

(35×35×25 mm3 voxel) was sufficiently narrow to avoid stop-band artifacts within

the brain of most 180◦ RF phase-cycled (pc-180◦) balanced SSFP images. Stop-band

artifacts within the brain are visible in balanced SSFP pc-0◦ images, with concomi-

tant reduced functional sensitivity. Alternating SSFP retains functional sensitivity in

the stop-band region, demonstrating a similar activation pattern to that of balanced

SSFP pc-180◦.

Balanced SSFP pc-0◦ and alternating SSFP pc-0◦ (i.e., pre-MIP) raw images with

overlaid stop-band ROIs are shown in Fig. 6.6 (top row). Additionally, a balanced
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Figure 6.5: BOLD fMRI results (representative animal, coronal slice) for the hyper-
capnic challenge for balanced SSFP (α = 30◦, 180◦ and 0◦ RF phase-cycled), and
alternating SSFP (α = 45◦, MIP). Z-scores are overlaid on the respective raw func-
tional images. Consecutive balanced SSFP image pairs were averaged prior to fMRI
analysis to match temporal resolution with alternating SSFP. This resulted in higher
SNR for balanced SSFP raw functional images.
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Figure 6.6: Tow row: raw functional images with outlined stop-band ROIs for bal-
anced SSFP (0◦ RF-phase cycled) and alternating SSFP (α = 45◦, 0◦ RF-phase cy-
cled). 180◦ RF-phase cycled balanced SSFP is also shown, with the balanced SSFP 0◦

RF-phase cycled stop-band ROI overlaid. Bottom row: fMRI analysis in the ROIs of
the top row for balanced SSFP pc-0◦, alternating SSFP (α = 45◦, MIP), and balanced
SSFP pc-180◦.
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Figure 6.7: Activation extent (a) and mean z-score (b) in pass- and stop-band ROIs for
alternating SSFP (α = 45◦, MIP) and balanced SSFP. Mean and standard error across
animals is displayed. Consecutive balanced SSFP image pairs were averaged prior
to fMRI analysis to match temporal resolution with alternating SSFP. Significant
differences (p < .05) are indicated with an asterisk.

SSFP pc-180◦ raw image is shown with the balanced SSFP pc-0◦ stop-band ROI over-

laid. The enhanced SNR afforded by temporal averaging is apparent in the balanced

SSFP images. Despite alternating the RF phase-cycling increment, the stop-band

ROIs of balanced pc-0◦ and alternating SSFP pc-0◦ are co-localized (Fig. 6.6, top

row). BOLD activation maps in the ROIs are shown directly below (Fig. 6.6, bottom

row) for balanced SSFP pc-0◦, alternating SSFP MIP4 and balanced SSFP pc-180◦.

Alternating SSFP recovers BOLD sensitivity in balanced SSFP stop-bands (Fig. 6.6,

bottom row). Activation was also recovered by repeating the functional paradigm at

a complementary RF phase-cycling increment (pc-180◦).

A quantitative comparison of pass- and stop-band activation extent (Fig. 6.7a,

Table 6.2) and mean z-score (Fig. 6.7b) was done across animals between alternating

SSFP (α = 45◦, MIP) and balanced SSFP. Alternating SSFP resulted in significantly

greater activation extent (t(5) = 4.4, p < 0.01) and mean z-score (t(5) = 4.0, p <

4i.e., alternating SSFP MIP BOLD activation in the alternating SSFP pc-0◦ stop-band ROI is
overlaid on the alternating SSFP pc-0◦ raw functional image.
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ROI Sequence Activation Extent (%) Mean z-score

pass-band altSSFP 58 ± 3 3.0 ± 0.2
pass-band bSSFP 60 ± 4 3.3 ± 0.2
stop-band altSSFP 55 ± 4 3.1 ± 0.3
stop-band bSSFP 26 ± 4 1.2 ± 0.3

Table 6.2: Summary statistics for the ROI analysis (mean ± standard error across an-
imals). Consecutive balanced SSFP image pairs were averaged prior to fMRI analysis
to match temporal resolution with alternating SSFP.

0.05) compared to balanced SSFP in stop-band ROIs. In pass-band ROIs, there was

no significant difference between alternating SSFP and balanced SSFP for either acti-

vation extent (t(5) = 0.4, p = 0.7) or mean z-score (t(5) = 1.7, p = 0.2). Additionally,

alternating SSFP in stop-band ROIs and balanced SSFP in pass-band ROIs were not

significantly different in terms of either activation extent (t(5) = 1.4, p = 0.2) or mean

z-score (t(5) = 1.0, p = 0.4).

6.4 Discussion

Monte Carlo simulations (see Chapter 4) predicted that alternating SSFP could pro-

vide whole-brain, banding-artifact-free balanced SSFP fMRI from a single paradigm

run, while maintaining the majority of the BOLD sensitivity of conventional balanced

SSFP. This work tested this prediction by experimentally comparing the BOLD sensi-

tivity of alternating SSFP with conventional balanced SSFP, for which a hypercapnic

challenge in a rat model was used.

6.4.1 Comparison with Monte Carlo Simulations

The goal of alternating SSFP is to provide maximal, uniform BOLD sensitivity across

off-resonance frequency (i.e., between pass- and stop-band regions). Monte Carlo sim-

ulations (see Fig. 4.5 on page 79) found that using α = 45◦, while decreasing SNR,

increased stop-band BOLD sensitivity and resulted in more uniform BOLD sensitivity

across off-resonance frequency. Experimental results are consistent with these find-

ings. Increasing the flip angle beyond 30◦ was found to reduce SNR (Fig. 6.4a), how-

ever, stop-band BOLD sensitivity trended toward a maximum at α = 45◦ (Fig. 6.4b).
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Additionally, significant differences in mean z-score between pass- and stop-band re-

gions were only observed at low flip angle (Fig. 6.4b).

6.4.2 Alternating SSFP vs. balanced SSFP

We found the stop- and pass-band ROIs of balanced and alternating SSFP images

(with matched RF phase-cycling increment) to be co-localized (Fig. 6.6, top row).

This suggests that, despite alternating the RF phase-cycling increment every 1.5 s,

a steady state similar to that of balanced SSFP was attained with alternating SSFP.

Combining the consecutively acquired (complementary RF phase-cycled) alternating

SSFP images was found to eliminate banding artifacts (Fig. 6.3), resulting in pass-

band contrast across the entire off-resonance frequency spectrum.

We found that alternating SSFP resulted in similar functional contrast to that of

balanced SSFP in the pass-band, across the entire off-resonance frequency spectrum

(Fig. 6.7, Table 6.2). No significant difference in activation extent or mean z-score

was found between balanced SSFP in the pass-band and alternating SSFP in the

pass- or stop-band. Additionally, alternating SSFP resulted in significantly greater

activation extent and mean z-score compared to balanced SSFP in the stop-band.

Figure 6.5 suggests significantly reduced z-scores for alternating SSFP compared

to balanced SSFP in the pass-band, however, we did not observe this to be the case

across animals (Fig. 6.7, Table 6.2). We found the relative sensitivity estimates for

alternating and balanced SSFP to depend on analysis method. When only active (z >

2.3) voxels were considered (i.e., those displayed in fMRI activation maps), alternating

SSFP had significantly reduced sensitivity (approximately 15 % less) compared to

balanced SSFP in the pass-band. However, when all voxels (not just those above

threshold) were considered (as was the case for all of the analysis presented in the

results section of this paper), no significant difference between alternating SSFP and

balanced SSFP in the pass-band was observed.

We believe that considering all voxels is best, as considering only supra-threshold

voxels can result in biased comparisons. As an example, consider two sequences, A

and B, which result in z-scores of 2.4 and 2.2 throughout the brain, respectively. An

analysis considering only supra-threshold (z > 2.3) voxels would indicate a 100 %

reduction in sensitivity by choosing sequence B instead of A, whereas an analysis
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considering all voxels would indicate an 8 % reduction. Of course, if a large population

of truly inactive voxels exists, including all voxels in an analysis will reduce the

apparent difference in sensitivity between sequences. We obtained mean z-scores of

3.0 or greater (Table 6.2) across all voxels, however, and therefore do not suspect this

to be the case.

6.4.3 Conclusion

This work demonstrates that alternating SSFP can provide whole-brain, banding-

artifact-free pass-band SSFP fMRI in a rat model, without requiring a repeat run of

the functional paradigm. Alternating SSFP may provide a practical alternative to

GRE-EPI for whole-brain functional imaging applications limited by signal dropout

in humans.



Chapter 7

Human Studies

7.1 Introduction

In chapter 6 the high BOLD CNR afforded by rat fMRI was used to demonstrate the

efficacy of alternating SSFP for BOLD fMRI, and optimize acquisition/reconstruction

parameters. In this chapter, experiments were conducted to demonstrate the efficacy

of alternating SSFP for measuring stimulus-evoked BOLD signal changes in humans.

Human fMRI is more difficult than rat fMRI. Shorter paradigms, subject motion,

and reduced task-compliance all conspire to reduce BOLD CNR. Additionally, we

wish to demonstrate the ability to detect stimulus-evoked BOLD signal changes, which

permit mapping of brain function. However, this further reduces BOLD CNR because

the stimulus-evoked BOLD response is weaker than that from hypercapnia [78].

We hypothesize that alternating SSFP will result in uniform BOLD sensitivity

across off-resonance frequency (i.e., in balanced SSFP pass- and stop-bands). This

is critical for whole-brain applications, as the strong magnetic field inhomogeneities

in the orbitofrontal and inferior temporal cortex prevent whole-brain coverage with

a single pass-band. To test our hypothesis, however, we want to use a robust task

that results in BOLD activation in a magnetically-homogeneous region. This allows

for the deliberate placement of a stop-band within the active ROI to unambiguously

determine if alternating SSFP recovers BOLD sensitivity from balanced SSFP stop-

bands. Conversely, the active ROI can be entirely contained in the balanced SSFP

pass-band, by inverting the RF phase cycling increment, to determine if alternating

SSFP maintains BOLD sensitivity in balanced SSFP pass-bands. Thus we validate

alternating SSFP’s ability to recover stop-band BOLD sensitivity, and maintain pass-

band BOLD sensitivity, in visual cortex using a checkerboard task.

106
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7.2 Methods

7.2.1 Data Acquisition

Eight healthy adult volunteers were scanned under a research protocol approved by

the Capital District Health Authority Research Ethics Board. Each participant pro-

vided written, informed consent prior to participation and received compensation for

participating. Data was acquired on a 4 T MRI system consisting of a superconduct-

ing magnet (Oxford Instruments), body gradient coil (Tesla Engineering Ltd.), trans-

verse electromagnetic (TEM) head coil for transmit/receive (Bioengineering Inc.),

and a Varian/Agilent DirectDrive console. Maximum gradient amplitude and slew

rate were limited to 35.5 mT/m and 140 T/m/s, respectively.

All studies used a block design visual stimulation paradigm consisting of 20 s of

visual stimulation alternated with 20 s of rest. The task began and ended with a rest

block and had a total duration of 5 min. E-Prime (Psychology Software Tools, Inc.)

was used to present stimuli, which were projected onto a screen mounted inside the

magnet bore, and viewed through a mirror mounted on the head coil. A black/white

annular checkerboard pattern reversing at 8 Hz was used for visual stimulation. Rest

blocks consisted of a grey background. A red cross fixation point was present in both

stimulation and rest blocks. In an effort to enhance subject focus, the red cross turned

green for one second at random (on average once every ten seconds), and subjects

were instructed to press a button on a response pad when this occurred.

Each subject completed four repetitions of the 5 min visual stimulation paradigm

to compare alternating SSFP, balanced SSFP (180◦-RF-phase-cycled (pc180)), bal-

anced SSFP (0◦-RF-phase-cycled (pc0)), and GRE. Scan order was counter-balanced

across subjects. A pc0 balanced SSFP pre-scan was used to adjust the balanced

SSFP centre frequency to place a stop-band in the visual cortex. This also ensures

the visual cortex is approximately centered in the pass-band of pc180 scans. This

centre frequency was then used for all alternating and balanced SSFP acquisitions.

Alternating SSFP consisted of a timecourse of interleaved pc180 and pc0 balanced

SSFP image volume acquisitions. Each alternating SSFP image volume acquisition

began with linear-ramp RF catalyzation (20 pulses), and ended with a 90◦-α/2 flip-

down RF pulse and gradient spoiling, to reduce signal oscillations associated with
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changing the RF phase cycling increment. Balanced SSFP consisted of a timecourse

of image volume acquisitions from an uninterrupted steady state at a constant (180◦

or 0◦) RF-phase-cycling increment. Twenty “dummy” TR cycles, during which steady

state was maintained but no data was acquired, were inserted at the beginning of each

balanced SSFP image volume to match the image acquisition rate to alternating SSFP.

All SSFP variants used 3D interleaved stack-of-spiral-out k-space trajectories (phase-

encoding in the z-dimension) with the following acquisition parameters: TR = 10.1 ms,

TE = 0.7 ms, 8 interleaved spirals, 240x240x80 mm3 field of view, 64x64x16 matrix,

1.5 s per RF-phase-cycled image volume. A 30◦ flip angle was used for balanced SSFP

acquisitions, which is approximately the signal-optimizing flip angle for grey matter

at 4 T. A 45◦ flip angle was used for alternating SSFP acquisitions, which is predicted

to maximize alternating SSFP BOLD sensitivity at 4 T (see Chapter 4).

GRE was implemented as a 2D sequence (slice selection in the z-dimension) with

interleaved spiral-out acquisition in plane: TR = 1000 ms, TE = 15 ms, 2 interleaved

spirals, 240x240 mm2 field of view, sixteen 5 mm slices, flip angle = 60◦. For regis-

tration purposes, a single, whole-brain functional image volume was acquired prior to

each functional run, using the same pulse sequence as the corresponding functional

run, but having twice the number of slices. Following the four functional runs a 3D

magnetization prepared fast low angle shot T1-weighted anatomic image was acquired

for each subject (TR = 11 ms, TE = 5 ms, inversion time = 500 ms, flip angle = 11◦,

256×256×64 matrix, 240×240×192 mm3 field of view, 5 min 25 s scan-time).

7.2.2 Data Analysis

Prior to fMRI analysis, a banding-artifact-free alternating SSFP image timecourse was

created by maximum intensity projection (MIP) of consecutively acquired pc0 and

pc180 image volumes. Separate pc0 and pc180 alternating SSFP image timecourses,

created by discarding every second image volume, were also analyzed. A temporally

downsampled pc180 balanced SSFP image timecourse was also created in this manner.

This data set was compared with the pc180 alternating SSFP image timecourse, to

determine the effect of alternating between steady states on BOLD sensitivity, on a

per-image basis. Note that this analysis is intended to gain a better understanding

of alternating SSFP BOLD sensitivity, and not to recommend one approach over
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another. The intended application of alternating SSFP - fMRI in which the entire

ROI cannot be contained within a single pass-band - is distinct from balanced SSFP;

they are complementary approaches.

Data were analyzed using the FSL software package [71]. Pre-processing steps

included high pass-filtering (40 s high-pass filter cutoff), spatial smoothing (6 mm

FWHM), and within-run motion correction (GRE data only). SSFP data were not

motion-corrected to avoid aligning fluctuating SSFP bands [7]. All raw data sets were

visually inspected to ensure that motion was minimal. fMRI analysis was done using

the fMRI expert analysis tool (FEAT, v6.00). Activation was modeled as a boxcar

function, representing the task, convolved with the double-gamma HRF. Temporal

derivative terms were included in the model to allow for small variations in response

onset and offset between brain regions and subjects.

The four functional runs acquired from each subject were co-registered using

FLIRT [77] (rigid body alignment, 6 degrees of freedom). This was done using a

two-step procedure: 1) the first image in each functional run was registered to the

corresponding whole-brain functional image volume, and 2) the whole-brain func-

tional image volumes were registered to the first whole-brain functional image vol-

ume. These registration steps were then concatenated into a single transformation

and used to co-register all functional image volumes.

Occipital Lobe ROI Analysis

For each subject, alternating and balanced SSFP fMRI data sets were compared in

an ROI created from the GRE fMRI data set. This ROI was created by choosing

the largest cluster from the cluster-thresholded (z > 5.0, p < .05) GRE fMRI data

set (Fig. 7.1). This cluster was localized to the occipital lobe and contained 86-98 %

(range across subjects) of the total number of active voxels. Smaller clusters, which

were not localized to the occipital lobe, were excluded from the ROI. The mean z-score

and activation extent (percentage of voxels having z > 2.3) were compared between

alternating SSFP and balanced SSFP in this ROI. This analysis was also carried out

at the group level in the same manner.
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Figure 7.1: Occipital ROI definition. The occipital ROI was identified as the largest
activation cluster from the cluster-thresholded (z > 5.0, p < .05) GRE fMRI data
set. Shown are GRE functional images (representative subject; two adjacent slices)
with overlaid activation map (red-yellow) and occipital ROI (outlined in blue). Slice
(a) contains three active regions that were not included in the ROI (red pixels not
outlined in blue).
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Figure 7.2: Stop-band ROI identification (representative subject). Note that all SSFP
images exhibited a fat chemical shift artifact in the form of a “halo” circling the brain,
as no fat suppression was used. (a, d) co-registered balanced SSFP mean functional
images (a: pc180, d: pc0). (e) stop-bands (outlined in blue) were identified as regions
having low signal in (d) but not in (a). (b) stop-band ROI overlaid on the pc180 scan.
(c, f) stop-band ROI analysis was restricted to the region of overlap between the stop-
band ROI and the occipital ROI (shaded in red).

Stop-band ROI Analysis

The SSFP centre frequency was set to deliberately place a stop-band in the visual

cortex during pc0 acquisitions. This was done to determine if alternating SSFP was

capable of recovering BOLD sensitivity from stop-bands.

Stop-band ROIs were identified as regions of low signal intensity in pc0 acquisitions

that were not regions of low signal intensity in pc180 acquisitions, using the algorithm

illustrated in Fig. 6.2 on page 97. Stop-band ROIs are simultaneously centre-of-pass-

band ROIs for the opposite (pc180) acquisition.

Balanced SSFP stop-band ROIs were identified from the mean functional im-

ages (time average of functional image volumes) of the pc0 and pc180 timecourses

(Fig. 7.2). It was possible to determine stop-band location from the mean functional
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images because stop-band signal fluctuations were about a fixed point in space (no

drift). Alternating SSFP stop-band ROIs were identified from the mean functional

images of the separated pc0 and pc180 alternating SSFP timecourses. Stop-band ROI

analysis was restricted to voxels that were contained in both the occipital ROI and

the stop-band ROI (Fig. 7.2c, f).

7.3 Results

7.3.1 Individual- and Group-level Activation Maps

Activity was detected in the occipital lobe for all subjects and sequences (Fig. 7.3). In

two subjects no activity was detected upon analyzing the pc0 alternating SSFP image

timecourse separately. Because the visual cortex was easily contained in a single pass-

band: 1) the alternating SSFP activation map from MIP image combination of both

RF-phase-cycled images (Fig. 7.3g) was very similar to that from analyzing the pc180

image timecourse separately (Fig. 7.3f), and 2) reduced activation was observed for

pc0 scans (Fig. 7.3a, e).

Robust activation was observed at the group level (Fig. 7.4) for all pc180 SSFP

scans and for GRE. pc0 data sets were not analyzed at the group level as stop-band

location varied between subjects.

7.3.2 Alternating SSFP vs. balanced SSFP in the Occipital ROI

To compare alternating SSFP (pc180) and balanced SSFP (pc180) at matched tempo-

ral resolution, isolating the effect on BOLD sensitivity of alternating the RF-phase-

cycling increment, a temporally down-sampled balanced SSFP pc180 image time-

course was generated by discarding every second image volume. This reduced the

mean z-score in the occipital ROI by a factor of approximately
√
2 at both the indi-

vidual and group levels (tables 7.1 and 7.2, respectively, bal-pc180 vs. bal-pc180-half).

At the individual-level, the mean z-score and activation extent from alternating

SSFP (pc180) were, on average, 83 % and 82 % of that from balanced SSFP (pc180)

at matched temporal resolution (i.e., with half of the balanced SSFP data discarded)
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Figure 7.3: Cluster-thresholded (p < .05) activation maps from visual stimulation
at 4 T overlaid on corresponding raw functional images (representative subject). A
z-statistic threshold of 2.3 was used to identify clusters for all sequences except GRE
(d) which used 5.0 due to large activation extent. Note that no ROI restriction has
been applied to these maps. Maps are shown for: a) b-SSFP (pc0), b) b-SSFP (pc180)
with half of the data discarded to match the temporal resolution to (f) (this was done
to compare the BOLD sensitivity of the alternating SSFP pc180 pseudo steady state
to the fully established balanced SSFP pc180 steady state), c) b-SSFP (pc180) (i.e.,
not downsampled), d) GRE, e) alternating SSFP (analysis of pc0 image timecourse),
f) alternating SSFP (analysis of pc180 image timecourse), and g) alternating SSFP
(analysis of MIP image combination timecourse). The top of the color scale (zmax) is
shown at the bottom left corner of the corresponding image. GRE scans were used to
identify active brain regions, in which balanced and alternating SSFP were compared.
These results are not intended as a comparison of the relative BOLD sensitivities of
SSFP and GRE scans, however, as SSFP scans were not optimized for comparison
with GRE (see discussion).
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Figure 7.4: Cluster-thresholded (p < .05) group-level activation maps from visual
stimulation at 4 T overlaid on the MNI 152 standard brain. A z-statistic threshold
of 2.3 was used to identify clusters for all sequences except GRE (a) which used 5.0
due to large activation extent. Note that no ROI restriction has been applied to
these maps. Maps are shown for: a) GRE, b) balanced SSFP (pc180), c) alternating
SSFP (analysis of pc180 image timecourse), and d) balanced SSFP (pc180) with one-
half of the data discarded to match the temporal resolution to (c). The group-level
activation map for alternating SSFP using MIP image combination of both RF-phase-
cycled images is very similar to (c), as the entire visual cortex was contained in the
pass-band of pc180 acquisitions, and is not shown. The top of the color scale (zmax)
is shown at the bottom left corner of the corresponding image. GRE scans were
used to identify active brain regions, in which balanced and alternating SSFP were
compared. These results are not intended as a comparison of the relative BOLD
sensitivities of SSFP and GRE scans, however, as SSFP scans were not optimized for
comparison with GRE (see discussion).
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Sequence z-score Extent (%)

alt-pc180 1.5 ± 0.1 28 ± 3
bal-pc180 2.6 ± 0.2 50 ± 3
bal-pc180-half 1.8 ± 0.1 35 ± 2

alt-pc180/bal-pc180-half (%) 83 ± 6 82 ± 8

Table 7.1: Summary statistics for the individual-level occipital ROI analysis. The
occipital ROI contained 670± 30 voxels. Mean z-score (unthresholded) and activation
extent (the percentage of voxels having z > 2.3) were computed in the occipital
ROI for: alternating SSFP (analysis of pc180 image timecourse) (alt-pc180), pc180
balanced SSFP (bal-pc180), and pc180 balanced SSFP with one-half of the data
discarded to match the temporal resolution to alt-pc180 (bal-pc180-half). The ratio
of alt-pc180 to bal-pc180-half was computed for each metric for each subject (bottom
row). This ratio was computed to compare the BOLD sensitivity of the alternating
SSFP pseudo steady state to the fully established steady state, and not to recommend
one technique over the other - the intended applications of alternating and balanced
SSFP are distinct. Values reported in this table are mean ± standard error across
subjects.

(table 7.1, alt-pc180/bal-pc180-half). At the group-level, the mean z-score and acti-

vation extent from alternating SSFP (pc180) were both 84 % of that from balanced

SSFP (pc180) at matched temporal resolution (table 7.2, alt-pc180/bal-pc180-half).

7.3.3 Alternating SSFP vs. balanced SSFP in the Stop-band ROI

Alternating and balanced SSFP were compared in stop-band ROIs (for pc0 scans)

which are simultaneously centre-of-pass-band ROIs (for pc180 scans) (table 7.3).

Significantly (p < .05) reduced z-scores and activation extent were observed in the

stop-band, compared to the pass-band-centre, for alternating SSFP (table 7.3, alt-

pc0 vs. alt-pc180) and balanced SSFP (table 7.3, bal-pc0 vs. bal-pc180). Despite

having one-half of the temporal resolution, alternating SSFP (analysis of pc180 image

timecourse) resulted in significantly (p < .05) greater z-scores and activation extent

compared to balanced SSFP (pc0).

Although the entire visual cortex is easily covered in a single pass-band, banding

artifacts were observed in the frontal and inferior temporal lobes with pc180 balanced

SSFP, which were eliminated with alternating SSFP MIP (Fig. 7.5).
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Sequence z-score Extent (%)

alt-pc180 3.1 54
bal-pc180 5.2 75
bal-pc180-half 3.6 64

alt-pc180/pc180half (%) 84 84

Table 7.2: Summary statistics for the group-level occipital ROI analysis. The occipital
ROI contained 18608 voxels. Mean z-score (unthresholded) and activation extent
(the percentage of voxels having z > 2.3) were computed in the occipital ROI for:
alternating SSFP (analysis of pc180 image timecourse) (alt-pc180), pc180 balanced
SSFP (bal-pc180), and pc180 balanced SSFP with one-half of the data discarded to
match the temporal resolution to alt-pc180 (bal-pc180-half). The ratio of alt-pc180 to
bal-pc180-half was computed for each metric (bottom row). This ratio was computed
to compare the BOLD sensitivity of the alternating SSFP pseudo steady state to the
fully established steady state, and not to recommend one technique over the other -
the intended applications of alternating and balanced SSFP are distinct.

7.4 Discussion

The goal of this study was to demonstrate the ability of alternating SSFP to detect

stimulus-evoked BOLD signal changes in humans, and to compare the BOLD sen-

sitivity of alternating SSFP to conventional balanced SSFP in pass- and stop-band

regions. The visual cortex is ideally suited for this purpose, because of its robust

BOLD response combined with its magnetic field homogeneity, which allows the ex-

perimenter to carefully position the stop-band. It should be noted, however, that

one would not choose alternating SSFP to study the visual cortex, because it can be

entirely contained within a single pass-band. In such cases using alternating rather

than balanced SSFP needlessly reduces BOLD sensitivity (i.e., by reducing the tem-

poral resolution by a factor of two, as well as reducing BOLD sensitivity, per image,

by about 20 %). Rather, alternating SSFP is designed for imaging applications in

which the entire ROI cannot be contained within a single pass-band (e.g., whole-brain

applications).

In this study, we used a 2D GRE sequence to identify active brain regions, in

which 3D alternating and balanced SSFP sequences were compared. We have avoided,

however, making comparisons between GRE and SSFP sequences. We feel that our

SSFP acquisitions must be optimized before a meaningful comparison can be made.

In particular, eddy-current-induced artifacts limited the SSFP data acquisition duty
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Sequence z-score Extent (%)

alt-pc0 0.4 ± 0.2 9 ± 4
alt-pc180 1.7 ± 0.2 32 ± 4
bal-pc0 0.7 ± 0.3 20 ± 5
bal-pc180 2.2 ± 0.3 43 ± 6

Table 7.3: Summary statistics for the stop-band ROI analysis. The overlap between
the balanced SSFP stop-band ROI and the occipital ROI was 190 ± 30 voxels. The
overlap between the alternating SSFP stop-band ROI and the occipital ROI was 260±
30 voxels. Mean z-score (unthresholded) and activation extent (the percentage of vox-
els having z > 2.3) were computed in the region of overlap between the stop-band ROI
and the occipital ROI for: alternating SSFP (analysis of pc0 image timecourse) (alt-
pc0), alternating SSFP (analysis of pc180 image timecourse) (alt-pc180), balanced
SSFP (pc0) (bal-pc0), and balanced SSFP (pc180) (bal-pc180). Values reported in
this table are mean ± standard error across subjects.

cycle (the fraction of the TR cycle during which imaging gradients are applied) to one-

half of its potential value. Eddy currents are more detrimental to 3D sequences, such

as SSFP, where they perturb the steady state magnetization, than 2D sequences,

such as GRE, where transverse magnetization is not preserved between TR cycles.

Additionally, fat chemical shift artifacts likely reduced the temporal SNR of SSFP

scans. Fat chemical shift artifacts are more prominent in SSFP than GRE because

the T2/T1 contrast of SSFP scans produces hyper-intense fat signal. We feel that

steps to minimize eddy currents and suppress fat signal should be incorporated into

our SSFP sequences before a quantitative comparison with GRE is made. Suggested

approaches for doing so are discussed in chapter 8. Note that all SSFP sequences used

the same imaging gradient trajectory and no fat suppression, and should therefore be

subject to the same eddy currents and fat chemical shift artifacts.

For alternating SSFP to be worthwhile it must significantly recover BOLD sen-

sitivity from balanced SSFP stop-bands, despite having one-half of the temporal

resolution (i.e., after MIP image combination of alternating SSFP image pairs to

eliminate stop-bands, the temporal resolution of alternating SSFP is one-half that of

balanced SSFP). We found this to be the case; alternating SSFP resulted in signifi-

cantly (p < .05) higher z-scores and activation extent in stop-band ROIs vs. balanced

SSFP (table 7.3, alt-pc180 vs. bal-pc0). One alternating SSFP pass-band has more
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Figure 7.5: Elimination of stop-bands with alternating SSFP. An inferior slice from
the functional image volume is shown for: a) balanced SSFP (pc180), and b) al-
ternating SSFP (MIP image combination). The red arrows highlight stop-bands in
balanced SSFP that are absent in alternating SSFP.

BOLD sensitivity than two balanced SSFP stop-bands; alternating SSFP is worth-

while.

Of course, stop-band BOLD sensitivity can be recovered with balanced SSFP by

acquiring at a complementary RF-phase-cycling increment (table 7.3, bal-pc180 vs.

bal-pc0), but this requires a repeat run of the functional paradigm, resulting in an

effective temporal resolution on the order of minutes. This is prohibitively slow for

the majority of investigations into brain function in psychology and neuroscience.

We found larger stop-band ROIs for alternating SSFP (260 ± 30 voxels) compared

to balanced SSFP (190 ± 30 voxels). Alternating SSFP acquisitions used a higher

flip angle (45◦) than balanced SSFP acquisitions (30◦) and this is consistent with the

broadening of the SSFP stop-band with increased flip angle.1

Our results are in agreement with previous Monte Carlo simulations (chapter 4)

suggesting that alternating SSFP maintains the majority of BOLD sensitivity of pass-

band SSFP, per image. Our results differ from a rat hypercapnia study (chapter 6)

1This can be observed in Fig. 4.3 on page 76 where the width of the low-signal region centered
at Δω = 0 (1.5 s < t < 3.0 s) increases with flip angle (b-d).
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that reported no sensitivity reduction for alternating SSFP relative to pass-band

SSFP. The reason for this discrepancy is unclear.

7.4.1 Conclusion

In conclusion, alternating SSFP permits the consecutive acquisition of 0◦- and 180◦-

RF-phase-cycled balanced SSFP images, with the pass-band of each image having

80 % of the BOLD sensitivity found in full steady state (conventional balanced SSFP).

These images can then be combined to produce whole-brain, banding-artifact-free bal-

anced SSFP fMRI from a single paradigm run, with a temporal resolution comparable

to that of GRE-EPI.

Alternating SSFP may allow fMRI in SFG regions not possible with GRE ac-

quisitions due to signal dropout. However, we found reduced BOLD sensitivity for

alternating SSFP compared to GRE. Nevertheless, alternating SSFP should employ

eddy current mitigation and fat suppression before a quantitative comparison with

GRE is made. Future work is needed to determine if alternating SSFP performs

better than spin-echo methods (in terms of BOLD sensitivity or image distortion),

which also eliminate GRE signal dropout at the expense of BOLD sensitivity.



Chapter 8

Future Work and Conclusion

8.1 Future Work

8.1.1 Suppression of Fat Signal

4 T human SSFP images exhibited a fat chemical shift artifact in the form of a “halo”

surrounding the brain (Fig. 7.3). This is sub-optimal, as displaced fat signal makes

image registration difficult. Going forward, some type of fat suppression should be

incorporated into the alternating SSFP pulse sequence.

Perhaps the most common fat-suppression technique is the selective excitation and

gradient-spoiling of the fat signal, prior to exciting and gradient-encoding the unper-

turbed water signal. Suppression of fat signal is more difficult with SSFP sequences,

however, because of the zero-gradient-area requirement. Nonetheless, fat saturation

in this form has been successfully incorporated into a continuously running 3D SSFP

sequence [56]. This was achieved by periodically interrupting the balanced SSFP RF

train with an α/2 flip-back pulse, to store the steady state magnetization along the

z-axis. Conventional selective excitation/gradient-spoiling fat saturation was then

applied, after which an α/2 flip-down pulse was used to recall the steady state mag-

netization. This method may be compatible with alternating SSFP. It should first

be verified, however, that this method does not round the alternating SSFP BOLD

contrast vs. off-resonance frequency profile, as α/2 flip-down/back pulses are less

effective for off-resonant spins.

Selective excitation of only the water signal has also been demonstrated for bal-

anced SSFP [79]. This was a achieved using a 3.6 ms spatial-spectral RF pulse,

combining both spatial and spectral selectivity. Spatial-spectral pulses may be par-

ticularly compatible with alternating SSFP. One of the main drawbacks of spatial-

spectral RF pulses for conventional balanced SSFP is that they have a relatively

long duration, which increases the minimum TR. Using a longer TR can introduce

120
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banding artifacts into an otherwise banding-artifact-free region of interest. This is

not a problem for alternating SSFP, as banding artifacts are corrected with image

combination.

8.1.2 Eddy-current reduction with segmented EPI

We found the readout duty cycle of SSFP acquisitions at 4 T to be limited by eddy-

current-induced image artifacts. Eddy currents are electric currents induced in the

conducting parts of the MRI system by the changing magnetic fields produced by the

gradient coil. Eddy currents create undesirable magnetic fields that modify the B0

field, causing image artifacts.

All 4 T SSFP acquisitions in this work used 8 spiral interleaves to cover a 64×64

matrix. This matrix could have been covered with 4 spiral interleaves, without chang-

ing the TR (i.e., doubling the image acquisition rate or doubling the number of slices

acquired per unit time), were it not for eddy currents (Fig. 8.1). Eddy currents that

varied from one TR cycle to the next were found to be particularly problematic. These

disturb the steady state because they cause spin isochromats to precess through a

different angle each TR. Conversely, steady state can be maintained in the presence

of a consistent eddy current.

Similar gradient trajectories result in similar eddy currents. Going forward, seg-

mented EPI may be better suited for balanced SSFP than interleaved spiral. The

gradient trajectories of consecutive EPI segments are more similar than those of

consecutive spiral interleaves1, and should result in more consistent eddy currents

(Fig. 8.2). EPI may permit higher duty-cycle and SNR for both balanced and alter-

nating SSFP acquisitions.

8.1.3 Acceleration

Alternating SSFP is compatible with the most common MR image acquisition accel-

eration techniques, namely parallel imaging [80–82] and compressed sensing [83].

Parallel imaging and compressed sensing both permit the reconstruction of MR

images from undersampled k-space data. Parallel imaging requires multiple receiver

coils that have different spatial sensitivity patterns. The spatial information inherent

1particularly for k-space acquisitions having 4 or less segments
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Figure 8.1: (a) 4-shot pass-band SSFP image (TE = 1.0 ms, TR = 10.1 ms, α = 70◦, 4
spiral interleaves, FOV = 240x240x80 mm3, matrix = 64x64x32, 1.5 s/image volume).
k-space was acquired with spiral interleaves as the inner loop and z phase-encodes
as the outer loop. (b) fabricated 4-shot pass-band SSFP image. Matched acquisition
parameters to (a), except that the same spiral interleave was acquired every TR cycle.
The image acquisition was repeated four times, once for each spiral interleave. The
k-space data from the four acquisitions was then combined to produce a fabricated
acquisition free from eddy current artifacts associated with cycling between spiral
interleaves. Note that no averaging was performed (i.e., only 1/4 of the data from
the four images was used). (c) and (d) show images (a) and (b), respectively, at low
window and level (matched) to highlight signal displaced outside of the object.
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Figure 8.2: 4-shot spiral and EPI k-space trajectories. The return to the centre of
k-space for each shot is highlighted (thick line). The direction of the applied gradient
needed to return to the centre of k-space differs more between shots for spiral than
for EPI.

in the coil sensitivity patterns is taken advantage of to reduce the amount of k-space

data needed to reconstruct an image2. Compressed sensing is a signal-processing-

based acceleration technique that, unlike parallel imaging, does not require specialized

hardware. Compressed sensing takes advantage of the sparsity3 of many MR images

to constrain the (otherwise underdetermined) undersampled image reconstruction

problem.

It should be noted that acceleration would be best-applied to alternating SSFP for

the purpose of increasing spatial resolution or spatial coverage, rather than reducing

the image volume acquisition time. This is because alternating SSFP BOLD contrast

is suppressed following RF catalyzation, and sufficient time must be allowed for BOLD

contrast to recover before encoding low-spatial-frequency image information or BOLD

sensitivity will be sacrificed.

2by up to a factor equal to the number of receiver coils
3in the image domain or in a transform domain such as wavelet coefficients
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Figure 8.3: Bloch-simulated alternating SSFP BOLD contrast growth in the pass-
band centre (TR = 10 ms, TE = TR/2, Tvol = 3 s, T1 = 1400 ms, T2 = 70 ms, ΔR2

= -.5s−1). Alternating SSFP BOLD contrast recovers more quickly, early on, at high
flip angle, but peaks at the k-space centre (t = 1.5 s) for α ≈ 45◦.

8.1.4 BOLD contrast maximization with a variable flip angle scheme

We found alternating SSFP BOLD contrast to recover more quickly, early on, at high

flip angle (Fig. 8.3). However, peak BOLD contrast at the k-space centre occurred

for α ≈ 45◦. Previous work has used a variable flip angle scheme to maximize the

area under the balanced SSFP signal vs. time curve [84]. It may be possible to use

a similar approach to maximize alternating SSFP BOLD contrast. High flip angles

could be used early in the RF train to accelerate BOLD contrast recovery. Flip angles

could be tapered to 45◦ later in the RF train to avoid plateauing at reduced BOLD

sensitivity.

8.2 Conclusion

This work has developed a new pulse sequence, alternating SSFP, and demonstrated

its ability to provide rapid, banding-artifact-free balanced SSFP fMRI. Alternating

SSFP permits the consecutive acquisition of 0◦- and 180◦-RF-phase-cycled balanced

SSFP images, with the pass-band of each image having 80 % of the BOLD sensitivity
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found in full steady state (conventional balanced SSFP). These images can then be

combined to produce whole-brain, banding-artifact-free balanced SSFP fMRI from

a single paradigm run with 3 s temporal resolution. Previous whole-brain balanced

SSFP fMRI applications required two runs of the functional paradigm, resulting in

prohibitive temporal resolution. Alternating SSFP removes this restriction, providing

a temporal resolution comparable to that of GRE-EPI.

Alternating SSFP may allow functional MRI in SFG regions not possible with

GRE acquisitions, due to signal dropout, and SE acquisitions, due to low BOLD sen-

sitivity. However, we found reduced BOLD sensitivity for alternating SSFP compared

to GRE acquisitions, and future work is needed to determine if alternating SSFP per-

forms better than spin-echo methods (which also eliminate signal dropout at the

expense of reduced BOLD sensitivity relative to GRE). Nevertheless, the BOLD sen-

sitivity achievable with alternating SSFP may be higher than reported here. In partic-

ular, the alternating SSFP readout duty-cycle was limited to one-half of its maximum

value by eddy-current artifacts. Eddy-current mitigation through alternate k-space

trajectories and/or improved compensation strategies have the potential to double

the image acquisition rate, providing an expected
√
2-increase in BOLD sensitivity.



Appendix A

A.1 Alternating SSFP Contrast Growth

Alternating SSFP BOLD contrast is given by the difference in signal (Eq. 4.2) between

active (subscript A) and resting (subscript R) states

ΔS = SA − SR

= ΔSstst − exp(−R∗
1,Rt)(Sstst,A exp(−ΔR2 sin

2(α/2)t)− Sstst,R)
(A.1)

where ΔSstst is the steady state contrast level (Sstst,A − Sstst,R), and the active and

resting R∗
1 (R∗

1 = 1/T ∗
1 ) relaxation rates are given by

R∗
1,R = R1 cos

2(α/2) +R2 sin
2(α/2)

R∗
1,A = R∗

1,R +ΔR2 sin
2(α/2)

(A.2)

For |ΔR2| sin2(α/2)t << 11 , Eq. A.1 can be approximated as

ΔS ≈ ΔSstst − exp(−R∗
1,Rt)(Sstst,A(1−ΔR2 sin

2(α/2)t)− Sstst,R)

= ΔSstst(1− exp(−R∗
1,Rt))− exp(−R∗

1,Rt)Sstst,A(−ΔR2 sin
2(α/2)t)

(A.3)

Equation 4.4 follows from Eq. A.3 with 1/T ∗
1 = R∗

1,R and Sstst = Sstst,A ≈ Sstst,R.

1Actually this restriction on t is overly conservative. Equation A.3 is derived using the approx-
imation exp(−ΔR2 sin

2(α/2)t) ≈ 1 − ΔR2 sin
2(α/2)t, but it holds for large t as well because the

exp(−R∗
1,Rt) term goes to zero with t faster than the error grows with t in the above approximation.
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